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Abstract

This thesis delves into the application of the Sy$eata electrical resistivity meter with

a multiplegradient array for subsurface imaging, with a specific focus on the
Experimental Farm "L. Toniolo" at the University of Padova in Legnaro,-Bastiern

Italy. The study area features Fh@valcaric Camsbol soil, characteristic of the Venetian
plain, with low natural fertility. The Syscal Terra, equipped with 20 measurement
channels, is employed for efficient data acquisition, providing-hégiolution resistiviy
anddata at varying depths. Surveys waenducted using dipotdipole andmultiple-
gradientarrays along a 14.2 m transect line with 72 stainlete®l electrodes spaced at

0.2 m intervalsThe instrument's design, including a large bimltouchscreen display

and highpower capabilities (up tol0000 V), enhances ease of use and field
deployment. The use of Li batteries allows for international transport convenience, and
the unit's functionality can be easily verified with bdiittest proceduresThe acquired

data underwent inversion procesgjwith the ResiPsoftware, employing the R2 code
based on Occam's inversion method. The resulting electrical resistivity tomography
(ERT) images provide detailed insights into tbbssirface structure in 2DVarious
electrode arrays, such amultiple-gradient, square, dipolaipole, Wenner, and
Schlumberger, were discussed, with the emphasis on the muktigletrode gradient
survey.ERT proves to be a valuable geophysical tool, offering efficient imaging of
complex geological features. The technique hasrbsuccessfully applied to investigate
areas with diverse geological characteristics, including volcanic and geothermal regions,

landslides, seismotectonic  structures, hydyeological phenomena, and
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environmental issues. Innovations in inversion methodsorporating topography,
contribute to accurate data interpretation, aiding in the resolution of complex
geological problemsThis thesis concludes by highlighting the significance of the
multiple-gradient array in electrical resistivity tomography, slwasing its role in
advancing our understanding of subsurface geological features. The research presented
contributes valuable insights to the field, demonstrating the effectiveness of the

technology in various geological contexts.
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1.1 Aims and Objectives

The study aims to evaluate and compare the performance of different electrode arrays,
including the multiplegradient and dipolelipole arrays, within the specific geological context of
the Experimental Farm "L. Toniolo" at the University of Padova inakegNorthEastern Italy.

This evaluation aims to ascertain the efficacy and practical applicability of these arrays for
subsurface imaging in Fle&alcaric Cambisol soil. By conducting a detailed comparative analysis,
the study seeks to determine the stigths and weaknesses of each array in providing accurate
and detailed subsurface information. This comparison aims to refine the understanding of the
most suitable and reliable method for geological mapping and subsurface structure
interpretation within tis distinct geological settingThe following represent the study's

objectives:

1 Field Study and SH8pecific Data Acquisition: Execute surveys utilizing the Syscal Terra
with 20 measurement channels, employing multiple electrode arrays within the
Experinental Farm "L. Toniolo" in Legnaro, Neofhastern Italy, focusing on the
characteristics of Flln€alcaric Cambisol soil.

1 Data Processing and Imaging Techniques: Utilize ResIPy software with inversion methods
based on Occam's inversion principle (R2/R3tex) to pocess resistivity, generating
detailed 2D anelectrical resistivity tomography (ERT) images specifically for the Legnaro
site.

1 Comparison and Validation: Compare the outcenfim multiplegradientand dipole

dipole arrays within the Legnaro ejtvalidating results against numerical modeling
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outcomes and field data, specifically focusing on the unique geological characteristics of
the location.

Refinement of Plotting and Quality Assessment: Evaluate the proposed pseudosection
plotting formulas ér assessing data quality within the Legnaro site, refining techniques
for distinct parameter assessments such agagtor or aspacing to enhance accuracy in
data interpretation.

SiteSpecific Advantages and Limitations Analysis: Assess the suitalei#gtoéectrode

array (nultiple-gradient, dipole-dipole)within the Legnaro site, considering factors such

as data acquisition speed, density, noise sensitivity, and logistical feasibility.

Contribution to Local Geophysical Understanding: Emphasize the significance of the
multiple-gradient array in enhancing the understanding of subsurface features within the
Legnaro site, contributing insights to the field of geophysical investigation® iNdinth-

Eastern Italian region.
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2.0 Physical Principles of ERT Method

In this section, we will begin by outlining the primary electrical prospecting methods,
delving into their potential applications, as well as examining the advantages addawbacks
associated with each. Following this, we will shift our attention to the Electrical Resistivity
Tomography (ERT) technique, which is the primary focus of this thesis. We will explore the
principles underlying ERT and its relevance to the researchbbjectives. Concluding the
chapter, we will elaborate on the methodologies employed for data acquisition, along with

additional insights pertaining to the investigated area.

2.1 General information on electrical methods

Geophysics employs indirect, notdestructive, and swift analysis methods to examine
various physical properties of the subsurface. Each geophysical method is tailored to
investigate a specific soil parameter. Consequently, the selection of the investigative
approach aligns with the studys objectives. In comparison to other direct and poinspecific
techniques in the geological field, geophysical investigations yield areal data, effectively
revealing spatial variations in the studied property. Geophysical measurement methods can
be categaized into active ones, necessitating an artificial signal source to measure the
pertinent physical parameter, and passive ones, capitalizing on the naturally occurring Earth
fields.

Direct current techniques (DC Methods) offer a swift, noimtrusive, and relatively
cost-effective means to explore the first few meters of the subsurface, revealing the spatial

arrangement of electrical resistivity or electrical conductivity. These properties are
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contingent on lithology, soil fluid content, and chemistry. Themethodology involves
employing an artificial source of direct current to introduce a signal into the ground, coupled
with the measurement of the potential difference experienced by the signal along its
trajectory. Typically, two metal rods serve as energing electrodes to introduce the current,
while a second pair of electrodes, termed potentiometric electrodes, measures the potential
difference. The investigative approach adheres to Ohm's law, enabling the reconstruction of
current flow paths and the detemination of variations in electrical resistivity distribution
underground.

These investigation techniques can be employed across various geological scenarios.
Some common applications include:

1 Identifying preferred pathways for groundwater flow

1 Conductingarchaeological studies

T Detecting buried structures

T Locating faults and discontinuities

1 Monitoring environmental conditions

1 Determining the depth of bedrock

T Locating underground cavities

Electric methods find widespread application due to their use of costffective and sturdy
instrumentation, suitable for both surface and borehole applications. The utilization of
electrical methods in investigations is straightforward and expeditious, yileling results with
extensive areal coverage and effective penetration. The associated data processing programs

are sophisticated yet usesfriendly. The correlation between measured electrical resistivity
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values and changes in water content and salinity habeen wellestablished through
numerous studies, although local calibrations may be necessary due to the impact of specific
subsoil parameters.

Conversely, the data gathered are susceptible to surface variations and experience a
decrease in resolution as dpth increases. These methods are more commonly utilized in
easily reachable environments due to the necessity for effective coupling between electrodes
and the ground, as well as extended investigation periods. The use of borehole applications
proves bendicial in enhancing depth resolution, albeit demanding appropriate
instrumentation.

The field of electrical acquisitions has witnessed significant advancements since the
1980s, marked by the introduction of multielectrode instruments alongside the initial
implementation of numerical inversion and graphical data representation programs.
Specifically, techniques such as electrical resistivity tomography (ERT) have been devised,
utilizing an array of numerous electrodes connected to the georesistivimeter vienulti-
channel cables. This setup facilitates the rapid and automated collection of apparent
resistivity values for all possible quadruples generated by the combination of electrodes
positioned on the surface. ERT acquisitions enable the generation of 2DdaBD images
illustrating variations in a specific physical property within the investigated space.
Furthermore, technological progress in these methods has enabled the examination of time
lapse phenomena.

Electrical Resistivity Tomography (ERT) functiased on the fundamental principles

outlined in Ohm's law, as expressed in the equation:
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where V denotes electric voltage, | signifies the injected current, and R represents
resistance. The determination of resistance in the context of a cylirdrigact with
dimensions length (L) and cressctional area (A) is articulated by the formula:
> M
|
GKSNBE ~ Aa GKS YFOSNRIFIfUa St SOGNROIET NBaa:
resistivity is an inherent material property, impervious variations in current intensity or

St SOGUNRRS NN} @& 3IS2YSGNEB YR Aada AYyOSMESEt & LINR

The soil's resistivity is primarily contingent on its compositional features, including grain
size, shape, and graporosity, as well as the presence and chemistry of interstitial fluids. Pure
water, for instance, exhibits minimal conductivity, but the inclusion of dissolved salts contributes
to its conductivity. Archie's law, which articulates this relationship, isattarized by the
empirical formula:

F=ad™

Where S represents the watsaturated porous fraction, n is an empirical coefficient, and

F is termed the formation factor. The formation factor, in turn, relies on the porgsithie soil's

cementation rate m, andnte empirical factor a associated with the lithology:

p = pwFSy

It is evident that the saturation component is the sole variable in the formula, with the other
parameters being tied to the geological characteristics of the medium, which remain constant

over time. The average electrical resistivity values, indicatidiffefrent soil types, may undergo
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changes in the presence of organic matter and show fluctuations based on salinity and saturation
rates. To illustrate, freshwater typically exhibits electrical resistivity values ranging from 10 to
MAan m YIS ¢ KSOWE Sy SN IHfgfled R2Sa y2a &dz2NLJ aad noH  »w
Consistent with the outcomes of particular investigations undertaken by Carbognin et al. (2004),
de Franco et al. (2009), Viezzoli et al. (2010), Teatini et al. (2011), and Da Lio et al. (2013), the
defined electricaresistivity values for the lower limit of brackish water and the upper limit of
FNBaKglGSNI NS 0St26 p m Y YR 6208 mn m Y3
emphasizes the significance of electrical resistivity in delineating variations in fadesur
conditions within the domain of geophysical and environmental studies.

In the extensive inquiries carried out by Binley and Kemna (2005) and Binley (2015), the
examination revolves around an isotropic thrdemensional (&) electrical resistivity
dd dNAO6dziA2y NBLINB&ASYUSR |da ~0O0EZX &3z -Dieleatic LYy (K
potential, V(X, y, z), resulting from the injection of current | at a known position, is clarified by

employing Poisson's equation:

82w Ow

In this contex, the nabla operator\I' Kk KEYX Kk K& Kk KT 0 A& dziAf A

Dirac delta function. The boundary conditions for Equation 2.3 are specified as follows:

Dirichlet boundary conditions:

V(rvy¥Yp) =0

GKSNBE NI KEWH b @H b [H FYR 1T Xno

16



Neumann boundary conditions:

” _\ "O
T Wo

Where r denotes the distance from the current source, &depresents the imposed current

flux at the boundary.

In the initial examination of the equation, two current electrodes are introduced, injgctin
current | from the ground surface, with one electrode positioned at an infinite distance (refer to
Figure ). Assuming a homogeneous resistivity distribution anexistence of a current sink at
infinity, the resulting solution is articulated as:

wi =

0
CH l

An essential aspect to take into account is the sefinite nature of the domain fol Y n

Distance (m)

Fig2: illustrates a zlimensional schematic depicting the injection of current into a homogeneous
half space. The current electrode, denoted as C+, is featured in conjunction-waina@egically
positioned at an infinite distance. The figure portrays bolie trajectories of current flow
(illustrated by dotted lines) and the lines of equipotential (highlighted by bold lines). This visual
representation is sourced from [Binley and Kemna, 2005].
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This formulation allows to reconstruct the current potential tdsution for any
configuration and number of current electrodes inserted in a homogeneous medium.
In the practical application of the method, it is not possible to use a single point source, but at
least 4 electrodes are positioned in the ground. A péaielectrodes, called energizers (AB), will
serve to introduce the current, while through the second pair of electrodes (MN), the potential
difference suffered by the signal along the path will be measured. Furthermore, the subsoil
cannot be considered amleal medium with homogeneous resistivity, in which the flow and
current lines are distributed in an ideal manner.
In practice, then, to avoid the polarization effect of the electrodes, usually made of stainless steel,
an alternating signal is used as cunténput. The shape of the current wave that represents this

conept is the square wave (Fig.3

=
=
h
—
—
F
[ =)

Time (s)
Fig3: Shape of the square wave used in electrical resistivity investigations (Binley and Kemna,
2006).

The more generic electrode configion is represented in Fig 4.
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Fig 4.Common configuration of surface electrodes (Reynolds, 2011).

The potential difference measured between the electrodes M and N can be obtained as:

= 2|~ )~ )|
MN =90 1\AM  BM AN ' BN

From which, setting k, called the geometric factor, speddiceach electrode configuration,

equal to:

21

1 1

k=—7 i
(Zm ~BM ~an T W)

The formula for the apparent resistivity of the soil can be obtained, depending on the
3S2YSGONE 2F (GKS freée2dzi FyR GKS @I fdzSa YSI &adzNBF

AV

The apparent resistivity thus obtained is related to the configuration of the electrodes, it
represents the resistivity that an electrically homogeneous and isotropic system should have to
LINE RdzOS GKS al YS @It dz2Sa 2 Fedindhe bupsequentdprocesteg NB | €

phases of the collected data. Through the inversion process it is also possible to obtain
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thicknesses and resistivities of the various lithological horizons.

The evolution of the apparent resistivity is linked both to thsisévity and thicknesses
of the different soil horizons. In the transition from a less to a more conductive horizon, the
current will be distributed along wetipaced lines, within the more conductive ground. When

moving to a more resistive layer, howeyéhe current lines will tend to concentrate at the

interface between the two layers, concentnag in the more conductive one.

\ ------- Equipotential lines
Layer 2 / Lines of electric flow field
electrodes
{ A B
0 i
l .,
25 i -
i ,
- 5 A
E o
g -15 R
2 b
-5 -10 f— ‘\
-— A
-12.5¢ -— A
] -— - '-_‘
-1§ -— . ¢
1
15

s =T 50 5
distance (m)

Fig 5 Distribution of current lines in the presence of layers with défe conductivity
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2.2 Electrodearrays

It is possible to attribute different geometric configurations to tingadrupolesby varying
the mutual position of the energizing and potentiometric electrodes. Each array has different
resolution properties, both lateral and in relation to the gtk of investigation. The mutual
position of the electrode pairs influences the arrangement of the current lines in the investigated
medium. The space between the current electrodes is characterized by a constetnicdield.

The potential differencéhat develops is therefore a function of the distance between the
potentiometric electrodes. It follows that the choice of the appropriate array must be made
based on the objective of the measuremeiihe mast common configuration is the &ner,

Schlumbergr, DipoleDipolo, multiple-gradient

2.2.1Wenner configuration

The Wenner array, a pivotal configuration in electrical resistivity imaging, employs four
electrodes arranged in a linear sequence. Two outer electrodes inject current into the ground,
while two inner electrodes measure the resulting potential difference. This arrangement fosters
heightened sensitivity to vertical resistivity fluctuations, with the distance between potential
electrodes standardized as 'a’. The geometric factor 'k', essemtialalculating apparent

resistivity, is derived as:

This setup excels in yielding data with a notably high sigrabise ratio, ensuring more

reliable measurements of subsurface resistivity changes. However, its predominant sensitivity to
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vertical variations limits the resolution for detecting horizontal changes. Moreover, the
investigative range is approximately half the spread's length, reflecting its capacity for discerning

variations in resistivity along the vertical axis

(a)

TA P | Q suface 1 B

resistivity, p a
_).4 -

na

Y

Y

09

Fig @ Configuration of the electrodes in the Wenner array and respective sensitivity (Everett,
2013).

2.2.2 Schlumberger Configuration

The Schlumberger array is another significant configuration used in electrical resistivity
imaging. Tie potential electro@s are placed internally to the current electrodes. However, the
distance between the potential electrodes is smaller than the distance between the current
electrodes. The current electrodes are progressively moved apart according to multiples of 'a’,
while the potential electrodes remain relatively closer together.

The geometric factor 'k’ in the Schlumberger array configuration is derived differently
based on the arrangement of the electrodes and their distanthe.geometric factor k is
therefore equato:

AM AN
MN

k=m

The Schlumberger array is known for its sensitivity to horizontal resistivity variations. The
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maximum sensitivity is achieved in the space between the potential electrodes, where the
electrodes are closer together. Conversely, sensitivity is Itnegxeen the energizing (current)
electrodes, where the spacing is larger. This setup allows for better detection and resolution of
horizontal changes in resistivity compared to the Wenner array.

Unlike the Wenner array, the Schlumberger array tends to reweediocre signato-
noise ratio. This implies that the measured signal related to resistivity changes might be less
pronounced compared to background noise, potentially requiring more sophisticated signal

processing techniques for accurate data interjaitétn.

i
(b) 1
n
W
A P Q +B
+ a L a > a >
A=
- 12
=
}_

XIL]
Fig 7 Configuration of the electrodes in the Schlumberger array and respective sensitivity
(Everett, 2013).

2.2.3Dipole-Dipole configuration

The DipoleDipole array is a significant configuration used in electrical resistivity imaging,
comprising four electrodes placed in a linear sequence with a specific arrangement distinct from
both the Wenner and Schlumberger arrays.

In this array, the potetial electrodes are situated outside the current electrodes. Their
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distance is precisely equal to an integer multiple of the distance between each pair of electrodes,
maintaining a consistent separation throughout the array.

The geometric constant 'k’ ithe DipoleDipole array configuration depends on the
specific arrangement of electrodes and thdistancesThe formula to determine 'k’ is based on
the geometry established by the electrode placement and their set distances from each other.
The geometriconstant is equal to:

k=2mna(n+1)(n+2)

Maximum sensitivity in the DipolBipole array is achieved beneath the two dipoles,
where the electrodes are positioned. This array configuration excels in detecting horizontal
resistivity variations due to its setup, but it tends to exhibit reduced sitsitfor vertical
changes compared to the Wenner array.

The investigation depth achievable with the Dip@lgole array is approximately half the
length of the spread. This indicates that its primary capacity lies in examining subsurface
resistivity varigions within a moderate depth range, and it might not penetrate as deeply as
some other configurations.

The maximum sensitivity for this array occurs below the two dipoles. It is valid for
horizontal resistivity variations, while it is reduced for vertmaés. The investigation depth that

can be reached is approximately equal to half the length of the spread.
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Fig 8 Configuration of the electrodes in the DipdBpole array and respective sensitivity
(Everett, 2013)

2.2.4Multiple-gradientconfiguration

Multi-electrode gradient surveying involves the injection of electrical current with a
specific separation distance of (s+2)a, as shown in Figure 1. Simultaneously or sequentially,
potential differences are measured betwedmetpotential electrodes, which have a spacing of a.
The separation factor 's' is an integer representing the maximum number of potential readings
achievable for a single current injection.

The factor 'n' characterizes the relative spacing between the gakdipole and the

nearest current electrode.

L] |

N B
na_, L _ma_,
“ == =

Fig 9there is a diagram illustratingraultiple-gradientarray, highlighting the electrode positions

for a measurement conducted with a separation between current electrodes of (s+2)a, where
the separation factor 's' equals 7. Thefarctor' is set to 2, which is defined as the smallest relative
spacing between a current electrode and a potential electrode. Additionally, the 'midpoint factor'
'm' is given as2.

To further characterize the survieyyg setup, a midpoint factor 'm' can be defined. This 'm' factor
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represents the position of the midpoint of the potential electrode dipole relative to the midpoint
between the two current electrodes. This allows for a more precise description of the Ispatia

arrangement and measurements in the surveying process.

The positions of the current and potential electrodes are denotedas , ® , andw ,
with the condition thatw >w andw > . Additionallyw andw represent the midpoints
of the respective dipole setups.

To explain further, a negative-factor signifies that the potential dipole is positioned to
the left of the current electrode midpoint, while a positivefactor indicates that the potential
electrode dipole is shifted to the right in relation to the midpoint.

For data processing convenience, it may also be useful to define-thetor as a vector. In this
definition, positive Afactors would indicate that the giential electrodes are at higher
coordinates than the nearest current electrode, and negatisfactors would indicate that they

are at lower coordinates. It follows that, for given s and n values, m is also determined as:

a & — foroo Sw j I SmQh
And
a & — form >w (m>0),

where n and m are negative or positive integers
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2.3 Processing and inversion of geophysical data

The main objective of the application of electrical methods islitain and model the spatial
distribution of electrical resistivity in the subsoil, starting from a series of measurements
conducted on the surface and based on Ohm's law. This result is achieved by subjecting the data
collected in the field to @ inversia procedure In the iterative nonlinear regression phase (the
relationship between the apparent resistivity and the model parameters is nonlinear), the
measured data are compared with those simulated by the direct model, to arrive at a final model
that minimizes their differences.
The raw data measured by the geesistivimeter can be represented graphically with a
pseudosection of apparent resistivity. The inversion process allows the psestivity to be
transformed into real resistivity of the good. The estimate of the model parameters must be
as consistent as possible with the observed data. However, the inversion procedure is not able
to provide a unique result, due to the presence of instrumental errors and incompleteness in the

field data wheh are always present in the dataset.

2.3.1 Determination of the error

It is important, as a preliminary phase of data processing, to estimate the error existing in
the starting dataset. We proceed for this purpose by carrying out the control of direct and
redprocal measurements. Theoretically, the reciprocal measurement should provide the same
resistivity value as the corresponding direct measurement, according to the principle of
reciprocity. In reality, two different results are obtained, because each mieasent is subject

to error. This approach therefore allows us to obtain a conservative estimate of the quality of the

27



campaign dataset.

It is essential to take into account the intrinsic error of the measurements, because the
final reconstruction of the raistivity image is strongly affected by the quality of the starting data.
A poor quality dataset generates a model that is not very representative of reality. Mutual
measurements are essential to avoid using data affected by errors higher than a certain

egablished threshold. The intrinsic error of the data can derive from:

w»
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2.3.2 Forward model

Theforward model calculates the resistances thaould theoretically be obtained for a
certain resistivity distribution. It is therefore a simulation model of reality. It is based on the
equation of steady flow of direct current in a heterogeneous and anisotropic medium, which is

described by the diffieential equation:

d( dv) d( dV) d( dl/)_U
dx \7* dx +dy % dy taz\%az) T

expressed in compact form as:
V:-(eVV)=0

which allows, for a certain distribution of electrical conductivity, to obtain the electrical

potentials, respecting the appropriate boundary conditions. In solving complex 2D or 3D cases,
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finite difference and finite element numerical methods are commonly applied. The space is
discretized into cells, to each of which a conductivity value is assigned, while the potential is
calculated at the nodes of the various cells, in correspondence with wheleledrodes are

positioned The discretization of the space is denser near the electrodes, where the sensitivity of

the measurement is greater, and is reduced as you move away from it.

2.3.3 Inverse model

The data inversion phase, i.e. the conversion of the apparent resistivity values into real
resistivity, is determined by resolving the inverse model, which calculates the resistivity
distribution as a function of the acquired measurements. We proceed\bgidg the space into
cells, characterized by their own conductivity valueThe distribution of conductivity in the
space thus discretized is represented by a veatar

G af Q pB

in which conductivity appears in logarithmic form, due to the vast range of values that it
can acquire. The solution of the inverse model is composed of the best set of parameters
which represents the experimental datd of the resistance obtained fro the direct model,
respecting the imposed uncertainty threshold.
This result is obtained by solving an objective funcfiond to be minimized, in which the

measured resistance valuesdand cldul SR g A (0 K {0 K SareRledeBt:Ol Y2 RSt
¥q (m) = [|Wy [d— f(m)]| ®

Howeer, due to the intrinsic nouniqueness of the resistivity in the solution of the
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inverse problem, together with the presence of the error in the data, the use of the data misfit
alone can lead to an extremelyplbsed numerical problem. Consequently, @achal corstraints
must be imposed on the

inversion. This is commonly done by introducing a stalitin function for the modgl & into

the objective function. The objective function will at this point be described by the formula:

Y(m) = ¥4 (m) +a¥,(m)

in which thereare the objective function referring to the misfit of the data, the
fundion referring to the model , between the misfit and the objective function of the
inversion model. (Binley and Kemna 2005) These operations are performed by software that
proceeds automatically, after the operator has provided them with the minimum information
useful for the inversion. In this work, tiesIPgoftware was usedan inverse modeling program
that can be used for 2D electrical resistivity distributions, basedhenthree-dimensional

computation of current flows on a square finite element mesh.

2.4 Regularization Techniques in Geophysical Inversion

Geophysical inversion endeavors to derive a reliable model of subsurface properties by
interpreting observed dataHowever, the inherent Hposed nature of this inverse problem
introduces challenges due to its susceptibility to multiple equally plausible solutions and
sensitivity to data noise. Regularization techniques serve as indispensable tools to address these
issues, enhancing the stability, reliability, and physical realism of the obtained models.

1 Tikhonov Regularization

Tikhonov regularization stands as a fundamental technique in geophysical inversion. It involves
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introducing a penalty term into the inversigrocess, aiming to balance the fidelity to observed
data with the desired model characteristics. This penalty term minimizes the model's roughness
or complexity, ensuring a smoother and more geologically plausible outcome. The regularization
parameter plag a pivotal role in governing the tragadf betweendata fit and model smoothness.

1 Smoothness Constraints
Smoothness constraints serve as an additional mechanism to regulate the inversion process,
primarily targeting the prevention of sharp discontinuities artifacts within the subsurface
model. Particularly valuable when dealing with noisy data, these constraints promote the
generation of more continuous and coherent subsurface representations, aligmiith
geological expectations.

1 Joint Inversion
Another influential regularization strategy involves the integration of diverse geophysical data
types, such as seismic and electrical resistivity data, through joint inversion techniques. This
approach leverages multiple datasets to enhance the robustoéske inversion process and
constrain the resulting model. By combining different types of information, joint inversion
facilitates a more comprehensive understanding of subsurface strugtureproving model
reliability.

These regularization techniquesllectively aim to enhance the stability, uniqueness, and
physical realism of inversion results. By incorporating additional information or assumptions
about the subsurface into the mathematical formulation of the inversion process, regularization
signifcantly mitigates the Hposed nature of the problem. Ultimately, it fosters more reliable and

geologically plausible interpretations of subsurface properties, crucial for various geophysical
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exploration and characterization endeavors.
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3.0 ReslPy sofware

ReslPy is a Pythdrased, opersource software designed to streamline the processing,
modeling, and inversion of geoelectrical data. Its primary focus is on 2D applications, providing
an intuitive interface for users in educational and training environteehhe software employs
inverse methods to translate geoelectrical measurements into resistivity distributions, aiming to
minimize the misfit between observed measurements and predicted responses from a
geoelectrical model.

One key aspect of ReslIPy isatsnmitment to accessibility, addressing the challenges
associated with norommercial tools that often require substantial expertise to operate
effectively. The software is tailored to be udeendly, with a graphical user interface (GUI) that
eliminates the need for commantine operations. This design choice enhances its suitability for
educational purposes, enabling new users to explore geoelectrical data analysis at their own
pace.

The core functionality of ReslPy includes importing, filtering, amdr anodeling of
geoelectrical data. The software utilizes the R2, cR2, and R3t codes for modeling and inversion,
which are established tools in the field of resistivity problems. These codes, while powerful, lack
a graphical user interface, and ReslIPddpes this gap by providing an intuitive GUI for users.

ResIPy's capabilities extend to 3D applications, as documented in Boyd et al. (2019),
although this aspect will not be detailed in this-Bi2used manuscript. The software supports
complex mesh constation using the Gmsh meshing code, allowing flexibility in electrode
assignment and accommodating various survey configurations, including surface and borehole

electrodebased surveys.
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The software's philosophy revolves around maintaining the sophisticagquired for
geoelectrical inversion while enhancing accessibility for a broader user base. ltsapee
nature encourages contributions from users and developers, fostering a collaborative
environment in the scientific community. Additionally, RgsBerves as a valuable tool for
reproducible science, allowing users to customize the code to suit their specific needs.
ResIPy's architecture is organized into three distinct layers, each playing a crucial tiode |
software's functionality.

1 Bottom Lagr: Compiled Inversion Codes and Meshing Software
This foundational layer encompasses compiled inversion codes, specifically R2, R3t, and cR2,
along with meshing software like Gmsh. These inversion codes are responsible for executing the
core processes onversion and forward modeling for DC resistivity and complex resistivity.
Gmsh, a meshing tool, contributes to the construction of triangular meshes, providing a crucial
element for accurate geoelectrical modeling.
1 Middle Layer: Python APl as a Wrapper

The middle layer serves as a bridge between the bottom layer's compiled codes and the user
interface. This layer is built around the Python API, which acts as a wrapper around the
executable codes. This design simplifies the interaction with the underlgaescmaking it more
accessible for users. The Python API facilitates the creation of input files, such as R2.in and
mesh.geo, and manages the output files, enhancing the user experience during the geoelectrical
data processing and inversion.

1 Top LayerVisualization Tools for User Interaction
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The top layer focuses on providing users with a graphical interface and visualization tools. It
encompasses features that enable users to interact with the software intuitively. Visualization
tools within this layeroffer a graphical environment where users can observe and interpret

geoelectrical data, inversion results, and other relevant information. This layer enhances the

overall user experience, making ResIPy more-tremmndly and accessible.

1 Documentation Followingcgpy/numpy Docstring Guidelines
ReslPy's documentation adheres to the guidelines set by the scientific computing libraries scipy
and numpy for docstring formatting. This ensures that the documentation is clear; well
organized, ane@asily understandable for users. Following these guidelines is crucial for providing
comprehensive information about ReslIPy's functionalities, parameters, and usage, aiding users

in effectively utilizing the software for geoelectrical data analysis.
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3.1 Standalone Graphical User Interface (GUI):

ReslIPy features a standalone graphical user interface (GUI) designed using PyQt5, ensuring
flexibility for modifications and accommodating future developments. The GUI simplifies user
interactions and incorporate functionalities for visualizing and exporting data using matplotlib
(Hunter, 2007). The design is thbsed, providing a nelinear workflow to guide users through

essential stages of data processing, mesh generation, and inversion.

1 TabBased WorkflowKig. 3)
The GUI comprises a series of tabs that enable alinear workflow. These tabs guide users

through various stages, including importing and filtering data, generating a mesh, and performing

Inversions.
ReslIPy x
Importing | Pre-processing = Mesh Inversion settings ~ Inversion = Post-processing  Help = About 1
Data | Electrodes (XYZ/Topo) Custom Parser
* 2D 3D Title My beautiful survey Date 2019-08-02 2
Forward ® Inverse Time-lapse Survey Batch Inversion Unconventional Survey
Working directory:invdir Protocol v protocol-syscalFile.dat (Press to change)

Induced Polarization v| Contour P Proec Apply

Apparent Resistivity Pseudo Section

— 325.4 4
= 296.1
< —4 -
*qa, 266.9 £
T _g 2376 G
2 208.4 &
g _g- 179.1

o 149.9

25 50 7.5 10.0 125 150 17.5 20.0
Distance [m]
# € > $ Q = ¥

[09:33:41]:

Fig 10illustrates the overall structure of the independent graphical user interface, featuring:(1)
Multiple tabs designated for distinct processing stages, (2) Selection options for survey type and
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inverse/forward modeling, (3) Functions for data import andeRfication, (4) A graphical
representation displaying pseuesection plots of the imported data.

1 Import Tab
The "Import" tab serves as the starting point for loading geoelectrical and topographical data.
Geoelectrical data can be directly imported iargdard formats (e.g., IRIS Instruments Syscal files,
Res2DInv files, R2, and cR2 input files). Alternatively, users can employ the "Custom Parser" tab
for manual import. Topographical data, essential for accurate modeling, can be entered manually

or loadal from a commeseparated value (csv) file at the "Electrode (XYZ/Topo)" tab.

1 Workflow Flexibility
Following data import, users can progress through the workflow or directly initiate inversion
using default settings with the "Invert" button in the "Imporgy" tab. Default settings are
optimized for reliability in most cases, providing a convenient option for novice users or quick

data assessments in the field.

1 Inversion Settings
All inversion parameters available in R2 and cR2 are accessible and modifiaele the
"Inversion settings" tab. Users can adjust parameters such as regularization type, conversion of
data to logarithmic values, data error estimates, smoothing anisotropy, and the maximum
number of iterations. Help is available for each paramedad additional details can be found in
the R2 and cR2 manuals (http://www.es.lancs.ac.uk/people/amb/Freeware/Freeware.htm).

1 Advanced Settings
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Under advanced settings, users have the option to perform batch inversions in parallel on
multicore machines. Thifeature enhances efficiency, allowing simultaneous processing of
multiple inversions, particularly useful for large datasets and advanced users seeking

optimization.

3.2 Data quality control

ReslIPyoffers robust data cleaning and quality control capabilities, providing users with
the flexibility to perform these tasks automatically or with manual intervention. The approach
chosen considers the presence of reciprocal measurements in the datasetn@nathe
reliability of the quality control process. In the graphical user interface (GUI), users can access
data quality control options conveniently located under the “Precessing" tab. This tab serves
as a dedicated space for managing and enhanteg quality of geoelectrical data before

proceeding with subsequent processing steps

3.2.1 Automatic data cleaning/filtering
Automatic data cleaning and filtering in ResIPy involves the initial application of the
basicFilter()nethod, which systematicaileliminates specific types of measurements to enhance

data quality. This method is designed to remove the following categories of measurements:

1 Infinity or NaN Values

ThebasicFilter()nethod identifies and eliminates measurements containing infinitllaN (Not
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a Number) values, ensuring the dataset is free from such inconsistencies.

91 Duplicates
Duplicate measurements are automatically detected and removed. This step helps maintain data

integrity by eliminating redundant information.

1 Invalid Measuremerst
The method targets invalid measurements, specifically those where quadrupoles have current
electrodes also serving as potential electrodes (A or B at the same position as M or N). ResIPy
ensures the integrity of the dataset by excluding such invalid oreasents.
If the dataset includes reciprocal measurements, ReslPy further engagestipeiteReciprocal()
method, calculating reciprocal errors. The software automatically identifies measurements with
a relative reciprocal error exceeding 20%, notifying tiser through the API. It's important to
note that, by default, ResIPy does not discard measurements with high reciprocal errors,
providing transparency to the user.
Moreover, these data cleaning methods, includiagicFilter(andcomputeReciprocal(3re also
invoked when a dataset is manually added usingatiéData()Yunction. This scenario may occur
when a reciprocal dataset is added separately, ensuring that consistent data cleaning procedures

are applied regardless of how the data is incorporated ReslIPy.

3.2.2UserControlled Quality Control Methods in ResIPy
In addition to the automatic data cleaning step, ResIPy provides users with various user

controlled quality control methods available through both the code API and the graphical user
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interface (GUI). These methods are categorized into two groups: (1) data cleaning/filtering and

(2) data error analysis.

Data Cleaning/Filtering:

Usercontrolled data cleaning and filtering are conducted through multiple distinct steps, all
accessible in th&UI under the "Prprocessing” tab. When dealing with datasets containing
reciprocal measurements, users have the following options within the "Reciprocal Filtering" tab

under "Preprocessing":

1 filterRecip(percent):
This method allows users to specify @&stled percentage value (‘percent’) to remove

measurements with high error.

1 removeUnpaired():
Removes quadrupet that lack a reciprocal paifhese methods are presented in an intuitive
interface along with an error probability distribution histograng(Fc) to aid userlis visualizing
dataset quality.
Additionally, users can selectively remove unwanted measurements, irrespective of reciprocity,
using the filterManual() method. This interactive method is available in the GUI under the
"Manual/ReciprocakFiltering” tab within "Preprocessing.” It enables users to manually select
and remove data points directly within the GUI. Moreover, users can eliminate all measurements

associated with a specific electrode, as depicted in Fig. 4a and b.
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(a) Select points/electrodes (b) Filtered data
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Figll: Interactive Manual Filtering. This figure illustrates the interactive manual filtering process,
allowing users to visually identify and select unwanted data points in the pseudo section.
Subsequently, the removal of these selected data pointsdsitited by pressing the "Apply"”
button. The probability distribution of reciprocal errors, presented with parametric and non
parametric fits, enhances the understanding of dataset quality. (a) Pseudo Section with Selected
Unwanted Data Points: Displayirey pseudo section where undesirable data points are
highlighted and crossed out in red. (b) Pseudo Section with Removed Data Points: Presenting the
pseudo section after the removal of the selected data points. To execute the removal, the user
needs to pres the "Apply" button. (c) Probability Distribution of Reciprocal Error: Depicting the
probability distribution of reciprocal errors with both parametric and rmarametric fit, utilizing
Kernel Density Estimate (KDE).

Further usercontrolled data cleaninfltering is directed towards datasets with
chargeability/phase values, accessible through the "Phase Filtering" tab imptéuessing.”
Quality control measures become particularly crucial for IP applications due to the smaller signal

to-noise ratio cormpared to DC resistivity problems (Slater and Lesmes, 2002; Zarif et al., 2017).
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Data Error Analysis

ReslIPy goes beyond data cleaning by offering sophisticated data error modeling capabilities
for DC resistivity. The GUI includes dedicated tabs for data analysis, namely the "Resistance
Error Model". It's important to note that these tabs become active only when reciprocal

measurements are present within the input datasets.

1 Resistance Error Model
Theobserved errors in resistanc&( ) are determined by individual measurement reciprocal

errors, expressed as:

To establish an error model, whether linear or poview, ResIPy employs multibin analysis. This
methodology, detailed in Koestel et al. (2008) and Marafamale et al. (2012), involves bing
errorsinto 20 bins of equal count. The sorting is then based on the average resistancéverrgr (

omé T O2YLMzi SR | ay

This systematic approach to error analysis enhances the acaooiracsor modeling and provides

users with valuable insights into the reliability of resistance data.
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3.3 Meshing in ResIPy

In ReslPythe meshing process involves the utilization of two types of 2D finite element
meshes: structured quadrilateral meshes and unstructured triangular meshes. Regardless of the
elemental shape chosen, the mesh design ensures that elements are finer nealette®des
and gradually become coarser at greater distances from the electrodes. This strategic mesh
refinement aims to address the necessity for higher discretization in regions characterized by a
high potentialmultiple-gradient
The mesh structure corsts of a finer mesh defined by the electrode locations, enveloped within
a coarser mesh with larger lateral and depth extents, especially applicable forirdarite
boundary problems. The neifux (Neumann) nature of the mesh boundaries requires them to
be sufficiently far away from electrode positions to reliably model electrical current flow, as R2
and cR2 simulate current flow for the entire assigned mesh.
In typical field scenarios, electrical current from the electrodes extends beyond the survey
boundaries. To accommodate this, the ResIPy mesh includes a fine mesh region whose lateral
extent is determined by the X (horizontal) coordinates of electrodes, represented as nodes in the

mesh. The depth of this fine mesh region is estimated using the farmul

c8
o

Whered is the lowest elevation of electrodes in the surface or borehole arraydand is

the distance between the longest quadrupole in the survey.

It's essential to note that this depth estimate (

) is rot a depth of investigation, as

calculated by methods such as Oldenburg and Li (1999). Instead, it serves as a conservative
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estimate to facilitate the meshing process. There are exceptions, such as when conducting
electrical surveys near cliff faces orlaboratory tank experiments, where infinite boundaries
may not be suitable. In such cases, ReslIPy allows the import of custom meshes tailored to specific

requirements.

9 Quadrilateral Mesh

In ReslPya quadrilateral mesh is defined as an array of X and Z coordinates, forming a
structured grid. This grid structure is essentially a fine region defined by the survey geometry,
surrounded by a coarser region due to the imposition of infinite boundarissiniportant to
note that, in the ReslIPy graphical user interface (GUI), only the finer mesh region is displayed.

Adjustments to the number of nodes between electrodes can be made in the GUI to enhance
the control over mesh refinement. Additionally, ineti\PI, users have the flexibility to modify
mesh growth factors in the Z direction using attributes suchfasd zgffor the fine and coarse
regions, respectively. For the X direction, a growth factor for the coarse region can also be set
through the APuUsing thexgf attribute.
In scenarios involving buried electrodes, such as doosshole surveys, the X and Z coordinates
of these electrodes are inserted into the quadrilateral mesh after the primary mesh generation
scheme. This ensures that the meslt@ately represents the survey geometry, accounting for
the specific arrangement of electrodes and allowing for precise modeling of subsurface electrical

properties.
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1 Triangular Mesh in ReslIPy
Triangular meshes in ReslBffer increased versatility, enabling application to more complex
geometries such as topography and intricate features within the study area. The mesh generation
process is facilitated by thean_mesh()function in ReslPy, which calls Gmsh.exe to perfiire
meshing operation. This function involves creating an input file for Gmsh (.geo) and passing t
output file (.msh).
Similar to the quadrilateral mesh, users can control mesh refinement by specifying a
characteristic length associated with each electrode node. Smaller characteristic lengths result in
a finer mesh. Additionally, a growth factor can be specified to comimlincrease in element
size with depth. Both of these parameters can be adjusted in the GUI using sliders or in the API
through thecl_factorand gf attributes of theR2.createMesh(jnethod.

It is advisable to avoid fine elements in areas with low sesyif as they contribute
minimally to the interpretation of the inverted model while increasing computation time. Both
guadrilateral and triangular mesh options are available in ReslPy, catering to the capabilities of
the R2/cR2 codes. While a quadrilatemesh is generated faster and is easier to work with for
certain tasks (e.g., extracting vertical or horizontal resistivity profiles), triangular meshes are
more versatile. They can account for complex topography and offer computational efficiency. As
a result, ReslPy recommends the use of triangular meshes for enhanced modeling and

interpretation capabilities.

1 Whole Space Problems

In specific scenarios, it may be suitable to assume that electrodes are buried at such extensive
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depths that thecurrent flow does not interact with the surface or any other boundaries. ResIPy
accommodates such cases by providing a scheme where electrode coordinates are incorporated
into a fine triangular mesh region surrounded by a larggjion.

This approach ind8IPy is designed for situations where the influence of current flow does
not extend beyond the electrode positions, effectively treating the problem as a "whole space"
scenario. The electrode coordinates are inserted into a finer mesh region withinidmgaar
mesh, and this fine region is enveloped by a coarser surrounding mesh. The larger region ensures
that the mesh boundaries are sufficiently far away from the electrode positions, considering the
non-flux (Neumann) naturefadhe boundaries.

This mehodology is particularly applicable when dealing with extensive burial depths,
where the current from electrodes is assumed not to propagate beyond the survey bounds. It is
essential for accurately modeling current flow in scenarios where infinite bourglare not
suitable, such as when conducting electrical surveys near cliff faces or in laboratory tank
experiments. ReslIPy's flexibility in handling such whole space problems enhances its applicability

to diverse geophysical scenarios.

3.4 RegionDefinition

In ReslIPy, users have the capability to define different regions within the mesh, serving the
purpose of generating forward models for survey design or conducting inverse modeling with
known subsurface boundaries. These regions allow userssmma specific resistivity values,
offering a valuable tool for simulating and analyzing geoelectrical scenarios.

The definition of regions in ReslIPy is facilitated through an interactive process in the graphical
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user interface (GUI). Users can select detineate regions using an interactive plot picker and
table system, as illustrated iRig. 8.Each region can be assigned unique resistivity values,

enabling a detailed specification of suitkace properties in the model.

Fig 12: illustrates the usefriendly interface in ReslPy for both quadrilateral (1) and triangular
(2) mesh generation. The interactive mesh display offers a versatile platform for drawing regions
of various shapes (3), enhancing the flexibility of definingtisbalements. Users can
conveniently specify the properties of these regions using the panel on the right (4), ensuring a
seamless and intuitive experience.

In certain cases, users may want to influence the inversion process by preventing regularization
across specific boundaries. This is particularly relevant when there are known geological
boundaries that should be treated as distinct zones. ReslIPy provides the functionality to specify
these regions as different zones, where regularization is suppdesiseg their boundaries.

It is crucial to note the distinction between the terms 'region' and 'zone' in ReslIPy. A 'region’
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