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“Gutta cavat lapidem, consumitur anulus usu”
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Abstract

In the framework of the Fragmentation Service of the European SST system, it is important to quickly assess
whether a fragmentation event is posing an immediate threat to the assets orbiting in close-by regions of space and
if it is going to stress the capabilities of the surveillance network. The derivation of an analytically computable
index, able to quantify the severity of an event under these points of view, can help the SST system to better deal
with these unexpected events.
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1
Introduction

1.1 The Issue of Space Debris

On October 4, 1957, the Soviet Union launched the Sputnik satellite in a low elliptical orbit around the Earth.
It was the world’s first artificial satellite, and it ushered in a new era: the Space Age had just begun. At that time
there was no plan for what to do with space objects at the end of their lives. Tonnes of spacecraft, rockets and in-
struments have been launched to space, making it quite a crowded place. Further items, such as screwdrivers and
protective gloves were also released unintentionally later on, when astronauts started performing extra-vehicular
activities. It soon became clear that an understanding of the environment produced by man-made objects in
orbit around the Earth was necessary for a sustainable future of spaceflight. Starting from this consideration, ob-
servations of space objects and precise orbit determination were carried out. This information contributed to the
creation of the first catalogs, the most comprehensive of which is the Two-Line Element (TLE) catalog of the US
Strategic Command (USSTRATCOM), based on the US Space Surveillance Network (SSN). Further informa-
tion can be found in the NASA Satellite Situation Report (SSR).
Besides the objects intentionally launched to space, other events contributed to the proliferation of orbiting ob-
jects. On June 29, 1961, the first in-orbit break-up event took place. The upper stage of the Thor-Ablestar rocket
employed to put the US Transit-4A satellite into orbit exploded, leaving at least 298 trackable fragments. The
space traffic increased instantaneously, and new objects entered the field of view of telescopes all around theworld.
Some 40 years later, about 200 Ablestar fragments were still found to be orbiting the Earth (see [5]). It was the
first documented fragmentation event ever registered: after that, we knew space debris was destined to become an
issue. Following the intentional explosions of the first anti-satellite weapons (ASAT) and the explosions of nine
Delta second stages between 1975 and 1981, scientists started addressing the problem.
In 1978, Donald J. Kessler and Burton G. Cour-Palais published the paper ”Collision Frequency of Artificial
Satellites: The Creation of a Debris Belt” ([6]). They predicted that, if the past growth rate in the cataloged pop-
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ulation continued, the hazard coming from this new source of debris would quickly exceed the one set by natural
meteoroids increasing over longer periods of time, even if a zero net input rate in the catalog was maintained.
More precisely, [7] identified two types of instabilities: the first is an unstable environment, characterized by an
insufficient number of fragments for the number of intact objects that exist. Over time, the number of fragments
in this environment would increase until it reaches equilibrium, at which point the environment would remain
stable so long as the number of intact objects remains constant. In contrast, the second kind of instability, a ”run-
away” environment, is characterized by the number of fragments increasing indefinitely for as long as the intact
population remains unchanged.
These findings have important implications. First of all, a critical density exists underwhich the environment only
suffers from the first type of instability: in this case, the debris population would keep on increasing, until a new
equilibrium with natural forces (e.g. atmospheric drag) is reached. On the other hand, had the critical density
been reached, the systemwould experience a runaway growth: the total amount of space debris would keep on in-
creasing exponentially; collisions would rise tomore debris and lead tomore collisions, in a chain reaction process
which was later termed ”Kessler Syndrome” by J. Gabbard. While the fragment population in a runaway equi-
librium may theoretically approach infinity, this situation could never occur because it would require replacing
an infinite number of intact objects after every collision in order to maintain the constant population of intact
objects. However, it is crucial to take this instability seriously because it imposes a practical limit on the number
of objects that can be maintained in orbit without increasing the small debris population.
Instability of the first type is likely to be characteristic of many altitudes above 600 km - especially the ones of
crowded regions around 800 km and 1000 km - since the atmospheric drag - and consequently, the sinking of
fragments - becomes weaker with altitude. For instance, the crowded regions around 800 km and 1000 km are
predicted to be above the unstable threshold, as well as other heavily populated high-altitude shells, such as the
one around 1500 km, for which a sink of fragments is virtually non-existent.
Within this unstable scenario, a reduction in the size, number, or orbital inclination of intact objects will lead to
a decrease in the number of fragments that will eventually end up in the environment, since the population of
fragments is strongly related to the population of intact objects at a particular altitude. More specifically, some
space debris has the potential to damage spacecraft, leading to loss of mission, or loss of life in the case of manned
spacecraft. Space debris mitigation measures are therefore highly relevant during our times. For this reason, in
2002, the InterAgency Debris Coordination Committee published the IADC Space Debris Mitigation Guide-
lines. This served as a baseline for the UN Space Debris Mitigation Guidelines, to be considered for the mission
planning, design, manufacture and operational (launch, mission, and disposal) phases of spacecraft and launch
vehicle orbital stages:

• Guideline 1: Limit debris released during normal operations.

• Guideline 2: Minimize the potential for break-ups during operational phases.

• Guideline 3: Limit the probability of accidental collision in orbit.

• Guideline 4: Avoid intentional destruction and other harmful activities.

• Guideline 5: Minimize the potential for post-mission break-ups resulting from stored energy.

• Guideline 6: Limit the long-termpresence of spacecraft and launch vehicle orbital stages in the Low-Earth
Orbit (LEO) region after the end of their mission.
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• Guideline 7: Limit the long-term interference of spacecraft and launch vehicle orbital stages with the
Geosynchronous Earth Orbit (GEO) region after the end of their mission.

Since the mid-1990s, space agencies in Europe have developed more technically oriented guidelines as a Eu-
ropean Code of Conduct, whose core elements are in line with the UN and IADC guidelines. For instance, the
EuropeanSpaceAgencydeveloped its ownRequirements onSpaceDebrisMitigation forAgencyProjects in 2008,
superseded by the ISO standard 24113 on debris mitigation requirements. Among other things, the updated ISO
standard requires:

• a probability of successful disposal of 0.90, meaning that a spacecraftmust demonstrate a high probability
of successful disposal, coupled with high reliability throughout its design lifetime;

• collision avoidance capability against known objects for all GEO spacecraft (for LEO spacecraft, it is re-
quired only of those that have a maneuvering capability).

• compliance with the 25-year LEO disposal rule, meaning that a spacecraft or orbital stage which cannot
by design perform collision avoidance maneuvers must be removed from LEO within 25 years from the
end of its operational life;

• limiting the number of debris objects released by a launch vehicle;

• limiting the ejection of slag from solid rocket motors.

Nowadays, constant monitoring of circumterrestrial space and an understanding of the events across different
orbital regimes is clearly necessary to protect space-based infrastructure, facilities, and services. That’s why, in
2014, the European Union established the Space Surveillance and Tracking (EUSST) support framework. This
is a coordination between France, Germany, Italy, Poland, Portugal, Romania, Spain and the United Kingdom,
in cooperation with the EU Satellite Center, that has the aim to mitigate the risk of damage of the assets in orbit.
The EUSSTprovides three distinct services: 1) CollisionAvoidance (CA), 2)Re-entryAnalysis (RE), 3) Fragmen-
tation Analysis (FG). In this thesis, we will mainly focus on the latter.
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2
The EU Space Surveillance and Tracking

Whether it is to provide voice communication to areas where phone lines are damaged after a disaster, to see the
weather on a global scale, or to count the steps we take during the day, satellites and space-based assets are an im-
portant piece of the modern world’s economies and societies. It is therefore crucial to keep them safe and secure
in orbit. Unfortunately, they are increasingly at risk from collision with other operational spacecraft or debris,
for the reasons we mentioned in 1. Moreover, objects may re-enter the atmosphere uncontrollably, and cause
damage to the ground. To protect people, infrastructures and assets, we need to be able to survey and track these
space objects. The European SST was established with such goals: it allows for a risk assessment of in-orbit col-
lisions and uncontrolled re-entry of space debris, and detection and characterization of in-orbit fragmentations.
This is done by a network of sensors (e.g. radars and optical telescopes, laser ranging stations, etc) distributed
worldwide (see Fig. 2.1), even if mostly on European territory, capable of surveying and tracking space objects
in all orbital regimes: Low-Earth Orbit (LEO), Medium-Earth Orbit (MEO), High-Earth Orbit (HEO) and
Geostationary Orbit (GEO). The data collected by these ground-based assets is then analyzed and imported into
a joint database, and ultimately a catalog. All of this is done by the first two of the three SST’s main functions:
sensor and processing. The third one - the service provision function - provides the three SST services: Colli-
sion Avoidance (CA), Re-Entry Analysis (RE) and Fragmentation Analysis (FG). The French and Spanish
operation centers are in charge of the Collision Avoidance service, while the Italian one takes care of the Re-Entry
and Fragmentation Analysis Service. More than 130 organizations are currently receiving these services and 240+
European satellites are safeguarded from the risk of collision. We will take a detailed look at these services in the
next sections.
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Figure 2.1: Geographical layout of the EUSST network: radars (black), telescopes (blue) and lasers (pink). Credits: I. Urdampil‐
leta et al. “SystemApproach to Analyse the Performance of the current and future EU Space Surveillance and Tracking System
at Service Provision level”, AMOS 2022

2.1 Collision Avoidance (CA) Service
TheCA Service assesses the risk of collision between spacecraft and between spacecraft and space debris, generat-
ing collision avoidance alerts. Based on their associated risk, the collision events are of three types:

• Info Events (INFOs): close approaches with a low associated risk;

• Interest Events (IEs): close approaches with a moderate level of risk, thus requiring further analysis;

• High-Interest Events (HIEs): close approaches associated with a high level of risk, potentially requiring
Collision Avoidance Manoeuvres (CAMs).

This CA service becomes really efficient thanks to the synergy between the Owner/Operator (O/O) and the
French and Spanish Operation Center: a hot redundancy scheme is applied, with the two different OCs ready to
provide the services as a single service provider. In case of need, direct dialogue can be established with the OCs,
24/7, to better understand the event.
The CA service provides three types of products: Conjunction Data Messages (CDMs), reports associated with
each CDM, andmonthly reports. * For all the CDMs produced, the OCsmake ephemerides analysis and Prob-
ability of Collision (PoC) Sensitivity analysis available.

*AConjunctionDataMessage is a standardmessage for use in exchanging spacecraft conjunction information
between originators of collision assessments and satellite O/Os.
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Amongother things, the SSTportal enables users todirectly accessCAevents ordownload them, upload ephemerides
and manoeuvre information, view the evolution of conjunctions, and direct communication with the OCs and
the Front Desk.

2.2 Re-Entry Analysis (RE) Service
TheRE service is provided by the Italian OC. It monitors all rocket bodies, specific objects of interest, and space
objects with a mass greater than 2000 kg, with the goal of monitoring the re-entry into the atmosphere of arti-
ficial space objects potentially dangerous for the population and the ground structures. Concerning the above-
mentioned mass limit, no mass information on the re-entering object may be available: in that case, objects with
radar cross-section larger than 1m2 are considered. Overflight predictions provide ground tracks over customiz-
able areas of interest, but the re-entry predictions are subject to uncertainties, and there’s no guarantee that the
re-entering objects will impact the specified territory. RE-entry products are associated to a risk index, related to
the mass of the object. The available knowledge increases as the observations increase - allowing for better pre-
dictions as time passes by. All available information is analyzed in order to provide two products: the 30 Days
Re-entry List and theRe-entry Report. The former provides a list of all space objects predicted to re-enter the
Earth’s atmosphere in an uncontrolled manner within 30 days; the latter includes a detailed analysis focusing on
the objects expected to re-enter approximately 3-4 days before the predicted re-entry epoch. This product comple-
ments the 30 Days Re-entry List by providing orbital information, ground tracks, and ground swath to confirm
the final/decay report RE report, released no later than three days after the last re-entry epoch estimation, or after
three no-shows by sensors contributing to EUSST.
The products are delivered through the SST Portal.

2.3 Fragmentation Analysis (FG) Service
Fragmentations in space are extremely detrimental events that might seriously jeopardize all the space assets or-
biting within a specific orbital region. It is therefore of paramount importance to be able to quickly assess and
characterize any such event towarn the observing network and all the interested operators of the incoming danger.
The FG service provides detection and characterization of in-orbit fragmentations. A Short-term FG analysis
is carried out as soon as a fragmentation event is confirmed. It provides:

• data sources (from EU SST sensors and/or external sources);

• fragmentation event characterization (event type, number of detected fragments, orbital regime);

• object(s) identification and characterization (object type, apogee/perigee of the parent object(s) at the
event time)

As soon as detailed information becomes available, theMedium-term FG analysis provides:

• fragments distribution (e.g Gabbard diagram);
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• orbital parameters dispersion of the fragments at different times;

• 3D cloud evolution of the fragments at the time of the report creation and after 1-2 months;

• 3D graph of the position of the object(s) at the event time;

• early Impact Risk Analysis for specific altitude layers including assets of interest.

Ultimately, the Long-Term analysis complements previous analyses. It gives information on:

• event update;

• simulations of the event using an adequate breakup/collision model;

• expected number of fragments greater than 7 cm;

• Area to Mass ratio distribution;

• Delta Velocity distribution;

• objects’ spatial density evolution.

The three products of the FG service are related to the three analyses that are carried out over time: a Short-
Term, Medium-Term and Long-Term report are provided, respectively within a few days, within three weeks
and within three months after the fragmentation.
As for the other services, the delivery of the FG service between the users and the OC is carried out via the SST
Portal, which enables to access the information and to receive email notifications when updated FG products are
available.
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3
The Development of a Fragmentation Index

In order to quickly characterize and possibly visualize the collision risk and the environmental impact of specific
spacecraft in orbit, it is useful to have analytical indicators (indexes) that encapsulate the physical information
contributing to those quantities. The Criticality of Spacecraft Index (CSI, see [8]) and the Shell Criticality
(SC, [9]) represent two efforts in this direction, allowing to characterize and rank the environmental criticality of
single objects (CSI) and the global criticality of specific regions (altitude shells) of the circumterrestrial space.
Additionally, in the framework of the Fragmentation Service of the European SST system, it is important to
quickly assess whether a fragmentation event is posing an immediate threat to the nearby orbiting assets, and
if it is going to stress the capabilities of the surveillance network. Therefore, it is crucial to develop an analytically
computable index that is ideally able to quantify the severity of an event. In turn, this can help the SST system to
better deal with such unexpected events. In this context, building on the definition of the CSI and of the SC, an
index able to quantify and visualize the medium-term effects on the environment of fragmentation in Low Earth
Orbit has been derived in [1]. This new Fragmentation Environmental Index (FEI) was shown to be able to
characterize the evolution of the fragment clouds and their impact on the environment around the event location.
The focus of the FEI is also to highlight the impact of a given fragmentation on a specific space surveillance sys-
tem. This was initially done by the authors introducing a specific weighting factor to increase the importance, in
the index computation, of objects that are non-detectable from the considered network of sensors. This is done
because the non-detectable objects clearly cannot be tracked and therefore cannot be avoided with a manoeuvre.

However, an identification of the best weighting factors for specific applications - and possibly the adoption
of other weights beyond the one discussed in the original paper - will allow for an improvement of the index. In
this thesis, we will indeed try to introduce new weighting factors, in an effort to refine the FEI definition.
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3.1 The Criticality of Spacecraft Index (CSI)

Considering the space debris issue, large parametric studies of massive breakups have been conducted in the last
few years. Simulations of different fragmentations in various orbital regimes allowed for ways to classify space
objects in LEO. Among others, the Criticality of Spacecraft Index (CSI) as devised in [8] is a simple analytical
index able to catch, also visually, the environmental criticality of abandoned objects in Low Earth Orbit (LEO).
The CSI is formulated by taking into account the physical characteristics of the space object, its orbit, and the
environment it occupies. This information is used to identify the severity of the risk that the object poses to other
space debris or operational spacecraft. The simulations showed how the four main parameters influencing the
space debris environment’s long-term evolution are the following:

1. Spatial density of objects as a function of time and altitude (D).
It is well known that the collision probability in regions where a higher concentration of objects is found
will be higher. To get information on how the spatial density of objects varies as a function of the altitude,
a simulation of the evolution of the space debris environment spanning 200 years was carried out. This
considered the population of objects larger than 10 cm from the MASTER 2009 population* and was
performed with SDM 4.2†. A reference scenario assuming an evolution of space traffic similar to the
one observed in recent years (as described in [8]) was adopted as a starting point for the simulation. The
spatial density of objects as a function of altitude for every year was then recorded and stored. Then, given
a specific epoch and the orbital altitude h of the object under consideration, the spatial density ρ(h) was
taken from the stored values and normalized to the maximum value of spatial density in the initial year
2009, ρ0, corresponding to an altitude of 770 km. Figure 3.1 shows the spatial density of objects larger
than 10 cm as a function of the altitude, for the epochs 2009, 2059, and 2019.

2. Lifetime of the objects as a function of the orbital altitude (L).
The more time an object spends in space, the more likely it is that it will be destroyed by a collision. At
low altitudes, the atmospheric drag, caused by the impact of the spacecraft against the molecules of the
residual atmosphere, subtracts energy from the orbit and causes a secular decrease of the semimajor axis
thus lowering the lifetimeof anobject. Therefore it contributes to lowering the cumulative threat posedby
an object. This is a natural sink factor for space debris: any object in low-Earth orbit (below approximately
900-1000 km of altitude) will eventually re-enter the Earth’s atmosphere, and it will do so after a time L
which is a function of the orbital altitude h, L(h). Specifically, the lifetime curve of a typical object in

*The Meteoroid and Space Debris Terrestrial Environment Reference (MASTER) is the European Space
Agency reference population of orbiting objects. Developed by means of an event-based simulation that repro-
duces all the past launches, explosions, and collisions, it creates a synthetic population of orbiting objects, from
large intact spacecraft down to micron-size fragments. The obtained objects are then propagated to a common
reference epoch and stored in a large database. A suite of accompanying software allows the processing of the
orbital information to obtain quantities such as fluxes, collision probabilities etc.

†SpaceDebrisMitigation (SDM) is a spacedebris long-termanalysis programdevelopedby [10]. It has beende-
signed to analyze the evolution of the space debris environment and assess the effectiveness ofmitigationmeasures.
It integrates the objects in the initial debris population bymeans of an accurate orbital propagator accounting for
all the main gravitational and non-gravitational perturbations. It considers all the main source (e.g., launches, ex-
plosions, collisions,...) and sink (e.g., atmospheric drag) mechanisms responsible for the production or removal
of objects from space. The resulting orbital population can be used to compute a number of output quantities,
such as the collision probability among the objects, the spatial density of objects in different regions, the number
of collisions, etc.
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Figure 3.1: Spatial density of objects as a function of altitude for the epochs 2009 (blue line), 2059 (red line), and 2109 (black
line).

LEO can be fitted by the power law:

log(L(h)) = ahb + c, (3.1)

where a = 14.18, b = 0.1831, c = −42.94 are the coefficients of the fit. Therefore, the lower altitude
objects can be classified as less dangerous to the environment, their lifetime being lower. On the other
hand, due to the exponential decay of the atmospheric density with altitude, the cleaning action of the
atmosphere becomes inefficient at high altitudes. Figure 3.2 shows the power law fit (and the associated
residuals of the fit) for a sample objectwith an area overmass ratio (A/M) typical for an intact spacecraft (it
isworth stressing that the drag perturbation is dependent from the ratioA/Mof an object, i.e. lightweight
objects with large cross sections tend to decay much faster than compact heavy objects). Please note that,
already at an altitude of h = 700 km, the lifetime of an object is expected to be of the order of 100 years,
thus de-facto limiting the “cleaning” effect of the atmosphere to a restricted altitude band.

3. Mass of the objects (M).
A more massive object will produce more fragments once destroyed following a collision.

4. Inclination of the objects (i).
Objects on highly inclined orbits are associated with a maximum risk of collision because they can cross
all the other orbits in their range of altitude. Such collisions can lead to very high mutual inclination -
which in turn implies high impact velocities - due to the precessing orbital planes, caused by the Earth’s
oblateness. Compared to the above three factors, this one can be considered a “second-order” one.

Therefore, the definition of an index able to quantify and rank the criticality of an object abandoned in space,
and the relevance of effects caused by its fragmentation on the long-term evolution of the space debris population,
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Figure 3.2: Orbital lifetime of a sample object with an area to mass ratioA/M = 0.012m2kg−1 as a function of altitude.

has to take into account these four main dependencies.
The CSI’s final form as devised in [8] is:

Ξ =
M(h)
M0

D(h)
D0

L(h)
L(h0)

1+ cΓ(i)
1+ c

, (3.2)

whereM0,D0,L(h0) are properly defined normalizing factors for mass, spatial density and lifetime of the consid-
ered object: the referencemassM0 is arbitrarily taken as 10,000 kg; the reference spatial densityD0 is themaximal
spatial density of objects greater than 10 cm in size in the year 2009 (ρ0 above) and it equals 6.8×10−8 objects/km3.
The L(h0) term is computed using eq. (3.1) and taking as reference value the corresponding lifetime at the alti-
tude h0 = 1000 km. M(h),D(h),L(h) all depend on h, the orbital altitude of the object under consideration.
Together with the object mass, h is the most influential parameter describing the environmental consequences of
a given fragmentation. As for the last term, describing the inclination dependence, Γ(i) = 1−cos(i)

2 and c = 0.6
since the typical flux of debris on an almost equatorial orbit is about 60% of the flux on a polar orbit. The Γ ex-
pression has been chosen instead of a simple sin(i) term so as not to underweight the contribution of retrograde
orbits. Using dimensionless quantities and amore compact form, the CSI associated with a given object becomes:

Ξk = mkρkLkfk(i), (3.3)

where
f(i) =

1+ cΓ(i)
1+ c

. (3.4)
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3.2 The Shell Criticality (SC)

Even though the influence of orbital eccentricity upon the background object density as a function of orbital
altitude (ρ) is taken into account, the CSI does not fully consider the effect of the target object eccentricity, which
makes the object transit through different density regions. [9] first accounted for this effect, and proposed a more
refinedway to compute theCSI through the so-called fractionalCSI: theLEOenvironment from200kmto2000
km of altitude is preliminarily subdivided in M spherical shells of thickness Δh‡ Starting from ESA’s MASTER
2009population and employing again the SDM4.2 suite, the average dimensionless density of objects ρj associated
with each shell j is determined up to the epoch of concern, and the fractional contribution of an object k to the
overall criticality of the altitude shell j is given by:

Ξk,j = Φk,jmkρjLkfk(i) (3.5)

where ρj is the dimensionless object density of the shell j and Φk,j is the fraction of orbital period that the object k
spends inside the shell j. Φk,j canbe computed fromKepler’s equation andbymeans of geometrical considerations
(see [9]) and its expression is:

Φk,j =



0 ra,k < Rj
in or rp,k > Rj

out

1 rp,k > Rj
in and ra,k < Rj

out
Eout−Ein−ek(sin Eout−sin Ein )

π rp,k < Rj
in and ra,k > Rj

out

1− Ein−ek sin Ein
π rp,k < Rj

in andR
j
in < ra,k < Rj

out
Eout−ek sin Eout

π Rj
in < rp,k < Rj

out and ra,k > Rj
out

(3.6)

Having defined the fractional CSI, a more refined definition for the criticality of an object k can be derived, sum-
ming up all the contributions from each of the M shells making up the LEO environment:

Ξk =

M∑
j=1

Ξk,j. (3.7)

This, in turn, allows to define: 1) the shell criticality (SC) of a given altitude shell j, as the sum of all individual
criticalities of all N objects transiting through it:

Ξj =

N∑
k=1

Ξk,j, (3.8)

and 2) the overall criticality of the LEO environment:

ΞLEO =

M∑
j=1

Ξj. (3.9)

‡usually, Δh = 50 km offers a good discretization of the LEO region. In any case, the total number of shells
(M) inwhich the LEO region is subdivided should be high enough (say, 30 ormore) to avoid significant discretiza-
tion errors.
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Figure 3.3: Overall criticality distribution as a function of altitude in the LEO region.

Figure 3.3 shows the overall criticality of the LEO region as a function of altitude. Comparing this figure with
Fig. 3.1, it is interesting to note how the region between 950 and 1000 km of altitude is by far the most critical,
while the crowded region at 750 km is associated with a lower overall LEO criticality, due to the presence of a
residual atmospheric drag acting at lower h. For higher h, where the cleaning of the atmosphere is inefficient, the
CSI basically reflects the spatial density of objects. This is clearly the case for the concentration around the altitude
shell at h = 1500 km.

3.3 The Fragmentation Environmental Index (FEI)

The CSI and the SC indexes are both valuable tools that allow space agencies and other stakeholders to make
informed decisions about future space activities. By assessing the risk associated with abandoned objects, it is
possible to mitigate the risk of collisions and other hazards that could impact space exploration and other related
activities. Nevertheless, neither of them is directly able to quantify and visualize the medium-term effects on the
environment of an in-orbit fragmentation. The idea behind the FEI is exactly this: by quantifying the contri-
bution of the fragments with respect to the original situation where the whole fragmented mass was contained in
the intact object(s), one can obtain a first evaluation of the change in the environmental risk. As for the CSI, one
such index must be quickly analytically calculable by means of a limited, through sufficient, number of parame-
ters: it must be easily verifiable and repeatable. Guided by these principles, [1] attempted to highlight the effects
of fragmentation on the environment considering the difference between the ΞLEO index (see eq. 3.9) before and
after the event.
In general, a relevant in-orbit fragmentation is characterized by the creation of a large number of fragments. Since
the 1970s, NASA has attempted to create a satellite breakup model to accurately predict the creation of a debris
cloud following an explosion or collision. Such amodel considers the size, area-to-mass ratio, and ejection velocity
of each generated fragment, as these parameters are not constant for all debris. Distributions of the generated frag-
ments as a function of a parameter such as mass or characteristic length (Lc, defined as the diameter of a spherical
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particle equivalent to the irregularly generated fragment) are obtained by the model. The initial conditions of the
breakup, such as collision velocity or the total mass of the parent object, have a significant impact on the event
outcomes. In this context, a power law distribution has been developed based on laboratory hypervelocity impact
experiments and from observations of fragments from in-space fragmentations (see [11]):

N(Lc) = 0.1M0.75L−1.71
c . (3.10)

In the above equation,N is the number of expected fragments of a size equal to or greater thanLc (inmeters). The
value ofM is defined as the sum of the masses (in kg) of both objects involved in a catastrophic collision§. In the
case of a non-catastrophic collision, the value ofM is defined as the mass (in kg) of the smaller object multiplied
by the collision velocity (in km/s). In both cases, as shown for example in Fig 3.4, most of the fragments will be
well below the current detection threshold of the European SST sensors (currently estimated (at best) around 15-
20 cm in low-LEO (below≈ 1000 km) and around 30 cm in high-LEO (between 1000 and 2000 km) ¶, meaning
that any fragmentation event is expected to generate a plethora of non-trackablemmand cm-sized objects thatwill
be not avoidable by active spacecraft. Given the average impact velocities in LEO (around 9-10 km/s) an impact
against even these very small particles will lead to a very high kinetic energy and could be lethal for a medium size
spacecraft causing the total loss of operations. Therefore it is important to estimate the contribution of this non-
trackable portion of the generated debris cloud in each fragmentation, to readily compute the danger represented
by a given event in the framework of a specific surveillance network with specific detection thresholds.

In order to properly take into account the hazard posed by different-sized objects, the CSI associated with a
single object can be modified by introducing aweighting factor ωtr in expression 3.2:

Ξ =
M(h)
M0

D(h)
D0

L(h)
L(h0)

f(i)ωtr. (3.11)

The weighting factor ωtr satisfies 0 ≤ ωtr ≤ 1, where ωtr = 1 for non-trackable objects, and it is dependent on
the considered surveillance network. In a later section, we will discuss this dependence in more detail.
Moreover, following [12]), the cross-sectional area A of the objects can be included in the CSI definition, finally
yielding:

Ξ =
M(h)
M0

A
A0

D(h)
D0

L(h)
L(h0)

f(i)ωtr, (3.12)

where the normalizing area is A0 = 1m2.
The weighted ΞLEO can be computed pre and post-fragmentation allowing to write the Fragmentation Environ-
mental Index either in terms of absolute difference:

ΞFEI = ΞLEO(post)− ΞLEO(pre) (3.13)

§A catastrophic impact is one in which both the target and the impactor are totally destroyed, producing a
range of fragments. In a non-catastrophic impact the impactor is destroyed and the target is damaged (or cratered),
but not totally destroyed.

¶Note that these are approximate values, derived by us from the main characteristics of the sensors typically
used in the EU SST consortium and from the available literature. The actual values are not publicly disclosed.
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Figure 3.4: Cumulative distribution of the characteristic length Lc of the fragments generated in a collision between a 10 kg
projectile impacting a 1000 kg spacecraft at 10 km/s, according to the NASA Breakup model.

or percentage difference:

ΞFEI−PERC =
ΞLEO(post)− ΞLEO(pre)

ΞLEO(pre)
. (3.14)

As shown in [1], the FEI is capable of identifying areas in space that have been significantly disturbed due to
fragmentation events, without relying on complex long-term population analysis (see Fig. 3.5). Its characteristics
permit accurate predictions for short to medium time periods following the events.

By utilizing appropriate weighting factors, the index can efficiently identify specific debris populations that
are of interest to any given sensor. In the following chapter, we propose new weighting factors with the aim of
improving the FEI.
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Figure 3.5: Percentage FEI for a collision between a 1000 kg satellite on a circular orbit at∼ 1400 km of altitude against a
10 kg object, at 10 km/s, as computed 100 days after the event. Two cases corresponding to two different (constant) values
of ωtr are shown. The blue line (top one) shows the case with ωtr = 0.0001 while ωtr = 1 for the orange line. Credits: [1]
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4
Improving the FEI

In the following, we will try to improve the FEI. As it can be understood, given the weighting factor introduced
in Eq. 3.12, the index is strongly related to the considered sensor network, in particular to its sensitivity (e.g.,
expressed in terms of the size of theminimumdetectable object). Therefore, wewill first give a description of how
a network of sensors is made, and what its components are. Then, we will try to give a generic definition of the
FEI given the network and the considered fragmentation. Last but not least, we will try to apply these concepts
to the specific case of the EUSSTNetwork.

4.1 Generic Surveillance NetworkDescription

A generic surveillance network of sensors must be able to detect, track, identify, and catalog space objects orbiting
the Earth, whether they are space debris - such as inactive satellites and spent rocket bodies, or fragments coming
from explosions or collisions. Sensors belonging to the network have to be distributed around the globe so as to
give the best coverage of the whole sky. E.g., for the surveillance of the GEO ring, since the objects in that region
appear “fixed” in the sky and do not transit in longitude, a distribution of telescopes along the whole Earth’s
longitude is required to monitor the complete GEO belt. On the other hand, for LEO surveys, the choice of
longitude for the sensor location generally influences coverage less significantly than the choice of latitude. This
can be explained by the Earth’s rotation and by the observed uniform distribution of LEOorbits’ longitude of the
precessing ascending node. Hence, it is important to note that specific combinations of sensors, distributed over
different areas, will be able to detect, track, and eventually catalog a different portion of orbital debris. Accurate
planning is required in order to obtain the results that best fit one network’s goals and a performance evaluation
of the present and future network of sensors can only be made taking these factors into account.
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4.1.1 Dedicated, Collateral and Contributing Sensors
Based on their assigned primary mission, the sensors of a network can be divided into three categories: dedicated,
collateral, and contributing. Dedicated sensors have space surveillance support as their primary mission. Collat-
eral sensors are those telescopes or radars whose primary mission is other than space surveillance support. These
comprise military and aeronautical purpose radar systems, or sensors whose primary mission is to provide data
about space launch vehicles. Contributing sensors provide space surveillance support upon request.

For the sake of this work, it will be worth recalling some basic properties of the sensors that make up a surveil-
lance network - both optical and radar - as this information will be used for the determination of the network’s
overall capability, a parameter that will be considered in the FEI.

4.1.2 Optical Sensors
Optical sensors are strongly light-dependent, namely they gather light waves reflected off an object to form an
image. In other words, their contribution during daylight or overcast sky conditions observations is null (new
generation optical detectors that allow optical imaging of large LEO spacecraft even during daylight, close to
twilight and sunset, are under study. Nonetheless, we can disregard these sensors for our current analysis). Two
types of objects can be observed with an optical sensor: the ones that emit light and the ones that reflect it. In the
case of orbital objects, photons from the Sun are reflected back or scattered by the target. Assuming the target
object to be a simple plate of projected area At, its re-emitted power as received by the optical telescope is (at the
entrance and neglecting the atmosphere):

P = AtF⊙αt
A cos εt,in cos εt,out

ρ2t
(4.1)

where F⊙ is the solar irradiance at 1 AU, and A is the collecting surface area of a telescope, A = πD2/4, withD
being the diameter of the telescope. The quantities εt,in, εt,out represent the incident angles of the incoming and
re-emitted photons. Note that P is inversely proportional to ρ2t , where ρt is the range from the telescope to the
target. The relative brightness of an observed object is expressed in units of magnitude, according to:

mag = −2.5 log10(l/l0) (4.2)

where l is the object’s brightness, and l0 is the brightness of the star Vega, used as reference. The theoretical image
resolution depends on the aperture diameter of the telescope, via the ratio D/λ, where λ is the wavelength of
incoming light. However, the resolution limit of ground-based telescopes is limited to values less than 1” and is
determined by local seeing conditions; moreover, the telescope’s performance is constrained by the instrument
efficiency and signal-to-noise (S/N) ratio. The smallest object size detectable by a Space Surveillance Network
heavily depends on the telescopes and radars belonging to the network. As an example, the US Space Surveillance
Network claims to be able to detect and track objects larger than about 10 cm in LEO and larger than about 1m
in GEO (refer, for instance, to Space-Track.org, the Space Situational Awareness Service by the U.S. Department
of Defence). The performances of the European EUSST network are expected to be somehow lower due to the
characteristics of its sensors.
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4.1.3 Radar sensors

Radar sensors actively illuminate the target by means of energy beams coming from an antenna acting as a trans-
mitter. The beam is then reflected off the target and returned to the receiver. Adverse meteorological conditions
or the presence of a bright Moon jeopardize optical observations, but they don’t affect radar observations, which
are performed at frequencies within the radio window of the Earth’s atmosphere. Radars can probe the sky con-
tinuously, as they can also observe during daytime. The power received Pr, is a function of the wavelength λe, the
emitted power Pe, and the area of the emitter and the receiver antenna Ae and Ar . Moreover, it depends on the
radar cross section Arcs* and, of course, on the range to the target, ρt :

Pr =
PeAe

λ2e ρ2t
× Arcs

4πρ2t
× Ar (4.4)

Therefore, the received power of a radar echo increases with increasing antenna aperture (both of the receiver
and emitter) and emitting power, and it decreases both as the wavelength of the radar increases, and as the target
distance increases. In particular, it is inversely proportional to ρ4t . Primarily due to this last caveat, radars are
mostly used to detect and track objects at lowLEO altitudes, while optical sensors are employed to observe objects
in higher orbital regions (i.e., higher LEO,MEO and GEO).

Radar sensors canbe roughlydivided into two types:mechanical radars andphased-array radars. The former
can follow the target throughout its coverage, but it can only track one object at a time. They can bemonostatic
radars if the transmit antenna coincides with the receive one, or bistatic, if the two are separated. On the other
hand, phased-array radars are many thousands of small transmit/receive antennas placed on the side or face of a
large wedge-shaped structure. This allows for multiple beams to be sent at the same time, namely a phased array
radar is capable of tracking multiple targets at the same time. These new technology radars have a high cost of
building and maintenance.

Both reflector antennas and phased arrays can measure the time it takes for the signal to be transmitted and
received back upon reflection from the target. Labelling with tr the reception time and with tt the transmission
time, the two-way signal is given by:

Δt2w = tr − tt (4.5)

Radars also allow to get information on the target position and observer-target relative velocity. Indeed, the range
can be expressed as:

ρ ∼ 1
2
cΔt2w (4.6)

with c being the speed of light in the vacuum. On the other hand, the signal, transmitted at a known specific
frequency ft, will be characterized by a different receiving frequency, fr. The corresponding Doppler shift, Δf2w

*The radar cross section (RCS) depends on the target’s material, shape, and orientation, as well as on the ratio
of a characteristic object dimension to the radar wavelength, lt/λ . It is expressed in decibel square meters and it
is a radar equivalent of the visual magnitude in optical observations:

Arcs[dBsm] = 10log10(Arcs/[m2]) (4.3)
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can be used to determine the range-rate ρ̇:

ρ̇ ∼ −c
Δf2w
ft

(4.7)

More accurate expression must account for relativistic and refraction corrections on the path of the radar signal.
Other important quantities that can be inferred by means of radar measurements are the azimuth and elevation
angles, A and h of the maximum gain pointing direction, the received power P, and the polarization change in
the radar pulse. The latter can help reveal the structure, orientation, and environmental conditions of the surface
elements.

4.2 Space Debris Detection and Tracking
Upon detection of space debris, tracking is of paramount importance for any Surveillance Network, as it allows
for precise orbit determination and cataloguing of the observed objects. As it is well known (see, for instance:
[13]), the knowledge of at least 4 of the 6 orbital elements characterizing a satellite’s orbit are needed to be able
to predict subsequent passes at a later time, and therefore to plan follow up observations of the target. In other
words, 2 or more observations of the target taken at different times are needed to get preliminary orbit determi-
nation. The Initial Orbit (IO) thus obtained, assumed to be circular, can be used to plan future observations
to retrieve the full set of six orbital elements. Then, to accurately propagate an orbit into the future from a set of
initial observations requires taking the various perturbations, as well as instrumentation errors themselves, into
account. It is clear that a Surveillance Network characterized by both dedicated survey and tracking sensors will
be considered more efficient than the extreme case of a network made of sensors of just one type. The two main
sensor modes - survey and tracking mode - are described in the following, both in the case of optical and radar
sensors.

4.2.1 Surveying

Optical Surveys: Inertially StaringMode

All objects in Near-Earth orbits as seen by optical telescopes on Earth appear as fast-moving objects with angular
velocities that can range from a few arcsec/second to more than 1,000 arcsec/second with respect to the stellar
background. The magnitude of a debris object depends on its illumination, distance, size, and light reflection
properties at the observation epoch, and many of them are faint. The requirements for the optical sensors to be
used in these surveys are very similar to the corresponding demands for systems used in surveys for minor planets
and near-Earth objects. More specifically, a good survey telescope is characterized by fast optics and very large
field of view.
In the inertially staringmode, also called ”sidereal tracking” an optical sensor follows the apparentmotion of the
stars, keeping them always in the same field of view. The resulting image is characterized by the presence of both
stars andmoving objects. The former is fixed and can be erased using image processing algorithms, while the latter
will appear as tiny streaks (see Fig. 4.1). Precise timing mechanisms are needed, as the observation epochs need to
be very accurate, and the relative position of a streak with respect to the stars (whose coordinates are well-known)
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can be retrieved by means of astrometric software, in order to calculate the position of the moving object. This
information is then used either to identify a new object (a so-called “uncorrelated” target) or to update the already
existing catalogue of orbiting objects. Efficient strategies of optical surveys have been studied in detail for theGEO
andMEO regimes (see, for example, [14] and [15]) while only recently [16] have tried to address the problem of
surveys in terms of statistical coverage in the LEO region.

Figure 4.1: A satellite streak amongst a field of stars acquired in staring mode. Credits: John McGraw, “Angles and Range:
Initial Orbital Determination with the Air Force Space Surveillance Telescope (AFSST)”

Radar Surveys: Beam ParkMode

In beam-park mode, a radar beam is kept in a fixed direction with respect to the Earth, while objects passing
through the beam are tracked. In 24 hours, as a result of the Earth’s rotation, the radar effectively scans a narrow
strip through 4π steradians of the celestial sphere. Both mechanical and phased array radars can be operated in
beam park mode. The beam-park mode can be used to detect both previously known and uncatalogued objects
at any altitude, provided that the reflected power captured by the receiver can be distinguished from the noise.
Operating sensors in this way is a useful way mainly to estimate statistical coverage of the debris environment.
In 1991, the American Target Resolution and Discrimination Experiment (TRADEX) was one of the first ded-
icated radar systems exploiting the beam park mode for space surveillance purposes (see Fig. 4.2a). It was able
to detect a total of 19 objects with an estimated size of 3-4 cm over the course of a 4.4-hour campaign, probing
itself to be a powerful tool. As concerning European countries, the European Incoherent Scientific Association
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(EISCAT) system has been one of the primary sources of radar measurements related to space debris. The EIS-
CAT Svalbard Radar (ESR) located in Longyearbyen, in the Svalbard islands (see Fig. 4.2b), was employed for a
two-year campaign fromMarch 2007 toMarch 2008, in an attempt to extend the previous dedicated 2000 hours
of observations to continuous coverage. This resulted in the detection of 23.900 events in beam park mode, with
the smallest detected object in the range 700 - 1000 km of altitude being 3.5 cm in size.

(a) The TRADEX radar antenna. (b) The ESR radar system.
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4.2.2 Tracking

Optical TrackingMode

If the telescope is in tracking mode an observed object is kept in the field of view by moving the sensor following
the apparent motion of the object in the sky. Then the moving object is seen as a point source on a background
of streaks caused by the stars. E.g., an optical telescope tracking a fragmentation event in LEO must be able to
follow the objects while they trace a given arc along their orbit. This typically requires fast slew rates in LEO, as
most objects in that region move at a speed between 200 and 700 arcsec/sec ([16]).

Radar TrackingMode

Tracking an object requires preliminary knowledge of the object’s position in order for the radar to know where
to point at to start chasing it. Within Europe, one of the most prominent examples of such radars implementing
trackingmode is theGrandRéseauAdapté a laVeille Spatiale (GRAVES).TheGRAVES is a bistatic radar, with its
transmitter located near Dijon (France) and its receiver 400 km further south, in Provence. The transmitting unit
consists of 4 antenna patch arrays, while the receiving segment is a 60 m diameter sparse array. Another unique
example is given by the Tracking and Imaging Radar located in Watchberg, Germany. As the name suggests, the
TIRA system comprises a tracking radar and an imaging radar. The radome accommodates an antenna with a
diameter of 34 meters. The movable part weighs 240 tons and can be turned at a speed of 24° per second. A full
rotation takes 15 seconds.

4.3 Network’s Detection Performance

This subsection is dedicated to the estimation of the capabilities of both passive and active networks of sensors,
when it comes to an in-orbit fragmentation. Defining an optical and radar detection performance in terms of the
sensor’s characteristics is important to be able to define newweighting factors that will enter the FEI. This can be
done by writing down a “Detectability Function” that takes into account the observables and the conditions to
detect an object, given the sensor specifics.

4.3.1 Optical Detection Performance

To start off, we turn to the passive set of sensors and we try to specialize (4.2) to a given fragment. Some new
optical instruments, having large FieldOf Views (typically larger than 5◦ per aperture) and conceived with the ob-
jective of characterizing transient events like planetary transits or gamma-ray bursts (see, for instance: [17], [18],
[19]) have proven to be particularly suited for high-volume monitoring of orbital debris. Ongoing research, such
as [2] aims at optimizing these sensors’ integration times, and builds upon this idea in order to determine such a
telescope’s network detection performance in various orbital regimes.
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For our purposes, we can make the simplifying assumption of approximating every fragment to a sphere. In
this case, it may be shown that the object’s magnitude in the visual band is given by:

mobj = msun − 2.5 log
(
s2

ρ2
rp(Ψ)

)
(4.8)

where s is the diameter (size) of the object, ρ is the range to the object from the observer, r is its reflectance, and p(Ψ)
is the solar phase angle function, meaning the angle between the observer and the sun, relative to the fragment.
Speaking of r, we will assume for our estimates equal contributions from both specular and diffuse reflectance
components of r (this is supported by observational data), and we will consider a gray body reflectance for all
objects, such that r is constant at all wavelengths. The estimated debris optical albedo r has been recently revised,
with recent work by [20] establishing a mean value of r= 0.175 for fragmented space debris. The function p(Ψ)
is divided in specular phase angle function, pspec(Ψ) and diffuse phase angle function, pdiff(Ψ). The former is
constant, and its value is 1/4, while the latter is given by ( [2]):

pdiff(Ψ) =
2
3π

[sin(Ψ) + (π − Ψ)cos(Ψ)] (4.9)

For simplicity, we will always assume Ψ to be equal to 90, so that

pdiff(Ψ) =
2
3π

(4.10)

is constant. (4.8) then may be rewritten as:

mobj = msun − 2.5 log
[
s2

ρ2
2
3π

r
]

(4.11)

However, visual magnitudes alone do not allow for a physics-based assessment of sensor performance. Absolute
radiometric units, such as irradiance in terms of photon flux (photons/second/area) is required to evaluate passive
sensing performance. The conversion is given by (see again [2]):

ERSO = 5.6× 1010 · 10−0.4mobj (4.12)

and it is measured in ph/s/m2. In the equation above, RSO stands for “Resident Space Object”. For reference,
20 cm targets at a range of 2000 km are associated with an apparent magnitude of about 12.8 mv, or irradiance
of ∼ 4.2 × 105 ph/s/m2, as computed by software that has been developed for this work. Furthermore, the
performance of an optical sensor depends on the angular velocity of an object relative to the ground. When
viewed at high elevation angles, lower altitude LEO objects may exceed angular rates of one degree per second,
corresponding to 3600 arcsec/s. Telescopes pointing at lower elevation angles are therefore preferred. Moreover,
it is known that the volume of observable objects dramatically increases with decreasing elevation angles. The
drawback, though, is that the range to a specific object increases with decreasing elevation angle, and so does its
apparent magnitude. For instance, objects orbiting in an 800 km altitude orbit are associated with a range of
around 1400 km if seen from a ground-based sensor elevated at a 30° angle. [2] plots a range of LEORSO angular
velocities as seen from the ground, function of the elevation angle, for different circular orbit altitudes - see 4.3. It
can be checked that most objects at 300 km altitudes (low LEO) are seen as fast-moving objects: if we assume an
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Figure 4.3: LEO RSO typical angular rates (in arcsec/sec) as seen from the ground, as a function of the telescope’s elevation
angle. Black, Blue and Red lines represent respectively circular orbits with 300 km, 600 km and 1500 km altitudes. The solid
lines represent the maximum angular rate, the dotted lines the minimum. Credits: [2]

elevation of 30°, the corresponding angular speed ranges between 2000 arcsec/sec and 3000 arcsec/sec. At 600 km,
the average angular rate goes down and it is seen to take values in the interval 1000 arcsec/sec and 2000 arcsec/sec.
The slowest fragments are of course the ones populating the high LEO region: already at around 1500 km, their
speed is always below 1000 arcsec/sec. Note that other factors influence the typical pointing directions of a given
telescope, depending also on the minimum permitted elevation related to atmospheric disturbances and sensor
specifics (e.g., limiting the range of the mounting system).

Angular rates (ARs) and irradiance (ERSO) are important quantitieswhen it comes to space objects detection,
because they enter the Signal to Noise Ratio (SNR) equation. Indeed, detecting a fragment is accomplished by
applying a threshold to the counts for each pixel while accounting for known objects and noise contributions.
In other words, to detect an object means to look for signals of interest in the noise pattern. In our case, the
signal-to-noise ratio provided in terms of photoelectrons per pixel is given by:

SNRoptical =
es√

e2b + e2n + eshot
(4.13)

† where es is the number of signal photoelectrons:

es = QE · τ · A · τatm · ERSO · tsig (4.14)

†Please note that we are neglecting dark noise and other noise sources as they are negligible for modern detec-
tors with the integration times of interest.
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eb is the number of background photoelectrons:

eb = QE · τ · Lb · A · τatm · μ2 · t (4.15)

and en is read noise from the detector in terms of photoelectrons, and eshot is the detection-event-associated shot
noise. Shot noise represents the statistical variationof a source’s photon emissions over time, and it canbemodeled
by a Poisson process. We may rewrite (4.13) as:

SNRoptical =
QE · τ · A · τatm · ERSO · tsig√

QE · τ · Lb · A · τatm · μ2 · t+ e2n + eshot
(4.16)

In the above equations, QE is the so-called quantum efficiency of the detector, τ and τatm are the optical and
atmospheric transmittance, both responsible of some signal loss, A = πd2/4, tsig is the signal integration time
(per pixel) of interest, which generally differs from the system integration time t, due to the angular movement
of the object during an exposure period. The maximum signal possible is obtained when the fragment moves
through the full length of a pixel during an exposure. Lb is the conversion from background signal magnitude to
radiometric units:

Lb = 5.6× 1010 · 10−0.4mbackground ·
(
180
π

)2

· 36002 (4.17)

wherembackground is the surface brightness associated with the background in units ofmag/arcsec2. Finally, μ =

x/f is a sensor-related quantity, given by the individual detector size, x, divided by the focal length, f. Recording
a detection event thus translates into choosing a suitable threshold for the SNR above which a Resident Space
Object can be detected with a low false alarm rate. As noted in [2], an SNR of six already provides good detection
performance. ‡ More in general, high SNR thresholds such as the ones required for fragments detection, allow
us to reasonably assume a background-dominated case, for which eb >> es, en . Under this assumptions, 4.16
becomes:

SNRoptical =
QE · τ · A · τatm · ERSO · tsig√
QE · τ · Lb · A · τatm · μ2 · t

(4.18)

It is therefore clear that, given a specific sensor with its associated QE, μ, A, t and τ, together with an estimation
of the typical τatm , and considering the suitable case where the background radiance Lb dominates the detector
read noise, the SNRoptical equation will only depend on the quantities ERSO and tsig:

SNRoptical ∝ ERSO ×
tsig√
t

(4.19)

In turn, ERSO ultimately depends on the size of the fragment and the range to the target: ERSO(s, ρ). Assuming
a fixed 30° elevation angle for all telescopes and circular orbits for the targets, it is possible to relate ρmeasurements
to corresponding LEO altitudes h. Indeed, from the slant range equation and solving for h, one gets:

‡An SNR value greater or equal to six is also used in the orbit propagation and observation simulations ap-
proach as described in [21], where the efficiency of a network of the new Flyeye telescopes in carrying out HLEO
region surveys is addressed.
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h =
√
r2E + ρ2 − 2r⊕ρ cos(90+ ε0) (4.20)

ε0 being the elevation angle, r⊕ being the Earth’s radius and ρ the target’s slant range. Then we can write ERSO =

ERSO(s, h).
On the other hand, tsig can be estimated (as an order of magnitude) to be

tsig =
μ
AR

, (4.21)

where AR is the object angular rate with respect to the telescope pointing. Note that this is also the maximum
time equal to the transit time through a single pixel on the detectorwith angular extent μ . If we could take t = tsig,
we would optimize the SNRoptical, and have the simpler equation:

SNRoptical =
√

QE · τ · A τatm · ERSO√
Lb · AR · μ

(4.22)

However, this can’t be done practically, because it would require a priori knowledge of the debris angular rate,
and, in most cases, the object transits more than just one pixel during an exposure. A more realistic estimate is
obtained by degrading the optimal SNRoptical equation by a factor of

√
2. (see [2]):

SNRoptical =
1√
2

√
QE · τ · A τatm · ERSO√

Lb · AR · μ
(4.23)

Optical Observability Function

As we have discussed above, we can argue that the angular rate of an object roughly depends on its altitude (low
LEO, medium LEO, high LEO). This tells us that tsig depends on h, tsig = tsig(h), because ultimately AR =

AR(h).
Therefore, for the sake of this work, we define a function of the two parameters size and altitude,F(s, h):

F(s, h) = AωERSO(s, h) + ωAR(h) (4.24)

that is a linear combination of two separate weights: one describing the capability of a telescope to detect faint
objects, and the other related to how fast the object transits in a given field of view. In the above equation,A is a
network-related coefficient.
More specifically, if we subdivide the LEO environment as in table 4.3.1, then, referring to the plot in 4.3, we can
tailor the functionF (s, h) to our network capabilities (i.e. we can assign A a specific value).

Altitude h Region

0 < h < 500 km low LEO
500 < h < 1000 medium LEO
1000 < h < 2000 high LEO
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For instance, let’s assume the ideal case in which the debris cloud is very slow, in terms of angular rate in the sky.
This would lead to a function F (s, h) depends only on the observed irradiance of the given fragment, the value
of AR(h) not affecting performance (all telescopes are assumed to be able to observe a very slow-moving cloud).
However, this situation wouldn’t be representative of reality. Therefore, we assume that only a few percentage of
telescopes is going to be able to observe the fastest fragmentations - i.e. those happening in low-LEO. A realistic
network couldbe characterizedby the following: 10%of thenetwork is able to follow fragmentsmoving at angular
rates greater or equal than 2000 arcsec/sec; 50% of the network is able to follow fragments with angular rates
between 1000 and 2000 arcsec/sec, and 100% of the network is able to follow fragments with angular rates lower
than 1000 arcsec/sec (this is also justified by the fact that, according to [16], most telescopes are able to detect
objects moving at∼ 1800 arcsec/sec). In other words, the real situation is well described by an exchange between
how good the observations are in terms of 1) object’s magnitude - how bright the object appears - and 2) the
object’s angular rate - how fast it moves relatively to the observer - and the two weights in (4.24) are intertwined.
In this framework, the coefficientA gives us a feeling of the relative importance of theωERSO andωAR contributions.
For a fragmentation happening in low LEO, we setA = 0.1, meaning that we give more importance to the latter.
This is because we expect a fragment belonging to such a cloud to be the “brightest it can be”, but also the “fastest
it can be”. Applying this reasoning to the other two orbital regimes, we set A = 0.5 if the cloud is found in
medium LEO, and A = 1 for a debris cloud in high LEO. This latter condition also amounts to shutting down
the ωAR(h) contribute for a fragmentation happening in high LEO (see next paragraph). Resuming what we just
said, the A coefficient will depend on where in the LEO region the fragmentation has happened, and its value for
the three different regimes is given in table 4.1.

REGION LOWLEO MEDIUMLEO HIGH LEO
A 0.1 0.5 1

Table 4.1: Value of the A coefficient as it appears in the functionF(s, h).

ANewOpticalWeight

So far, we have defined the function F , but we never made explicit the forms of the two weights entering the
equation. Here we describe a way to establish them.
We start from the assumption of having a numberNoptical of telescopes, all sharing the same characteristics: every
optical sensor can probe the LEO environment up to an altitude hmax, say hmax = 2000 km of altitude, and is
able to detect all fragments greater than smin = 20 cm in size.§. Assuming all telescopes to have a 30◦ elevation,
the range corresponding to a 2000 km altitude shell is given by the slant range equation (4.20) and it amounts to
ρmax ∼ 3110 km. The corresponding limit magnitude is given by (4.8), with s= 20 cm and ρ= 3110 km. This
yields m20,2000 ∼ 12.56 mv. This magnitude corresponds to what we can call the “detectability limit” of our
network. In the case where we have access to a generic knowledge of the target’s range - for instance, given by

§While this is a useful assumption, it’s crucial to emphasize that, as of the present moment, radar sensors ex-
clusively handle tracking below altitudes of 1000 km. The future envisions the utilization of telescopes for surveil-
lance and tracking purposes in low Earth orbit (LEO), but presently, they are primarily utilized for observations
in MEO and GEO.

30



the first estimates of the orbit coming from the largest observed fragments - we can use (4.20) to get the target’s
altitude, and every fragment smaller than 20 cm at the fragmentation altitude hfrag has to satisfy:

msfrag,hfrag ≤ m20,2000 (4.25)

where sfrag is the fragment size, in order to be detected. Therefore, the first thing to check is for this condition to
hold for a given fragment: we won’t be able to detect it otherwise. It is important to note that, since the limiting
magnitude of a telescope can be approximated by the formula (see [22] for more):

mlim = 5log(Dlim) + 7.69, (4.26)

condition 4.25 sets the diameter (in centimetres) of an average telescope describing our network. In the specific
case where smin = 20 cm and hmax = 2000 km:

mlim = m20,2000 = 12.8mv =⇒ Dlim ∼ 10cm (4.27)

In practical terms, when we establish a detectability limit for the network, we are essentially describing it as a
telescope with a diameterDlim.
Keeping this in mind, consider only the fragments we are able to observe and define the weight:

ωERSO = 1−
ERSO(sfrag, hfrag)
ERSO(smin, hfrag)

(4.28)

where smin = 20 cm and hfrag is the altitude of the fragment, assuming it to be on a circular orbit.¶ Please note
the choice of hfrag at the denominator. This is needed if we want to have an always-positive weight belonging to
the interval [0, 1]. Indeed, had we chosen hmax in place of hfrag, we would have found that observed fragments
smaller than smin, at an altitude lower than hmax, would be characterized by an ERSO signal greater than Esmin,hmax ,
therefore producing negativeweights. We associate the fragments for which condition (4.25) does not hold with
maximum risk, while we give a null weight to fragments bigger or equal to 20 cm in size:

ωERSO = 1− ERSO(sfrag,hfrag)
ERSO(smin,hfrag) , ifmsfrag,hfrag ≤ m20,2000

ωERSO = 1, ifmsfrag,hfrag > m20,2000

ωERSO = 0, if sfrag ≥ 20cm

By doing this, we have assigned a weight to the ERSO contribution to theF(s, h) function, namely ωERSO(s, h).
As for ωAR(h) , we make use of the LEO subdivision mentioned above and 4.3 and define:

• ARHLEO ∼ 500 arcsec/sec;

• ARMLEO ∼ 1000 arcsec/sec;

• ARLLEO ∼ 2000 arcsec/sec.

¶In other words, given the semi-major axis afrag, hfrag = afrag − r⊕ , with r⊕ = 6378 km being the Earth’s
radius.

31



(a)AssociatedF weight for fragments up to 30 cm in an
800 km altitude orbit.

(b) AssociatedF weight for fragments up to 30 cm in a
1000 km altitude orbit.

Figure 4.4: SimulatedF weights for two different fragmentation cases.

The separation into three regions allows us to define the following weight:


ωAR = 1− ARHLEO

ARLLEO
, if fragment in low LEO

ωAR = 1− ARHLEO
ARMLEO

, if fragment in medium LEO

ωAR = 0, if fragment in high LEO

We wrote a Python script that, given the telescope’s elevation and diameter, computes the risk associated with
simulated random fragments of various sizes (values of the F function). ‖ Figure 4.4 shows the results for a
fragmentation happening in an 800 km and 1000 km altitude shell, respectively. For each plot, there are two size
regions for which the associated weight takes either maximum or minimum values.

The former represents the non-visible fragments, i.e. those fragments for which ωERSO = 1 , because they don’t
satisfy (4.25); the latter is characterized by those fragments greater or equal to smin in size.
In between, there’s a whole range of sizes for whichF(s, h) takes values in the interval [ωmin, ωmax]. These are seen
to be well-fitted by a second-order polynomial, see Figure 4.5.

A first-order fit showcases generally larger residuals; nevertheless, it might be insightful to display it on the
same chart, as a straight line can also be approximated by the simple parametrization:

y− y1
x− x1

=
y2 − y1
x2 − x1

(4.29)

‖Unlike the results we will show later in section 5, the current fragments are not representative of an actual
cloud, in the sense that they do not follow a specific mass distribution. We rather generated some sizes in the
interval 0− 20 cm and plotted the results to have a better grasp on the different weights associated with different
fragments.
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(a)AssociatedF weight for fragments up to 30 cm in an
800 km altitude orbit.

(b) AssociatedF weight for fragments up to 30 cm in a
1000 km altitude orbit.

Figure 4.5: SimulatedF weights for two different fragmentation cases. The middle part of the plot is well‐fitted by a second‐
order polynomial (red line).

which is the equation of a line passing by two given points, them being:
(
x1, y1

)
=

(
F(sthreshold,hfrag) , sthreshold

)
,

with sthreshold the size of the smallest detectable fragment capable of producing the lowest detectable signal at the
fragmentation altitude hfrag, and

(
x2, y2

)
=
(
F(smin,hfrag) , smin

)
. While acknowledging the limitations of linear

parametrization, it may serve as a tool to provide the operator with a preliminary estimate of the weight associated
with a specific fragment, considering the telescope’s characteristics, as illustrated in Fig. 4.6.

In other words, given the optical network specifics and the altitude of the fragmentation (both known), we
are able to associate each fragment size with a different value of the optical weight, by means of a simple linear
parametrization that takes into account only the minimum detectable fragment at that specific altitude hfrag, and
the minimum detectable fragment at the maximum altitude hmax.
As we will see in the next sections, given an in-orbit fragmentation, it is straightforward to compute the overall
risk associated with the debris cloud by summing up the single fragments’ contributions to the fractional CSI.
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(a)AssociatedF weight for fragments up to 30 cm in an
800 km altitude orbit.

(b) AssociatedF weight for fragments up to 30 cm in a
1000 km altitude orbit.

Figure 4.6: SimulatedF weights for two different fragmentation cases. The middle part of the plot is well‐fitted by a second‐
order polynomial red line). A first‐order fit (green solid line) and the parametrized fit (green dotted line) performed as described
above are also displayed.

4.3.2 Radar Detection Performance
Radar detection of space debris is usually done either via beam park experiments (mainly for space debris environ-
mental studies) or, typically at a lower level of sensitivity, by continuous surveys from the SST sensors. As already
done for telescopes, we can describe the radar performance by the following form of the radar range equation,
where the ratio between PS, the signal in the radar receiver, and PN, the noise signal is considered:

SNRradar = PS/PN =
PTGTGRλ2

(4π)3kT0BFnL
σ
ρ4

(4.30)

The interestingdependencies in equation (4.30) are theones on the far right, namely the ρ−4 and σ terms,where ρ is
the object’s range and σ is the radar cross section (RCS). All other appearing terms constitute thedesign parameters,
and they depend on the specific radar sensors. Here we list them:

• PT, the peak transmit power specified at the output of the transmitter, measured inWatts (W);

• GT andGR , transmit and receive antenna transmitting gains. They’re both dimensionless;

• λ, the operating radar wavelength in meters (m)

• k, Boltzmann constant, equal to 1.380× 10−23 W
Hz·K

• T0 , a reference temperature in Kelvin (K), usually set to T0 = 290K

• B, the effective noise bandwidth of the radar. It is measured in Hertz (Hz).

• Fn , the radar noise figure. It is dimensionless.
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• L, a factor that takes into account losses that need to be considered when using the radar range equation,
such as the antenna and feed losses.

The following explanation gives a feeling of why ρ enters the equation with a power of −4 in the case of a
monostatic radar.
Let PT be the transmitted power, G the antenna gain, and ρ the distance of the target. The power density at the
target is:

PD =
PTGT

4πρ2
(4.31)

If we assume an isotropically radiating target of cross-section σ, the PD portion transmitted back to the radar is:

P
′

D =
PDσ
4πρ2

=
PTGTσ
(4πρ2)2

(4.32)

However, only a portion of this power will be actually received by the radar, depending on the antenna’s effective
area, Ae, which is related to the antenna gainGT by Ae = GTλ2/4π. Then:

PR = PD
′Ae =

PTG2
Tσλ

2

(4π)3ρ4
(4.33)

The RCS, σ, depends on various factors. Among these, the size of the object plays a significant role. Other
factors include the material with which the target is made, the size of the target relative to λ, the incident and
reflected angle, and the polarization of the radiation (both transmitted and received). Modeling the fragments
as isotropic re-emitting spheres of size (diameter) s, and assuming that the ratio s/λ ≥ 0.2 optical regime), the
following relation holds **:

σ =
π
4
s2 (4.34)

while for smaller ratios (Rayleigh regime) we have:

σ =
9π5d6

4λ4
s2 (4.35)

and the radar cross-section value gives us a hint on the fragment size (see [23]). In other words, considering a
radar network described by just one radar with given specifics: σ = σ(s). We also have ρ = ρ(h), as in the optical
case.

ANewRadarWeight

Assuming that all radars belonging to the network are able to detect smin = 15 cm sized objects up to an altitude
of hmax = 2000 km ††, we can:

**This is true for a wide range of applications. For instance, taking smin = 5 cm, the s/λ ≥ 0.2 ratio condition
holds true for Ka, Ku, X, C, S, and part of the L band.

††Similarly to what we have alreadymentioned in §, we stress that radar sensors are mostly employed to observe
altitude shells up to 1000 km, as they suffer from rapid SNR degradation at higher altitudes (SNRradar α ρ−4) .
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• compute the corresponding expected Signal to Noise Ratio for a given fragment of size sfrag at a given
fragmentation altitude hfrag, SNRradar(sfrag, hfrag);

• address its detectability, meaning check whether:

SNRradar(sfrag, hfrag) > SNRradar(smin, hmax) (4.36)

• in case the inequality holds true, compute the weight:

ωradar = 1−
SNRradar(sfrag, hfrag)
SNRradar(smin, hfrag)

(4.37)

this is somehow analogous to the procedure presented in the optical case, where we stress the dependence on
hfrag at the denominator, so as to ensure that wradar ∈ [0, 1].

As done earlier with the telescope case, we wrote a Python script to compute the radar weight associated with
each fragment size, which is shown in Fig 4.8. Here, it is assumed that all radar sensors observe at a 30° elevation
and that smin,radar = 15 cm -sized objects are detectable at an altitude of hmax,radar = 1500 km (corresponding to
ρmax,radar∼ 3110 km). Considering all other quantities in the radar SNRequation as constant, this amount to give
a specific value forGT andGR. More specifically, the product of these two quantities gives a practical description
of a telescope representing the network.

4.4 Threshold Size EvolutionWith Altitude
To have a better grasp on what we have just presented, it might be useful to show how the computed threshold
sizeof a fragment - given by the limitingmagnitude and the limiting signal in the optical and radar case respectively
- changes with the altitude. As one can see from Fig. 4.7, the optical case is well fitted by a linear function, while
in the radar case, a higher-order fit is needed. This is due to the different dependencies of SNRoptical and SNRradar

from the range ρ. The radar’s non-linearity is clearly linked to the fact that the radar signal behaves like ρ to the
fourth power Referring to the brief explanation given in 4.3.2, this can be regarded as a consequence of the round
trip of the pulse (to the target and back).
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(a) Threshold size of a fragment vs altitude (optical case). (b) Threshold size of a fragment vs altitude (radar case).

Figure 4.7: Simulated ω‐thresholds for the two different sensor types.

(a) Associated ωradar weight for fragments up to 30 cm
in an 800 km altitude orbit (radar case).

(b) Associated ωradar weight for fragments up to 30 cm
in a 1000 km altitude orbit (radar case).

Figure 4.8: Simulated ωradar weights for two different fragmentation cases. The middle part of the plot is well‐fitted by a
second‐order polynomial red line). A first‐order fit (green solid line) and the parametrized fit (green dotted line) performed
as described above are also displayed.
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5
Testing and Validation on Different

Networks

We have developed a Python code to evaluate the FEI for different fragmentations in LEO, under specific assump-
tions on the available network. In particular, the code computes the evolution of the FEI across three distinct
networks: radar + optical, optical only, and radar only. The case for which no sensor in the network is able to
observe the fragmentation is also considered (this is of course the same as assuming no network availability). We
presume that all networks have been previously optimized for statistical coverage, latitude and longitude distribu-
tions, scheduling, and other parameters that are challenging to model within the time frame of a Master’s Thesis.
Hence, we shall defer the resolution of such complexities to future works. In this context, we provide a concise
yet exhaustive overview of the implemented program.

5.1 Inputs andOutputs
The program takes as inputs:

1. the cloud files generated by an ad-hoc software implementing the NASA breakup model [11]. E.g., for
our tests the SDM software suite [8] was used. Other implementations of the NASA model (like, e.g.,
the MASTER software [24]) or other fragmentation models could of course be used to provide similar
inputs.
The fragmentation model shall provide a set of parameters needed for the index computation. Each text
file, named cloud_h_NNN (where h is the fragmentation altitude in km andNNN is an integer number
in the interval t0 < NNN < tend) contains, in order:

• the epoch (in Julian Days)
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• the fragment number k, k = 1, 2, ...,Nfrag

• the fragment’s area (m2),

• the fragment’s mass (kg)

• the fragment’s orbital elements, in km and degrees;

2. the sensors’ elevation ε (in degrees), assumed to be the same for every telescope or radar in the network.
This assumption simplifies ourmodel and algorithm, and it is justified for the reasons explained in Sec. 4.3.

3. the minimum size smin,opt of a fragment (in cm) observable with a telescope at the reference altitude (see
next bullet) and the analogous smin,radar for the radar sensors;

4. themaximumaltitudeshmax,opt andhmax,radar (inkm) atwhich the smallest fragments smin,opt and smin,radar
are detectable, both in the optical and radar case.
Please note that assigning a tuple (smin, hmax) is the same as providing an average performance for a given
sensor. In the case of telescopes, for instance, assuming a very simple instrument model, this informa-
tion could be exchanged with knowledge of the primary mirror diameter. Then, the diameter could be
used as an input to the problem in place of (smin, hmax). However, we assume the average “commercial”
characteristics of a sensor are known and we stick with the choice of the tuple as an input to our model;

5. the background population file.
This is given by the populationmodel available at the fragmentation time tfrag, and contains orbital param-
eters and other information on the LEO-residing objects at a time right before the fragmentation epoch.
Since the FEI measures the difference between the post and pre fragmentation environmental LEO risk,
changing the background characteristics of the in-orbit population will also change the FEI. The back-
ground environment at an initial reference epoch is derived from the MASTER population, while the
environment at different epochs in the future is obtained by evolving theMASTER population with the
SDMmodel.

6. the mean spatial density of objects in each 50 km altitude shell, used to compute the fractional CSI as
in [9].

The code can produce the following outputs:

1. weight output files, each containing, in order:

• fragment size (in cm);

• the final weight ωtr;

• the optical weightF ;

• the radar weight ωradar.

2. cloud CSI files, applying the multiplicative factor ωtr each containing:

• the day (starting from the fragmentation epoch, as an integer from 1 to the final selected date, tend)

• the cloud’s CSI computed using ωtr = min(F , ωradar) as a multiplicative factor. This is the case
in a network where both types of sensors are available;
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• the cloud’s CSI computed using ωtr = F as a multiplicative factor, corresponding to the case of a
network only made of telescopes;

• the cloud’s CSI computed using ωtr = ωradar as a multiplicative factor, for the case of a pure radar
network.

3. cloud CSI files, without applying the multiplicative factor, i.e. assuming that no network is in place,
and all fragments have ωtr = 1, containing:

• the day (as an integer from 1 to tend)

• the cloud’s CSI summed over allNshells shells, assuming no weighting factor is in place.

4. Pre and Post - fragmentation CSI files, for each day and altitude shell j. These are a number of LEO
spherical shells of width L (in km) each (note that the width of the shell is a model parameter and is set
to 50 km as a default value), with the first one starting at an altitude of 200 km and the last one ending at
2000 km. The FEI values are computed for each day in the interval [1, tend]. The Pre- and Post-CSI files
contain the values:

• Ξj(post) (optical and radar);

• Ξj(pre) (optical and radar);

• Ξj(post) (optical only);

• Ξj(pre) (optical only);

• Ξj(post) (radar only);

• Ξj(pre) (radar only).

each computed as suggested in (3.12), applying the relative ωtr to the CSI. If a mixed radar network is
chosen, ωtr is computed according to (5.1), while it amounts to (4.37)/(4.24) if the considered network is
purely radar/optical.

5. FEI files, each containing the FEI value corresponding to altitude shells j.

5.2 The Algorithm
The software computes the optical and radar weights as defined in section (4.3). First, ωERSO is calculated. Aswe’ve
already mentioned , ωERSO = ωERSO(sfrag, hfrag), where hfrag = afrag − r⊕, assuming each fragment to move in
a circular orbit around the Earth. Since our model is currently designed for LEO, this simplifying assumption
is justified. In case of fragmentations happening in highly elliptical orbits (e.g., Geostationary Transfer Orbits or
Molniya orbits) the above assumptions should be changed. According to ourωAR(hfrag) definition (see Sec. 4.3.1),
the collision altitude hfrag is the only parameter quantifying the Angular Rate of an object. Thus ωAR is also
readily obtained. Again, we stress that the circular orbits model, together with the assumption that the Angular
Rate of an object as seen from the ground is the same for all fragments, are simplifying assumptions that have to
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be properly justified and understood: it is clear that, given a collision, the fragments will, in general, distribute
on orbits with eccentricities different from zero; moreover, the ωAR so defined does not take into account any
evolutionary effect in the fragments’ semi-major axis, as it is assumed to be a function of the collision altitude only
(recall (4.3.1)). Of course, the semi-major axis will in general change, - especially in cases where the atmospheric
drag is more pronounced - but for the limited time frame of the analysis (typically limited to a fewweeks-months)
the approximation is justified. In a nutshell, as we stick to the original definition of ωAR, the reader should just
keep in mind that, for times far from t0, ωAR might not completely grasp the complex physics of the problem.
Note that we performed some tests considering different values of the ωAR parameter for each single fragment
and checked that the results did not change significantly from those obtained with our main approach.
The two optical weights are then combined according to (4.24). As for the radar weight, ωradar it is also easily
computed using (4.37). The final weight, ωtr associated to a given fragment is theminimum between the radar
and optical contributions:

ωtr = min(F , ωradar) (5.1)

Next, the fractional CSI as in (3.3) is computed for all fragments, and it is multiplied by the fragment’s ωtr,
according to (3.5):

Ξk,j = Φk,jmkρjLkfk(i)× ωtrk (5.2)

where k = 1, 2, ...,Nfrag indicates the fragment number.
Using the shell index j = 1, 2, ... 2000km−200km

L , the algorithm outlined so far acts on both the MASTER back-
ground population file - adding up the criticality given by each satellite on the j shell as it was prior to the fragmen-
tation event and thus yielding the Ξj(pre) values for each object k, and the generated collision files - adding up the
information for each fragment k to give Ξj(cloud). Considering equation (3.9), summing over all the fragments
in the same shell, and finally dropping the “LEO” subscript to ease the notation, the algorithm computes the FEI
as the ratio between:

Ξj(post)− Ξj(pre) = Ξj(cloud)− Ξparentj (5.3)

and Ξj(pre):

ΞFEI−PERCj =
Ξj(post)− Ξj(pre)

Ξj(pre)
=

Ξj(cloud)− Ξparentj

Ξj(pre)
(5.4)

in the above equation, Ξparent is the single fractional CSI of the intact parent object, prior to the fragmentation
epoch.
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5.3 Results
Wesimulated a collisionbetween a2000kgupper stage (parent object)withorbital elements: (ap, ep, ip,Ωp, ωp,Mp)
= (8178 km, 0.00003, 80.3◦, 24◦, 345◦, 32◦) and a 15 kg piece of debris, with a relative velocity of 10 km/s. The
resulting debris cloud was propagated up to a time tend = 100 days. We conducted simulations for four differ-
ent fragmentation altitudes: hfrag = 450 km, 800 km, 1200 km, and 1800 km. In this discussion, we mainly
present and analyze the results obtained for hfrag = 450 km and hfrag = 1200 km. We also incorporate relevant
findings from the remaining fragmentation altitudes whenever they provide valuable insights. For our study, we
chose to model a network employing radars to probe the Low Earth Orbit (LEO) environment up to 1200 km
in altitude, and telescopes to detect objects at altitudes higher than 1200 km. In accordance with the definition
of ωAR (refer to section 4.3), this implies setting ωAR = 0 for our simulations. This division between radar vs
optical regime reflects the current routine of the SST services. Indeed, radars demonstrate superior performances
compared to telescopes at lower Low Earth Orbit (LEO) altitudes. However, their effectiveness is constrained by
a limited range, as indicated by the relationship SNRradar ∝ ρ−4. On the other hand, optical telescopes offer a
cost-effective alternative for higher altitudes, where the use of very powerful (hence expensive) radars would be
necessary.

5.3.1 450 km Altitude Fragmentation
First, we consider the 450 km altitude fragmentation. In order to analyze fragmentations of objects in space, one
could decide to plot the apogee and perigee of fragments in relation to their orbital period. These plots go by
the name of Gabbard diagrams and constitute a simple yet useful tool nowadays employed in virtually all satellite
fragmentation studies (see Fig. 5.1). Upon collision or explosion, each individual fragment experiences changes
in orbital energy, based on the amount and direction of Δv it receives. This can lead to an increase in apogee or
a decrease in perigee. The altitude of the event influences the distribution of debris, forming an X shape with
the center corresponding to the altitude/period of the object(s) at the event. The associated Gabbard diagram to
the hfrag = 450 km fragmentation is shown in Fig. 5.1. The right-hand side of the diagram represents fragments
that received a positive Δv, thus increasing their apogee altitude, while on the left-hand side are fragments with
a negative Δv, thus decreasing their perigee altitude. Note that the left branches of the X are bent due to the
effect of the atmospheric drag which tends to circularize the orbits and removes the fragments with perigee below
about 200 km. Since we have hfrag = 450km < 1200 km, we consider a pure radar network to be in place,
with all sensors pointing at an elevation angle of 30◦, due to the reasons explained in Sec. 4.3. One of this thesis’s
objectives is to address how the network’s performance changes by changing its capabilities. As we mentioned in
Sec. 5.2, our code can take the minimum detectable size, smin of a fragment at a given altitude smax as an input.
The smaller this input size, the better the network. smin is therefore a proxy for the network’s capabilities. We
considered, respectively: smin = 15 cm, 10 cm, 5 cm at hmax = 1200 km for radar sensors. *

*These values may represent the capabilities of currently deployed radars used by various entities and compa-
nies worldwide for space surveillance and tracking. However, our code allows users to customize their choices for
testing a specific network.
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Figure 5.1: Gabbard diagram associated with the hfrag = 450 km fragmentation.

Figure 5.2: Global CSI associated with a hfrag = 450 km fragmentation as a function of time, for different radar networks.
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Global CSI

In Figure 5.2 we show the computed effect of different networks on the computation of the overall LEO CSI
(Global CSI) value as a function of time. This value decreases as the capability of the network increases, transi-
tioning from radars with smin = 15 cm to a network characterized by smin = 5 cm. At first glance, it might seem
like the Global CSI values remain constant over time. However, a closer inspection shows how they monotoni-
cally decrease over time, due to the decaying of the fragments over time, caused by the atmospheric drag, given the
low altitude of this event. Figure 5.3, which is a zoom-in on the red curve in 5.2, clearly illustrates this behavior
for the network characterized by smin = 5 cm. Similar plots are obtained for the remaining two networks. The
improvement provided by the network with smin = 5 cm over the one with smin = 15 cm is visually captured by
Fig. 5.4, illustrating that the smin = 5 cm radar network produces a CSI that is approximately 96%− 97% lower
than the smin = 15 cm network.

Figure 5.3: The same as Fig. 5.2, but limited to the smin = 5 cm case (red line in Fig. 5.2).
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Figure 5.4: Comparison of Global CSI values as given by two different networks. Top: network with smin = 15 cm; middle:
network with smin = 5 cm; bottom: percentage ratios between the two produced CSIs.
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Cloud CSI

It is also interesting to take a look at the cloud’s contribution to the Global CSI we obtained. In this regard,
Figure 5.5 provides a clear explanation. The cloud contributions for the three different networks are compared.
For reference, we also plot (blue dots) the Cloud’s CSI values in the scenario where no fragment is detectable (i.e.,
the blue dots correspond to the case where all fragments have wradar = 1). As expected, this last case is by far the
most critical. Fortunately, dedicated radars are distributed worldwide, making the actual CSI values of a potential
future fragmentation much more similar to those represented by the lowest sets of dots.

Figure 5.5: Cloud’s CSI contribution as computed using weights associated to different radar networks. The blue dots corre‐
spond to the case in which no network is in place, and all fragments are associated with a maximum weight of 1.

Based on the information in Fig.5.5, it is evident that an improvement in network capability results in a reduc-
tion in the Cloud’s CSI value. It is noteworthy that, with the advancement of the network, the cloud’s influence
on Global CSI becomes more significant. This is demonstrated in Figure 5.6, where we observe approximately a
6% contribution of clouds to the overall LowEarthOrbit (LEO) criticality in the case of a radar network described
by smin = 5 cm, one day after the fragmentation epoch. In contrast, contributions for other networks consistently
remain below this percentage value—approximately 1% at smin = 10 cm and around 0.5% at smin = 10 cm.
This can be explained by the fact that a more advanced network is more sensitive to changes in the environment,
making a specific cloud more noticeable. Further support for this explanation comes from noticing how the
cloud’s contribution to the Global CSI is nearly zero in the case when wradar = 1 (represented by the blue dots).
In this scenario, theCSI associatedwith the background is very high, and the cloud’s contribution becomes almost
indistinguishable within it.
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Figure 5.6: Debris cloud’s contribution to the global CSI, for different networks. The blue dots correspond to the case where
the same maximum weight of 1 is assigned to all fragments.
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FEI

The computation of the FEI, performed as discussed in Section 4, yielded the results shown in Figure 5.7 and
Figure 5.8. The first plot displays the percentage FEI given by (3.14) on the smin = 5 cm network, respectively
at 1 (solid line) and 100 days (dotted line) after the fragmentation event. Although the percentage FEI effectively
identifies altitudes experiencing significant stress from fragmentation, it lacks the ability to convey themagnitude
of the difference between pre-and post-fragmentation. It is possible for two distinct fragmentations, characterized
by different values of Ξpre and Ξpost, to result in the same ΞFEI−PERC ratio. This similarity arises because the de-
nominator serves as a normalization factor, preventing a clear understanding of the magnitude of the numerator.
In order to solve this degeneracy, we also compute the values of (3.13) and plot them in Figure 5.8. In this second
plot, it is evident that the lowest LEO shells are characterized by a very low FEI, indicating that the difference be-
tween the post-fragmentation and pre-fragmentation situations is very small. By multiplying the two functions
to keep track of the magnitude of the FEI as defined by the differences only, we arrive at Figure 5.9, which indeed
showcases a prominent bump corresponding to the relevant fragmentation altitude. All three images provide an
insight into how the FEI evolves over time.
A robust environmental index should also effectively capture the overall risk at a specific time, essentially tracking
the cloud as it propagates and spreads within the LEO region. Observing theModulated FEI plot in Figure 5.9, it
is evident that there is an approximately four-order-of-magnitude difference between its values at t = 1Day and
t = 100 Days in the lowest altitude shells — those between 200 km and 400 km. This difference is interpreted
as the impact of atmospheric drag, which acts as a sink for all fragments, especially for those in the low-LEO alti-
tude range. Many fragments are dragged to lower altitudes, effectively reducing the FEI over a 100 - days period.
Higher altitudes are less affected by this evolutionary phenomenon.

Figure 5.7: Percentage FEI as computed on a network characterized by smin = 5 cm at an altitude of hfrag = 450 km
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Figure 5.8: FEI as computed on a network characterized by smin = 5 cm at an altitude of hfrag = 450 km.

Figure 5.9: Plot showing the product between the FEI and the Percentage FEI values, as computed on a network characterized
by smin = 5 cm at an altitude of hfrag = 450 km.
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5.3.2 1200 kmAltitude Fragmentation
We nowmove to the fragmentation happening at our assumed radar observation limit†, characterized by hfrag =
1200 km. At this regime, we discard radars and switch to an optical network. Three different optical networks,
characterized by smin = 20 cm, 15 cm, 5 cm at a maximum altitude of hmax = 2000 km have been tested. All
telescopes are assumed to have a 30◦ elevation.
As already done for the hfrag = 450 km event, we include here the useful Gabbard diagram associated with this
fragmentation (see Fig. 5.10).

Figure 5.10: Gabbard diagram associated with the hfrag = 1200 km fragmentation.

Global CSI

As observed in Figure 5.11, the influence of various networks on the overall CSI evolves similarly to what we have
previously discussed for the 450 km fragmentation. The global CSI value decreases as the network’s sensitivity
increases, transitioning from telescopes with smin = 20 cm to a network characterized by smin = 5 cm. Figure
5.12 specifically highlights this behavior for the network with smin = 20 cm, and analogous patterns emerge for
the remaining two networks. The Cumulative Cloud CSI plot is remarkably different than the one previously
shown for a 450 km fragmentation, as a small increase (of the order∼ 10−5) can be observed in the cloud’s CSI,
up to 40 days after the fragmentation epoch. The behavior depicted in Fig 5.12 is most likely a consequence of
the complicated interplay between 1) the breakup model used and 2) the evolutionary dynamics of fragments

†We remember that the limiting altitude is amodel parameter andwenote that in the operational environment
within, e.g., the US surveillance network, very powerful radars are used even above this 1200 km limit, used here
as a test value.
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spreading the cloud of fragments over different altitude bands.
The enhanced performance of the smin = 5 cm telescope network is again visually captured in Fig. 5.13, indicating
a CSI approximately 95% lower than the smin = 20 cm network.

Figure 5.11: Global CSI associated with a hfrag = 1200 km fragmentation as a function of time, for different optical
networks.
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Figure 5.12: The same as Fig. 5.11, but limited to the smin = 5 case (black line in Fig. 5.11).

Figure 5.13: Comparison of Global CSI values as given by two different optical networks. Top: network with smin = 20 cm;
middle: network with smin = 5 cm; bottom: percentage ratios between the two produced CSIs are plotted.
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Cloud CSI

The plots depicting the CSI evolution exhibit a general pattern consistent with those previously presented for
the hfrag = 450 km fragmentation. The highest Cloud’s CSI values are observed when all fragments are given
equal weight (wtr = 1), decreasing as the optical network’s performance improves (refer to Fig. 5.14). However,
the most intriguing result is illustrated in Fig. 5.15. Notably, the smin = 5 cm optical network demonstrates
remarkable sensitivity, with the cloud accounting for a significant 70% of the globally computedCSI. In contrast,
lower values of 10%− 15% are observed for less powerful networks, with the percentage decreasing as the sensor’s
capability diminishes.

Figure 5.14: Cloud’s CSI contribution as computed using weights associated to different optical networks. The blue dots
correspond to the case in which all fragments are associated with a maximum weight of 1.
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Figure 5.15: Debris cloud’s contribution to the global CSI, for different networks. The blue dots correspond to the case
where the same maximum weight of 1 is assigned to all fragments.
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FEI

The FEI plots (5.16, 5.17, 5.18) showcase once again the ability of the index to localize the altitude shells that are
most interested by a fragmentation (in this case, hfrag = 1200 km). The atmospheric drag effect at high altitudes
is very inefficient. For this reason, no relevant change in the FEI is observed at day 100 with respect to day 1.

Figure 5.16: Percentage FEI as computed on a network characterized by smin = 20 cm at an altitude of hfrag = 1200 km

Figure 5.17: FEI as computed on a network characterized by smin = 20 cm at an altitude of hfrag = 1200 km.
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Figure 5.18: Plot showing the product between the FEI and the Percentage FEI values, as computed on a network character‐
ized by smin = 20 cm at an altitude of hfrag = 1200 km.

We obtained similar plots for the fragmentations at hfrag = 800 km and hfrag = 1800 km. Given that they
basically share the same trends and show the same results as the two already discussed cases, it is not considered
necessary to present them here, so as not to overload the attention of the reader.

In conclusion, our results show how the improved FEI is capable of characterizing the risk posed by fragmen-
tation on a given network of sensors. Additionally, it identifies specific altitude shells that are expected to be
particularly affected by the debris cloud in the short term.
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6
ADynamical Indicator for DecisionMakers

In the previous chapter, we characterized the impact of fragmentation on specific surveillance sensors, and we
did so using the optical and radar SNR as a risk metric. In other words, we performed what we could call a
“network-related” characterization. However, a debris cloud is a dynamical object and - as such - evolves over
time, according to the gravitational forces acting on the single fragments (the non-gravitational perturbations are
usually significantly lower in magnitude and are therefore neglected in our analysis). Immediately following a
fragmentation, all fragments are found in the surroundings of the collision or breakup location, and an ellipsoidal
distribution of fragments can be observed in the Cartesian coordinate space. However, different fragments are
characterized by different velocities, distributed according to how the breakup energy is shared among them. Due
to the ΔV imparted to the fragments by the fragmentation energy, their orbital elements are changed from the
ones of the parent object. In particular, the semi-major axis and the eccentricity get a significant modification,
while the inclination is more difficult to modify (unless the fragmentation happens very close to an orbital node).
Due to the change in semi-major axis and eccentricity, the fragments follow orbits with different orbital periods.
Therefore, at some later time, the initial ellipsoid is stretched and the fragments fill a ring around the orbit of the
parent object, encircling the Earth. During this phase, which lasts only a few orbits, orbital perturbations due to
thenon-spherical shapeof theEarth arenegligible, allowing for the applicationof the two-bodyproblemequations
to study the system’s dynamics. The orbital parameters of the fragments are often assumed to remain constant
in this phase, lasting only a few orbits. In the absence of perturbations, the fragments would retain a ring-like
configuration, defined by a point known as the pinch point, where all fragments converge, corresponding to the
breakup location [25]. However, in the subsequent phases, the Earth’s oblateness (measured by the quadrupole
term of the expansion of the gravity potential in terms of spherical harmonics, J2) alters this geometry and the
related perturbations gain significance, inducing nodal and apsidal precession in the orbits. The longitude of
the ascending node (LAN), Ω, and the arguments of periapsis, ω, evolve over time at rates contingent upon
the orbital parameters of the fragments (e.g., [25]). As in the previous phase, each fragment possesses distinct
orbital parameters, resulting in varying rates of orbit modification. Consequently, the pinch point disperses; the
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Figure 6.1: Phases of debris cloud evolution as classified by [3]. Credits: [4]

progression of ω transforms the ring into a flat torus, spanning the range between the smallest perigee and the
largest apogee. Additionally, the diffusion of Ω spreads the thorus creating a band around Earth, delimited in
latitude by the inclination of the parent orbit (see Fig. 6.1). As the J2 term exerts varying influences on orbits with
differing inclinations, the duration of this transition can range from several months to several years, depending on
the object’s configuration at the time of fragmentation. In other words, if we refer to the phase where fragments
are all clustered in a small ellipsoid, so as to be able to somehow treat the ellipsoid’s orbit (considered as a point)
via a set of given orbital elements, and if we call this a “post-fragmentation orbit (PFO)”, there will then be
some specific post-fragmentation orbits for which the J2 effect is the most pronounced. This implies that the
fragments will disperse in the shortest time-span for these particular cases, and the randomization process of the
orbital elements will be shorter. Then, considering and comparing the timescale of this process for a variety of
different PFOs, would lead to amore “dynamical” characterizationof the risk for a given asset associatedwith the
fragmentation, and to the definition of an indicator which, as we shall see, might be employed as a useful tool for
decision-makers. Namely, the purpose of the J2 indicator shall be to quickly alert an operator if a spacecraft will
be affected by a given fragmentation and the time frame for such interaction. We will refer to it as “J2 indicator”,
Υ.

6.1 The J2 Term
Even though their geometry can be approximated to a sphere, celestial objects possess an irregular shape. For this
reason, the potential appearing in the well-known Poisson equation:

∇2V = 4πγρ (6.1)

(where V is the body’s gravitational potential, γ is the gravitational constant, and ρ the mass density at each point,
ρ = 0 for vacuum), will in general deviate from the purely spherical one. Specifying the Poisson’s equation in the
vacuum leads to the Laplace equation:

∇2V = 0 (6.2)

whose solution in spherical coordinates (r, θ, φ) is a cylindrically-symmetric potential of the form:

V(r, θ) = −GM
r

[
1−

∞∑
n=2

Jn
(
R
r

n)
Pn(cos θ)

]
(6.3)
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In this equation, Pn(cos θ) are the Legendre Polynomials, R is the object’s equatorial radius, and Jn are the gravi-
tational moments determined by the values of V at the object’s surface, defined as:

Jn = − 1
mRn

∫ R

0

∫ 1

−1
rnPn(cos θ)(r, cos θ)2πr2 d(cos θ)dr (6.4)

The Jn termsdescribe the object’s shape. More specifically, J2 contains informationon its flatteningdue to rotation.
Keeping the J2 term only, one finds:

V(r, θ) = −GM
r

[
1− J2

(
R
r

2)
P2(cos θ)

]
(6.5)

In terms of the dynamics of the system, we then have:

r̈ = −∇V = −∇(U+R) (6.6)

withU the Newtonian potential andR a disturbing potential function due to J2. R can be expressed in terms
of the object’s orbital elements and, therefore, it can be used in the Lagrange Planetary Equations to compute
the changes in the osculating orbital elements due to the J2 term:

da
dt

=
2
na

∂R
∂λ

de
dt

= −
√
1− e2
na2e

(
1−

√
1− e2

) ∂R
∂λ

−
√
1− e2
na2e

∂R
∂ω

di
dt

= − tg(i/2)
na2

√
1− e2

(
∂R
∂λ

+
∂R
∂ω

)
− 1

na2
√
1− e2 sin i

∂R
∂Ω

dΩ
dt

=
1

na2
√
1− e2 sin i

∂R
∂i

∂ω
∂t

=

√
1− e2
na2e

∂R
∂e

+
tg(i/2)

na2
√
1− e2

∂R
∂i

dλ
dt

= n− 2
na

∂R
∂a

+

√
1− e2

(
1−

√
1− e2

)
na2e

∂R
∂e

(6.7)

If the object’s orbit is not highly eccentric the disturbing potential only depends on i, e and a and, as a conse-
quence, ȧ, ė, i̇ = 0. This implies that the shape of the orbit does not changewhile its orientation in space can, since
both the derivative of the perigee argument ω and the longitude of the ascending node Ω are not zero according
to (6.7). From the above equations and the form of the disturbing function, it can be shown that:

ω̇ =
3
2
nJ2

(
R
a

)2 (2− 5
2 sin i

)
(1− e2)2

Ω̇ = −3
2
nJ2

(
R
a

)2 cos i
(1− e2)2

(6.8)

According to the last Lagrange equation also the mean longitude λ, the sum of the RAAN, the argument of
perigee, andMean Longitude angles (λ = Ω+ ω+M) changes with time because of the J2 perturbation since it
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depends on the partial derivatives of the disturbing functions with respect to a and e. This means that the satellite
will pass by a given true anomaly at a slightly different time.

6.2 The J2 Indicator
Given section 6.1’s premises, we could try to quantify how quickly the fragments are spreading in the given frag-
mentation shell. For instance, according to eq. (6.8) in the previous discussion, a fragmentation in polar orbit
has a spreading of the orbital nodes under the effect of the J2 perturbation, slower than a similar event in a quasi-
equatorial orbit. In general, the more eccentric the orbit, the more prominent the variation of the RAAN. How-
ever, we will assume a circular post-fragmentation orbit. In the LEO region, the effect is of some 10−20◦/day.
Figure 6.2) qualitatively highlights the effect for both ω̇ and Ω̇.

Figure 6.2: Ω (top) and ω (bottom) variations due to the J2 term for a LEO satellite orbiting at different altitudes.

Spreading Timescale

A timescale for the spreadingprocess (and relative band formation) canbe defined as the time it takes for the fastest
fragment to catch up with the slowest one, in terms of nodal/apsidal rate. Indeed, both the apsidal and nodal
dispersions are considered to be completed when that occurs. Various definitions of the TΩ and Tω timescales
can be found in the literature. Some, like in [25], rely on the knowledge of the semi-major axis of the fastest and
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slowest fragments after the fragmentation. In that case, the proposed band formation period is:

TCh
Ω =

π
|Ω̇+ − Ω̇−|

, TCh
ω =

π
|ω̇+ − ω̇−|

(6.9)

Others, like [26], have tried to give estimations only based on the parent object’s initial orbit:

TAs
Ω =

π
2|δΩ̇max|

, TAs
ω =

π
2|δω̇max|

(6.10)

where δΩ̇max and δω̇max are the estimated nodal and apsidal rates, found using the Gauss’s equations relating
the velocity variation to the variation of the orbital parameters. The two rates are a function of β, the out-of-
plane angle of the velocity imparted to the fragment, Δv, the parent’s orbit inclination i, the argument of latitude
u = ω+ ν, whee ν is the true anomaly, and the parent’s orbit semi-major axis, a:

δω̇max ∼ −3
2
J2
r2⊕
a3

[ ( 2− 5
2
sin i2) cos β+

5
2
sin 2i cos u sin β] Δv

δΩ̇max ∼ −3
2
J2
r2⊕
a3

( 7 cos i cos β+ sin i cos u sin β) Δv

Please note that, if the velocity variation (given by the fragmentation) is much lower than the orbital speed v0
- as it is the case for weak, isotropic, and non-catastrophic explosions or collisions - then the PFO can be assumed
to coincide with the parent’s orbit at the time of fragmentation, and Ashenberg’s formulation, in Eq. 6.10, holds.
In more complex cases, one might turn to Chobotov’s formulation as in Eq. 6.9. A brief review of the suggested
timescales can be found in [4], where it is also pointed out howbothChobotov’s andAshenberg’s estimates - (6.9)
and (6.10) - actually underestimate the band formation timescale. This is due to the fact that, both in [25] and
[26] computations, the band formationperiod is defined as the time requiredby the difference in the nodal/apsidal
rate to cover an angle of π instead of 2π. This assumption was tested and it was verified that only an incomplete
band is obtained in this way. For this reason, [4] proposes the following:

Tb = 2×max(TAs
Ω ,TAs

ω ) (6.11)

Nevertheless, upon performing a more detailed examination of the cloud’s numerical propagation it was shown
[4] that it might be useful to opt for a more conservative approach and choose

Tb = Nsf ×max(TAs
Ω ,TAs

ω ) (6.12)

where the safety factorNsf is adopted to allow for a Tb computation that does not require a continuous check of
the cloud’s uniformity state during the propagation. A valueNsf = 3 was chosen in [4], and we adopt the same
value here. In other words, choosingNsf = 3 ensures that the cloud had enough time to spread uniformly in the
space surrounding the Earth.

It is interesting to observe that Ashenberg’s formulation also assigns a finite time for the band formation in the
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following cases:

i = arcsin
(
2
√
5

5

)
, i =

π
2

(6.13)

respectively corresponding to the critical inclination for which we have:

ω̇ = 0, Ω̇ = 0 (6.14)

in equations (6.8). This holds because any fragmentation will induce an out-of-plane component that results in
an inclination change, and this will happen for every fragment. In this sense, a fragmentation characterized by
an infinite Tb can be ruled out. Nevertheless, it might worth checking which conditions on the orbital elements
yield the longest Tb, which we will call T0, and using this as a normalization factor to define:

τ =
Tb

T0
(6.15)

Given these premises, it looks like it would be safe to choose either Tb(i = arcsin 2
√
5

5 ) or Tb(i = π
2 ) as the nor-

malization timescale T0 appearing in the τ definition. However, the presence of these two relative maxima in the
Tb function makes things less trivial: other considerations have to be done before rushing into a mathematical
definition of τ. For instance, a dispersed cloud, while detrimental for a whole altitude band, due to the dilution
might lower the risk of catastrophic collisions on a given asset. On the other hand, the risk is enhanced in the
presence of a cloud with a great spatial density whenever out asset is crossing the cloud itself. Exploring the pre-
fragmentation conditions of the parent object’s orbital elements - such as inclination - can reveal if certain factors
contribute to spatial density peaks within the cloud. Previous research, like [27], illustrates that fragmentations
occurring in polar orbits exhibit significant spatial density at the polar nodes due to orbital plane spreading. Over
time, the precession of the pinch point towards these nodes makes those regions more crowded. As we will also
see in section 6.4.1, this situation is especially hazardous to those assets in high inclination orbits.

For this reasons, we will set T0 = Tb(i = π
2 ). However, it is worth noting that - due to the presence of the

other Tb peak at i = arcsin
(
2
√
5

5

)
- ωJ2 is not a monotonically decreasing or increasing function of the incli-

nation, meaning that different pre-fragmentation conditions (e.g. differences in inclination) might yield similar
values of the J2 indicator associated with a given asset.

In any case, it is evident that certain combinations of orbital elements, corresponding to specific orbits, can
heighten the risk for nearby assets. This will in general depend on:

1. the cloud’s dispersion timescale, Tb;

2. the fraction (or percentage) fcloud of cloud debris that could potentially interest the asset, meaning those
characterized by rp,sat < afragment < rasat, where rp,sat and rasat are respectively the asset’s perigee and
apogee. This, in turn, will depend on the relative asset-fragment distance in the orbital elements space
(assuming the asset to be on an orbit with inclination i0 = iPFO, fcloud will highly depend on the relative
asset-fragment semi-major axis);

3. the amount of time T spent by the asset in the critical post-fragmentation regions.
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Item 3) implies that no risk is posed by the fragmentation on the asset when the satellite is in an orbit that has
a null intersection with the cloud. This is the case, for instance, of HLEO satellites whenever a fragmentation in
LLEO happens: the big difference in the semi-major axis ensures no risk is basically detected for the asset.

Based on what we have just discussed,we propose the following form of the Υ indicator:

Υ = T × I
π
× fcloud × τ (6.16)

where I is the orbital inclination of a projectile with respect to a non-equatorial target (i.e., the relative inclination).
From [28]:

I = 2 arcsin

√[
sin

(
i− i0
2

)]2
+ sin i0 sin i

[
sin

(
Ω −Ω0

2

)]2
(6.17)

where i0, i andΩ0, Ω are the inclinations and longitudes of node of the asset (target) and the debris fragment (pro-
jectile), respectively. Not only does this expression account for the inclination between the target and projectile,
but it also addresses collisions occurring at various relative velocities. This is ensured by the presence of the term
Ω − Ω0 in equation (6.17): if the target and projectile share the same RAAN, this difference amounts to zero,
and the second term under the square brackets vanishes. On the other hand, if the two Ωs were supplementary
angles, the term sin

(Ω−Ω0
2

)
would be at its maximum.

Emphasizing the benefits of utilizing the J2 indicator, it is worth highlighting its advantage in providing a pre-
liminary assessment of the short andmedium-term risks associatedwith a cloud on a specific asset. This indicator
can be calculated well in advance of obtaining more precise radar or optical tracking data for the fragments, and
its primary purpose is not to make decisions but rather to offer a valuable sense of alert, aiding decision-makers
in their overall risk assessment process.
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6.3 An Algorithm for the J2 indicator
An algorithm has been developed to calculate the J2 indicator, as defined in equation (6.16), for various assets.
Here, we will briefly outline the inputs and outputs of the algorithm. Additionally, in the following section, we
will offer the reader examples illustrating the application of the algorithm.

6.3.1 Inputs andOutputs
The program takes as inputs:

• The cloud files generated by SDM [8], containing orbital elements of all fragments at a given epoch;

• The Δv files, containing the value of the Δv imparted to each fragment. These values are then averaged to
estimate the values of Tb in Ashenberg’s formulation (see (6.10)). For the same purpose, also the inclina-
tion of all fragments is averaged;

• The asset (satellite) orbital elements (as, es, is,Ωs, ωs,Ms)

And gives as outputs:

• The Υ value;

• A histogram plot showing the percentage of cloud fragments that could potentially interest the asset.
These are defined as those fragments whose altitude is within the range rp ≤ hfragment ≤ ra, where
rp = as(1− es) and ra = as(1+ es) are respectively the asset’s perigee and the apogee.

• A 3D visual plot showcasing the potentially dangerous fragments and the asset’s position at the fragmen-
tation epoch, as well as its corresponding Keplerian orbit.

This algorithm can serve as a useful tool for assessing the potential hazards that may affect a particular asset,
given a simulated fragmentation event. In the next section, we provide some interesting results.

6.4 Results
We considered the 450 km fragmentation introduced earlier in Sec. 5.3 and tested the algorithm on three different
assets sharing the same orbital elements, except for the eccentricity:

(as, es, is,Ωs, ωs,Ms) = (7278 km, e, 90◦, 0◦, 0◦, 0◦) (6.18)

with es ∈ [0.001, 0.01, 0.1].

Involved Fragments

It is interesting to take a look at the histogram plots we obtained, showing the percentage of fragments produced
by the fragmentation which satisfy rp ≤ hfragment ≤ ra, see Fig. 6.3. The most relevant aspect of these plots is
the notable rise in the number of fragments involved, moving from the scenario with e = 0.001 to the one with
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es = 0.1. As eccentricity increases, the apogee elevates and the perigee descends, thus our target is crossing a larger
region of space leading to a higher effective number of fragments that could potentially affect it, thus leading to
higher fcloud values.

(a) Number of interested fragments on the asset
(6.18) with e = 0.001.

(b) Number of interested fragments on the asset
(6.18) with e = 0.01.

(c) Number of interested fragments on the asset
(6.18) with e = 0.1.

Figure 6.3: Number of involved fragments (blue) per altitude shell for a 450 km collision, on an asset with orbital elements:
(as, es, is,Ωs,ωs,Ms) = (7278 km, e, 90◦, 0◦, 0◦, 0◦). The number of fragments respectively greater than 5 cm (grey)
and 10 cm (red) is also shown. The number of involved fragments increases with the eccentricity value e. The histograms
refer to one day after the fragmentation epoch.
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Yet, knowledge of the fragment count alone doesn’t provide meaningful physical insights. Consider the ex-
treme scenario of a Geostationary Earth Orbit (GEO) satellite, whose orbit is significantly larger than the entire
distribution of fragments resulting from our 450 km fragmentation event. In this case, the asset remains secure
since it spends no portion of its orbital period intersectingwith the fragments; it occupies an entirely distinct orbit
or, in other words, T = 0 - see (6.16) for the definition T and Fig. 6.4b to get an immediate visual representation
of what we just said. To compute the percentage of orbital period spent by a satellite in the region of interest, we
computed the Φ function as defined in equation (3.6), which gives the fraction of orbital period spent in a given
shell range with extremes rin and rout. In our algorithm, the region of interest is constituted of all the altitude
shells the asset intersects over its orbit. In Figure 6.5 we offer a visual representation (computed as an output to
our algorithm) of the interested fragments’ evolution for fragmentation with hfrag = 450 km and for the asset at
900 km altitude. Four snapshots are shown, respectively at times t1 = 1, t2 = 50, t3 = 100 and Tb = 357 days
from the fragmentation epoch. It is interesting to note how, at Tb, the cloud appears to have completely spread.
This is due to the J2 effect, whose role is to randomize the fragments’ perigee argument and longitude of node.
The sinking of fragments is also evident from the significantly reduced number of points in 6.5c: the drag effect
is prominent, the cloud being in LLEO.

(a) Histogram showing the percentage of frag‐
ments involved. (b) 3D visualization plot for a geostationary asset.

Figure 6.4: Left: Number of involved fragments for the 450 km collision on a geostationary asset with orbital elements:
(as, es, is,Ωs,ωs,Ms) = (42378 km, 0.001, 90◦, 45◦, 0◦, 0◦). All cloud fragments are involved. Right: 3D visual repre‐
sentation. A spherical Earth is shown in blue, together with the Greenwich meridian (black) and the equator (red). Basically,
all fragments (grey) are found inside the satellite’s orbit (light blue); however, the fraction of orbital period spent by the satel‐
lite among the interested altitude shells is null.
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(a) Involved fragments position and satellite’s orbit
1 Day after the fragmentation epoch.

(b) Involved fragments position and satellite’s orbit
50 Days after the fragmentation epoch.

(c) Involved fragments position and satellite’s orbit
100 Days after the fragmentation epoch.

(d) Involved fragments position and satellite’s orbit
atTb = 357Days after the fragmentation epoch.

Figure 6.5: Evolution of the cloud’s potentially hazardous fragments for the 450 km collision on an asset with orbital ele‐
ments: (as, es, is,Ωs,ωs,Ms) = (7278 km, 0.1, 90◦, 0◦, 0◦, 0◦). A spherical Earth is shown in blue, together with the
Greenwich meridian (black) and the equator (red). All fragments (grey) are found inside the satellite’s orbit (light blue).
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6.4.1 ComparisonsAmongVariousAssetsandFragmentationCases
In order to validate and make sense of the obtained results, it is useful to compare the J2 indicator values for
different fragmentation altitudes and on assetswith different orbits, i.e. characterized by different orbital elements.

In particular, we considered the following combinations:

• an asset with orbital elements: (as, es, is,Ωs, ωs,Ms) = (hs = 900 km, e, 90◦, 0◦, 0◦, 0◦) - with e =
0.001, 0.01, 0.1 respectively - against the fragmentation cases with hfrag = 450, 800, 1200 km;

• an asset with (as, es, is,Ωs, ωs,Ms) = (hs = 1700 km, e, 90◦, 0◦, 0◦, 0◦) against the case with hfrag =
1800 km;

• an asset with (as, es, is,Ωs, ωs,Ms) = (hs = 1300 km, e, 90◦, 0◦, 0◦, 0◦) for the two fragmentation cases
at hfrag = 1200 km and hfrag = 1800 km, in order to probe the effect of a semi-major axis change on the
J2 indicator.

Moreover, as we shall see in presenting our comparisons, we also simulated two more fragmentation cases at
an altitude of hfrag = 800 km, with parent object inclinations of ip = 60◦ and ip = 85◦, in order to contrast
them with the hfrag = 800 km, ip = 80◦ case. Our results are shown in Figure 6.6. First, consider only the
four solid-line cases on the top plot. The indicator’s value is seen to increase with increasing eccentricity of
the target asset. This is of course a consequence of the greater number of altitude shells - and therefore, of cloud
debris - encountered by the asset along its orbit. It is also important to stress that Υ depends on the relative
satellite-fragmentation altitude. For instance, for the asset at hs = 900 km, the solid-blue line, corresponding
to hfrag = 800 km is always above the green-solid line, representing the case for which hfrag = 1200 km. However,
changing hsat from 900 km to 1300 km, we can see in the second panel that the dashed-green line is always found
above the green-solid one and it is actually always at the same level or above the solid-blue line of the previous panel.
This is of course expected because, in the first case, the satellite orbiting at 900 km is “closer” (in terms of the semi-
major axis) to the 800 km altitude shell and further from the 1200 km one. The opposite is true whenwe consider
an asset with hsat = 1300 km. In a similar way, it can be seen in the third panel, pertaining to the fragmentation
at hfrag = 1800 km, that the hs = 1700 km is above the hs = 1300 km black-dashed line, the second having
a higher relative altitude separation. What about the role of the debris cloud’s inclination? This was tested by
comparing three fragmentation events at an altitude of 800 km, all sharing the same characteristics as the ones
presented in Sec. 5.3, but having different parent object’s inclination values of ip = 60◦, 80◦, 85◦ respectively.
The obtained results are showcased in the last plot of Fig. 6.6: it is clear that, among the three blue lines, the dotted
one - corresponding to an average fragments’ inclination of i ∼ 85◦ - gives the highest Υ for all eccentricity values.
According to equation 6.10, such fragmentation has a very high TΩ, which makes it particularly hazardous to
the considered asset, it having an inclination of 90◦. This is exactly the behavior we tried to explain in section
6.2. Of course, this high risk is only found for assets sharing a specific geometry (for instance those with a similar
high inclination value and in regions nearby), while satellites with lower inclinations will not show such high J2
indicator values. Other interesting insights can be gained on the Tb value as a function of fragmentation altitude.
Figure 6.7 visually shows that higher fragmentation altitudes are associated with longer spreading timescales, as
expected. Please note once again that theTb value is independent on the asset’s orbital elements, as it only depends
on the PFO orbital elements (especially the average inclination of fragments), and the Δv distribution. Tb values
in 6.7 have been computed using the mean fragments’ inclination and Δv values for all collisions presented in
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Sec. 5.3. The former amounts to i = 80◦ for all cases, while the latter has a value of about Δv = 0.31 km/s. It
is clear that, depending on the collision characteristics, especially inclination and Δv, the plot in Fig. 6.7 would
change. For instance, a lower i value yields lower Tb values, effectively translating the graph down the y-axis, see
Fig. 6.7. It is worth noting that we have verified the correctness of our Tb computation, comparing our results
with the ones (obtained with a slightly different Δv value) given in [29], Fig 3.
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Figure 6.6: Top Panel: J2 indicator values for an asset with (as, es, is,Ωs,ωs,Ms) = (hs = 900 km, e, 90◦, 0◦, 0◦, 0◦)
for all fragmentations in 5.3. Second and Third Panel: J2 indicator values for an asset with (as, es, is,Ωs,ωs,Ms) = (hs =
1300 km, e, 90◦, 0◦, 0◦, 0◦) and hfrag = 1200, 1800 respectively. Bottom Panel: J2 indicator values for fragmentations
happening at the same altitude of hfrag = 800 km, and produced by parent objects with different inclinations, ip =
60◦, 80◦, 85◦ respectively. Please note that e = 0.001, 0.01, 0.1.
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Figure 6.7: Cloud’s spreading timescale (Tb values) as a function of hfrag and i.
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7
Conclusions and Future Works

This thesis work aimed at addressing two key questions related to the Space Surveillance and Tracking domain:

• “Is there a way to quickly measure the short-term effects of an in-orbit fragmentation on a given sensor net-
work?”

• “Are we able to give decision-makers a quick overview of the risk associated with given fragmentation on a
given asset, at some time in the future?”

To understand the meaning of the first question, imagine that a perfect surveillance network is in place. Then
any fragment produced by a given fragmentation would be quickly tracked and catalogued, allowing it to pass its
coordinates to the collision avoidance service in the SST system. Therefore, the risk posed by the fragmentation
event on the controlled orbital assets would be minimized. On the other hand, a poorly performing space surveil-
lance networkwould not be able to trackmost of the small fragments, thus breaking the chain of SST services, and
not providing adequate information for the collision avoidance procedures. To give an answer to the first question,
a Fragmentation Environmental Index (FEI) was originally devised in [1] to quickly assess whether a fragmen-
tation event in Low-Earth Orbit is going to stress the capabilities of a given surveillance network. In [1] a very
preliminary and simple characterization of the observing network was used. Our work aimed at improving the
FEI by parametrizing the performances of typical optical and radar sensors, adopting specific weighting functions
and quantifying the observability of the fragments as a function of their size and orbital regions. In particular,
the optical and radar SNR detection signatures were used for the scope. For optical telescopes, we developed an
observability function that considers the Angular Rate and size of the fragments. Fragments passing across the
Field of View (FOV) at a lower altitude move faster. Hence, they are more difficult to observe and are therefore
assigned a higher weight in the index computation. This insight suggests that optical sensors are more effective
for monitoring the High LEO region, roughly above 1200 km of altitude. On the other hand, radars were con-
sidered to be better suited for probing the Low LEO and Medium LEO orbital regimes, the SNRradar dropping
quickly as a function of the fragments’ range (SNRradar ∝ ρ−4). To validate the new index, a number of tests
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have been performed over synthetic fragmentation clouds generated with theNASABreakupModel through the
SDM software suite. The FEI was computed for fragmentations happening at different altitudes. Due to the rea-
sons explained above, a radar networkwas assumed to be in place, able to probe altitudes up to 1200 km, while the
optical network was assumed to observe higher altitudes, up to the LEO limit of 2000 km. The presented results
showcased the capability of the index to catch the actual time evolution of the risk (asmentioned above, associated
with the capability of our simulated network to observe the generated fragments) in the region of space interested
by the fragmentation in the short-medium term. This quality makes it a quick diagnostic tool for space debris
mitigation. The FEI can be deduced promptly upon the initial detection of the first fragments, even preceding
subsequent observations that provide more accurate orbit determination. It is adaptable for simulations across
various networks, enabling the assessment of their responsiveness to a given cloud. Consequently, it could also
prove valuable for the purpose of sensor tasking.

To give an answer to the second question - thanks to an analysis based more on orbital dynamics consider-
ations - we also considered the role of the J2, i.e., the quadrupole term of the expansion of the geopotential in
spherical harmonics, in shaping the evolution of a fragmentation cloud. We made use of this knowledge to intro-
duce a novel indicator, calledΥ, or “J2 indicator”, which aims at giving decision-makers a quick look at the overall
risk given by the cloud as associated with a given asset. Υ depends on: the relative inclination I between themean
fragments inclination (considered as projectiles) and the inclination of the asset itself (the target); the percentage
of fragments that could potentially interest the cloud, the cloud’s spreading timescale and the amount of time T
spent by the asset in the critical post-fragmentation regions. The J2 indicator could serve as a rapid tool to inform
decision-makers of anticipated outcomes from a given LEO fragmentation event.

Part of this thesis was presented orally during the Second International Orbital Debris Conference (IOC
II) in Sugar Land (Houston, TX, USA), raising the interest of the SST experts attending the event. Future devel-
opments on the topic will aim at producing a cumulative index over a specific time span to directly classify and
rank different fragmentation events on various regions of LEO, akin to thePalermo Scaleused to evaluate the risk
posed by Near Earth Objects.
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