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Abstract

Topic modelling is an unsupervised machine-learning technique for finding abstract topics in a large collection
of documents. It helps in organizing, understanding, and summarizing large collections of textual information
while discovering the latent topics that vary among documents in a given corpus. Recently, newly developed algo-
rithms for topic modelling, such as BERTopic have gained significant attention from researchers and continue to
attract growing interest. This research not only sheds light on the efficacy of using these advanced algorithms but
also emphasizes the importance of possessing certain technical skills for conducting meaningful investigations in
this domain. Efficient, speedy, and scalable implementations of these algorithms are essential for handling vast
corpora of text data. Additionally, to ensure the success of this study andmeaningful comparisons among various
topic modelling approaches, proficiency in technical skills such as data analysis and data visualization is impera-
tive. Utilizing Python as the programming language of choice provides the flexibility and robustness required
for algorithmic implementations, while a solid foundation in statistical modelling andmathematical skills is indis-
pensable for accurate calculation and prediction. Specifically, the main contribution of the study is to introduce
the NMI (NormalizedMutual Information) and modularity which are the two different evaluation metrics used
to assess the quality of clusters or topics generated by clustering algorithms, including those used in BERTopic.
In essence, this research not only explores the effectiveness of state-of-the-art topic modelling algorithms but also
underscores the significance of technical expertise in data analysis, data visualization, Python programming, and
statistical modelling to facilitate comprehensive comparisons within the field of topic modelling.
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1
Introduction

Natural Language Processing (NLP) and unsupervised learning methods are closely related by playing a crucial
role in processing and understanding natural language text data. Unsupervised learning is a classification of ma-
chine learning, in which the algorithm is given data without explicit instructions on what to do with it, and its
task is to find specific patterns, structures, links, or relationships within the data or documents.

In Natural Language Processing (NLP), topic modeling is a technique used to discover abstract topics or
themes within a collection of large text documents [1]. It is a form of unsupervised machine learning method
that does not require labelled data or prior knowledge of the topics within the corpus and helps in organizing,
summarizing, and understanding the content of outsized textual datasets. Topic modeling identifies patterns in
words and phrases used across documents and groups them into coherent and meaningful topics.

Including BERTopic, Several popular topic modeling techniques, such as PLSA, LDA, NMF, and LSA, are
used to extract topics and themes fromnumerous documents. In Specific, BERTopic (Bidirectional EncoderRep-
resentations fromTransformers) emerged in 2020 as a novel approach to topic modeling, leveraging the power of
BERT’s contextual embeddings to improve the accuracy and interpretability of topics extracted from text data.
BERTopic typically requires less text preprocessing than traditional topic modeling methods. This simplifies the
data preparation process andmakes the datamore accessible. Moreover, BERTopic libraries and implementations
are available in widespread programming languages, such as Python.

Generally,NormalizedMutual Information (NMI) andmodularity are two individual evaluationmetrics used
to assess the quality of clusters or topics generated by BERTopic or similar clustering algorithms. A higher NMI
indicates a stronger relationship betweenwords and classes or topics, implying a better classification or topicmod-
eling performance. On the other hand, modularity refers to the degree to which a system’s components or parts
can be separated and recombined. There are various types of modularity found across different disciplines and
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systems. In general, it has a scale or interval ranging from -1 to 1 in which values can vary.

The universal process of topic modeling involves the following steps:
• Data acquisition
• Data prepossessing.
• Topic Modeling
• Evaluation metrics
• Result analysis

Figure 1.1: Pipeline of the universal process of topic modeling.

This research focuses on the working efficiency of using this advanced algorithm and emphasises the impor-
tance of possessing certain technical skills for conducting meaningful investigations in this domain. Efficient,
speedy, and scalable implementations of this algorithm are essential for handling vast corpora of text data. The
dominant objective of the research is to introduce theNMI (NormalizedMutual Information), traditionalmodu-
larity and TF-IDF-based modularity to investigate the excellence of the clusters or topics generated by BERTopic.
To determine the quality of the obtained results, they are turned into graphs, by which qualitative explanations
can be established.

In synthesis, we illustrate the results of the research focused on:

Implementation of the BERTopic Model
Implementation of fine-tuning of the BERTopic Model
Implementation of NMI with the BERTopic Model
Evaluation of Modularity with the BERTopic Model
Evaluation of TF-IDF-basedModularity with the BERTopic Model
Implementation of the Static graphs from the obtained results.
Implementation of the 3D graphs from the obtained results.
Implementation of the 3D animated graphs from the obtained results.
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2
Dataset

A dataset, or data set, is a collection of data related to a particular topic, theme, or industry. Datasets include
different types of information, such as numbers, text, images, videos, and audio, and can be stored in various for-
mats, such as xlsx, CSV, JSON, or SQL. So, a dataset typically involves structured data for a specific purpose and
is related to the same subject [2].

Sequential and partitioned datasets are two different ways to organize data for various purposes, such as anal-
ysis, modelling, or processing. The key difference between sequential and partitioned datasets is in their organi-
zation and use cases. Sequential datasets maintain a specific order of data points over time and are often used for
time series analysis. Partitioned datasets, on the other hand, involve dividing data into subsets or partitions based
on specific attributes or criteria, which allows for efficient processing and analysis of data grouped by relevant
categories or segments.

In the initial phase of this experiment, a total of five distinct datasets (YELP, Bishop TopicModelling Dataset,
TopicModeling for Research Articles 2.0, Twitter-metoo, and Twitter-Covid) were employed for the fine-tuning
process. Notably, it is essential to acknowledge that while certain datasets within this repertoire were annotated,
others remained unannotated, reflecting the diversity of data sources and content under investigation. Subse-
quently, a selection was made to utilize two specific datasets (Twittwer- metoo and Twitter- covid) exclusively for
the remaining phases of the experiment.

Twitter is a popular social media platform andmicroblogging service that allows users to share short messages,
called ”tweets,” with their followers. Tweets can contain up to 280 characters, although there have been occa-
sional changes to the character limit over time. Users can post text-based tweets, as well as multimedia content
like photos, videos, and links. Hashtags on Twitter are used to categorize tweets, make them discoverable, and
engage in conversations on specific topics or events. So hashtags on Twitter play a significant role in organizing
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conversations, tracking trends, and enhancing the discoverability of tweets. They are widely used for various pur-
poses, including social interaction, news dissemination, marketing, and event promotion.

A Twitter dataset refers to a sophisticated collection of data from the Twitter social media platform. These
datasets can include a wide range of information gathered from tweets, user profiles, and other Twitter-related
data. Twitter datasets are commonly used for research, data analysis, machine learning, sentiment analysis, social
network analysis, and various other applications. Twitter datasets can vary in size and scope, from small collections
of tweets on a specific topic to extensive archives of Twitter data covering a significant time period. Researchers
and data analysts often use Twitter APIs or third-party tools to collect and create such datasets for their specific
research or analysis needs.
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2.1 Twitter-metoo
This datasetwas collectedweekly fromtheTwitterAPI throughSocial FeedManagerusing thePOSTstatuses/filter
method of theTwitter StreamAPI.Tweets range from June, 2017, to June, 2018. The following list of 76 terms in-
cludes the hashtags used to collect data for this dataset : #metoo, #timesup, #metoostem, #sciencetoo, #metoophd,
#shittymediamen, #churchtoo, #ustoo, #metooMVMT, #ARmetoo, #TimesUpAR, #metooSociology, #metoo-
SexScience, #timesupAcademia, #metooMedicine, #MyCampusToo, #howiwillchange, #iwill, #believewomen,
#GoTeal, #BelieveChristine, #IStandWithDrFord, #IStandWithChristineBlaseyFord, #believesurvivors, #whyi-
didntreport, #himtoo, #istandwithbrett, #confirmkavanaguhnow, #metooMcdonalds, #metoomovement, #muteRKelly,
#WeBelieveDrFord, #WeBelieveSurvivors, #HandsOffPantsOn, #MeAt14, #HeToo, #MeTooLiars, #metoolynch-
ings, #metoohucksters, #metoohustle, #ItWasMe, #Ihave, #TimesUpTech, #GoogleWalkout, #mosquemetoo,
#faithandmetoo, #SilenceIsNotSpiritual, #HealMeToo, #TimesUpHarvard, #NoCarveOut, #TimesUpx2, #Meet-
ingsToo, #metoonatsec, #healmetoo, #GamAni, #ShulToo, #harvardhearsyou, #metooarcheology, #TimesUp-
PayUp, #metooarcheology, #metooHBCU, #TimesUpHC,#aidtoo, #garmentmetoo, #mutemetoo, #mutetime-
sup, #metoopolisci, #copstoo, #TimesUpBiden, #MeTooNoMatterWho, #IBelieveTara, #BelieveAllWomen, #metoomil-
itary, #harvard38, #comaroff, and #harvardletter.

This dataset contains 3 Excel files and the size is only 3.15 MB. The dataset contains 3024 rows and 99 basic
columns. Finding a relevant dataset with a great variety should be an ideal dataset for the data science community
to jump and start their journey in NLP or Topic modelling.

Figure 2.1: Twiiter‐metoo dataset.
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2.2 Twitter-Covid
The current dataset contains a total of 3 Excel files and 12.6MB, Tweet IDs for Twitter posts that mentioned
”COVID” as a keyword or as part of a hashtag (e.g., COVID-19, COVID19) between February andApril of 2020.
The predominant dataset contains 9000 rows and 108 basic columns. This dataset was collected weekly from the
Twitter API through Social Feed Manager using the POST statuses or filter method of the Twitter Stream API.
This dataset, like most datasets collected via the Twitter Search API, is a sample of the available tweets on this
topic and is not meant to be comprehensive. Some COVID-related tweets might not be included in the dataset
either because the tweets were collected using a standardized but intermittent (hourly) sampling protocol or be-
cause tweets used hashtags or keywords other than COVID (e.g., Coronavirus or #nCoV). It can be used in a lot
of Domains such as Topic Modelling, Content Identification, etc.

The ”Twitter-MeToo” dataset is used to create partitioned datasets, specifically within the temporal scope of
the year 2018. The partitioning process involves dividing the data into subsets or partitions based on relevant at-
tributes, such as time or specific criteria, to enable more targeted and efficient data analysis and processing within
the specified time frame.

In contrast, the ”COVID-Twitter” dataset is utilized in its entirety, without the need for partitioning. The
entire dataset, which comprises data spanning across various periods, is employed for comprehensive data analysis
and research, without any temporal restrictions, in the context of the COVID-19 pandemic.

Figure 2.2: Twiiter‐Covid dataset.
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3
Preprocessing

A Proper dataset or multiple dataset collection, cleaning, and evaluation are hypercritical and crucial stages in the
field of data analysis. Data is similar to oil. The oil obtained from natural sources is not as worthy or as usable in
its original state as it is after refining. So Data also needs to be refined or preprocessed the data before passing it
to the model for better understanding and performance. Otherwise, the entire process will be garbage in garbage
out with dirty data.

Text preprocessing is a method to clean the text data and make it ready to feed data to the model. There are so
many ways in the human language to express the same emotion with different attitudes or ways. This is why Text
data always contains noise in various forms like emotions, punctuation, special characters and text in different
cases. This is only themain problemwe have to deal with becausemachines will not understand words, they need
numbers so we need to convert text to numbers in an efficientmanner [3]. So it can be stated that Data cleaning is
a process of removal of incorrect, incomplete, and inaccurate data which also replaces the missing data. The qual-
ity of the input data directly impacts the effectiveness of the subsequent analysis, highlighting the importance of
careful and thorough preprocessing [4].
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The preprocessing for this study was structured into three distinct stages: superficial cleaning, deep cleaning,
and empty row elimination. This segmentation was implemented due to the distinct data input requirements
of various algorithms and the differing methods employed for data analysis. The empty row elimination process
followed deep cleaning to ensure the integrity and quality of the dataset. Each of these stages was carefully chosen
to align with the specific demands of the corresponding algorithm and the overall research objectives.

Figure 3.1: Structure of Preprocessing Steps of the system.
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3.1 Superficial cleaning
Twitter, in particular, restricts each post to a maximum of 280 characters [5]. Although these short and unstruc-
tured posts conform to social media practice, they increase the complexity for algorithms to make sense of digital
interaction. Common challenges arise from using compound words, acronyms, and ungrammatical sentences
[6]. Despite the productive and unexpressed nature of compound words they often complicate computational
analysis [7]. Other difficulties emerge when data are meaningless (i.e., noisy data) or when there are many gaps
present in the data (i.e., sparse data; [8] ).

In contrast to scientific paper text data, the dataset under consideration exhibits a lack of cleanliness and is
characterized by various forms of noise. This noise encompasses instances of double punctuation, duplicated let-
ters, misspelt words, emoticons, special characters, randomly arranged letters, multiple usages of the same letters
in a row to emphasise content, and content originating from automated bots and humanmoderators. Such noise
levels introduce an element of ambiguity for the algorithms employed, as they may occasionally misconstrue non-
textual elements as integral parts of the textual data. This is why superficial cleaning aims to prepare the data for
further processing, making it more manageable and ensuring it meets the basic quality standards necessary for
accurate analysis.

To determine which elements should be addressed in the superficial cleaning stage, a manual review of the
dataset was undertaken. The key criterion for selecting these cleaning actions was to eliminate extraneous non-
textual elements while preserving the core text. Consequently, this cleaning process did not include actions such
as lemmatization or the removal of stopwords.

The following steps represent the superficial cleaning process.
1. Fixing the contractions.
2. Removing website links.
3. Removing accented characters.
4. Removing the text inside square brackets which mentions the following link or a warning such as ’[read this]’.
5. Removing emoji.
6. Removing moderator messages such as the warnings for the owner of collected posts or tweets.
7. Removing hashtags and mentions with punctuation and text such as #keyword or user-name.
8. Removing double spaces.
9. Removing non-text special words which are based on the text type such as ’&#x200B’ or ’&amp’.
10. Removing extra used new lines.
11. Limiting all the repetitions to two characters and removing the extra characters.
12. Removing punctuation except for main sentence punctuation.
13. Removing the sentences which represent the rule of the community such as starting with’[**(̂Full Rules)**]’.
14. Removing numbers.
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Figure 3.2: Preprocessing of Twitter‐Covid dataset after cleaning contractions, emoji, accented characters, mentions, hash‐
tags, and punctuations.

Figure 3.3: Preprocessing of Twitter‐metoo dataset after cleaning contractions, emoji, accented characters, mentions,
hashtags, and punctuations.
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Figure 3.4: Twitter‐Covid dataset after all processes of the Preprocessing.

Figure 3.5: Twitter‐metoo dataset after all processes of the Preprocessing.
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3.2 Deep cleaning

Deep cleaning is a widespread procedure that goes beyond surface-level text cleaning to eliminate various forms
of noise in text data and convert it into a standardized, cleaned format. This process involves multiple steps, in-
cluding converting all text to lowercase, correcting spelling errors, removing punctuation, breaking the text into
individual tokens, determining the part of speech for each word, and lemmatizing the words. The primary goal
of deep cleaning is to extract the most critical information from the text and create a consistent format that can
be fed into the BERTopic algorithm. This preparation allows the BERTopic algorithm to efficiently identify and
categorize related topics within the data.

The following steps represent the deep cleaning process one by one in this research:
1. Lowercasing.
2. Correcting spellings,
3. Word tokenization,
4. Pos tagging,
5. Stop words removing,
6. Lemmatization

spaCy is a high-performance natural language processing library for Python. It is designed for production use
and offers fast, efficient, and accurate linguistic annotation and text processing. spaCy includes pre-trained mod-
els for various languages, which can be used for tasks such as tokenization, part-of-speech tagging, named entity
recognition, and more. It’s widely appreciated for its speed and ease of use, making it a preferred choice for devel-
opers and data scientists working on NLP applications.

In this research, Spacy was utilized for several steps of deep cleaning, including word tokenization, POS tag-
ging, stopword removal, and lemmatization. Word tokenization is the process of splitting a sentence or text into
individual words or tokens [9]. POS tagging is Past of Speech tagging and involves assigning a grammatical cate-
gory to each word in a sentence [9]. It was decided to use the Universal Dependencies part of speech tag set with
Spacy. The Universal Dependencies tag set is a standardized set of POS tags that are applicable tomany languages.
It provides a universal way to label and annotate grammatical categories across different languages, which enables
easy interoperability and comparability across different NLP tasks and applications.

List of tags [10]:
• ADJ: Adjective
• ADV: Adverb
• AUX: Auxiliary verb
• CCONJ: Coordinating conjunction
• DET: Determiner
• INTJ: Interjection
• NOUN: Noun
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• NUM: Numeral
• PART: Particle
• PRON: Pronoun
• PROPN: Proper noun
• PUNCT: Punctuation
• SCONJ: Subordinating conjunction
• SYM: Symbol
• VERB: Verb
• X: Other

Figure 3.6: Twitter‐Covid dataset after POS tagging and tokenization of the Preprocessing.

Figure 3.7: Twitter‐metoo dataset after POS tagging and tokenization of the Preprocessing.

Tokenization breaks down a text document, such as a tweet, into individual units, which are typically words or
subwords (subword tokenization is common for models like BERT). In the case of Twitter data, tweets are often
short and contain multiple words, hashtags, mentions, and emojis. Tokenization helps segment these tweets into
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meaningful components for analysis. Tokenization ensures that eachword or subword is represented consistently,
regardless of its length or complexity. This uniform representation is crucial for applyingNLPmodels like BERT,
as they require fixed-length input sequences. Tokenization can handle out-of-vocabulary words by breaking them
into subword units and providing context for their interpretation. So Tokenized sequences are typically more
computationally efficient to work with than raw text, as they enable faster processing and storage.

Figure 3.8: Tokenization procedure.

Stopwords removal is an essential preprocessing step in natural language processing (NLP) and text analysis
tasks. Stopwords are common words in a language (e.g., ”the,” ”and,” ”is”) that are often removed from text data
because they don’t carry significant meaning by themselves and can be noisy when performing natural language
processing tasks like text analysis or information retrieval. In tasks like text classification, clustering, or topic mod-
eling, the presence of stopwords can increase the dimensionality of the data, making it more challenging to extract
meaningful patterns. Removing stopwords helps reduce the dimensionality and focuses the analysis on more sig-
nificant terms. In topic modeling algorithms, stopwords can dominate topics and lead to less interpretable and
coherent topics. Removing stopwords can lead to better, more interpretable topics. Performing tasks like text
tokenization or part-of-speech tagging, and removing stopwords simplify the analysis process and make it more
focused on content words.

In text processing, it’s often essential to employ normalization methods to transform words from their varia-
tions into their base form. This serves to reduce variability and align the words in the dataset with a predefined
standard, enhancing computational efficiency by reducing the number of distinct features to manage. Lemmati-
zation is a natural language processing (NLP) technique used to reducewords to their base or root form, known as
the lemma. It is similar to stemming butmore linguistically accurate because it considers the context andmeaning
of words. It helps in reducing the dimensionality of text data while preserving semantic integrity.

Themain goal of lemmatization is to transformwords into their dictionary or canonical form, making it easier
to analyze and compare different word forms. For example, the lemma of the word ”running” would be ”run,”
and the lemma of ”better” would be ”good.”
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Figure 3.9: Twitter‐Covid dataset after eliminating stopwords and lemmatization of the Preprocessing.

Figure 3.10: Twitter‐metoo dataset after eliminating stopwords and lemmatization of the Preprocessing.
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3.3 Empty row elimination
To ensure data quality, integrity, and the successful application of various data analysis and modeling techniques,
empty row elimination is a vital step in data preprocessing. It helps ensure that the dataset is clean, complete, and
ready for further analysis, leading to more accurate and reliable results.

In this study, a portion of the collected data was entirely deleted bymanual screening. In some cases, only parts
of the data were removed by applying the superficial cleaning and deep cleaning process. As a result, some rows
were completely blank. Empty rows or rowswithmissing values can introduce noise into the dataset and affect the
quality and reliability of any analysis or modeling conducted on the data. For this reason, we have to drop these
rows to avoid computation problems because Empty rows can lead to errors, crashes, or unexpected behavior in
such algorithms.

Listing 3.3: Empty row elimination
# Check and remove rows with empty ’lematised_text’ column
df = df[df[’lemmatized_text’].notna()]

# Save the cleaned data to a new CSV file
output_file = ’cleaned _output_file.csv’

df.to_csv(output_file, index=False)
print(”done”)
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4
Tools and Techniques

Tools and techniques refer to the various instruments, methods, procedures, or strategies employed to achieve a
particular goal or complete a task efficiently and effectively. These tools and techniques serve as aids ormethodolo-
gies to streamline processes, solve problems, analyze data, communicate effectively, and achieve desired outcomes
in various domains. Choosing the right tools and techniques for a specific task or goal is essential to optimize
productivity and achieve success. In this section, we will delve into the tools and Techniques used to achieve the
objectives of the research or project, shedding light on the practical aspects that underpin the work’s validity and
rigor.

The choice of algorithms was carefully made to align with the project’s unique needs, aiming for the best pos-
sible results. The process of selecting these algorithms entailed a thorough examination of analogous projects and
an extensive literature review to pinpoint the algorithms most suited to the project’s objectives. So it serves as a
roadmap for understanding how data was collected, analyzed, and interpreted, offering transparency and repro-
ducibility.
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4.1 Working environments
Google Colab, short for Google Colaboratory, is a cloud-based platform provided by Google for working with
and running Jupyter notebooks. It can be considered a sophisticated working environment for various data sci-
ence, machine learning, and research tasks. Google Colab eliminates the need for powerful local hardware and
allows us to work from virtually anywhere. It also supports Jupyter notebooks, which are interactive documents
that combine code, text, and visualizations. This makes it an excellent tool for data analysis, machine learning,
and collaborative research. Google Colab comes with many popular data science and machine learning libraries
pre-installed and provides free access to GPU (Graphics Processing Unit) and TPU (Tensor Processing Unit) re-
sources, which can significantly accelerate deep learning tasks.

Using CUDA in this study can offer significant benefits in terms of performance and speed, particularly for
computationally intensive tasks. CUDA enables high-performance parallel computing by allowing developers to
write programs in C, C++, Python, or other languages and execute them on the GPU, taking advantage of the
GPU’s massively parallel architecture. This is especially useful for tasks that involve complex calculations, data
processing, and simulations, as GPUs can perform these operations much faster than traditional central process-
ing units (CPUs).

Figure 4.1: Working environment sample of the Google Colaboratory.
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4.2 BERTopic
BERTopic is a technique that falls under the broader field ofmachine learning (ML) and,more specifically, natural
language processing (NLP). It leverages deep learning models, specifically the BERT (Bidirectional Encoder Rep-
resentations from Transformers) model, which is a neural network architecture, to extract embeddings and then
combine these embeddings with traditional machine learning techniques such as clustering. Usually, BERTopic
supports guided, supervised, semi-supervised, manual, long-document, hierarchical, class-based, dynamic, and
online topic modeling [11].

Topic modeling is widely used in information retrieval, document organization, content recommendation,
and text analysis. To do a task like the following it consist of several steps. In this study, Topic models were cre-
ated by going through a series of steps, where different model parameters were carefully selected based on their
appropriateness for the specific datasets. The subsequent list outlines the key stages of the topic analysis process,
including the components of the topic model.

Overall, BERTopic generates topic representations through three steps. First, each document is converted to
its embedding representation using a pre-trained language model. Then, before clustering these embeddings, the
dimensionality of the resulting embeddings is reduced to optimize the clustering process. lastly, from the clusters
of the documents, topic representations are extracted using the TF-IDFmethod [12]. wewill delve into a detailed
explanation of each step later on this section.

So Creating Topic Model by Defining the Following Items:
– EmbeddingModel
– UMAPModel
–HDBSCANModel
–Topic Representation
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4.2.1 TopicModel

Embedding Model
BERTopic specifically uses “all-MiniLM-L6-v2” fromHugging Face as its default sentence-transformermodel,

which can map sentences and paragraphs to vectors that are suitable for clustering or semantic search tasks and
workswell forEnglishdocuments. “all-MiniLM-L6-v2” is usedwhen the language is Englishotherwiseparaphrase-
multilingual-MiniLM-L12-v2 version is used when language is ”multilingual”.

In this study, we want to observe the efficacy of BERTopic keeping this embedding model as default. The
same sentence transformer model was used for creating embeddings in the Twitter datasets as shown in the Code
Listing 4.2.1.1: EmbeddingModel

from s e n t e n c e _ t r a n s f o r m e r s import S e n t e n c e T r a n s f o r m e r
em b e d di n g _mo d el = NONE

UMAPModel
A crucial element in BERTopic is reducing the dimensionality of the input embeddings. High-dimensional em-
beddings can make clustering challenging due to the problems associated with high-dimensional spaces, often
referred to as the ”curse of dimensionality.” To address this issue, a solution is to decrease the dimensionality of
the embeddings, creating a more manageable dimensional space that allows clustering algorithms to operate effec-
tively.

UMAP (Uniform Manifold Approximation and Projection) is a dimensionality reduction technique com-
monly used in combination with BERTopic. UMAP is particularly effective for reducing the dimensionality of
high-dimensional BERT embeddings while preserving the intrinsic structure and relationships within the data.
UMAP is useful for data exploration, clustering, and classification tasks, and has been successfully applied to a
variety of datasets, including text data [13].

The basic form of a UMAPmodel can be defined as below:
Listing 4.2.1.2: UMAPmodel
from umap import UMAP
umap_model = UMAP( n_ n e i g h b o r s = n _ n e i g h b o r s , n _ com po n e n t s = n _compon en t s , m i n_
d i s t = m i n _ d i s t , random_state = random_state, m e t r i c = m e t r i c ). f i t ( em b e d d i n g s )
Here,
• n_neighbors: sets the number of neighbors to consider when constructing the low-dimensional representation.
• n_components: specifies the number of dimensions in the reduced space.
• min_dist: controls the minimum distance between points in the low-dimensional space.
•m e t r i c: This parameter sets the distancemetric used for computing the pairwise distances between data points
in the high-dimensional space.
• random_state: This parameter sets the random seed or state for the UMAP model. Setting a specific random
state ensures that the UMAPmodel’s results are reproducible.
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HDBSCANModel
Once we’ve reduced the dimensionality of our input embeddings, the next step is to group them into clusters
based on their similarity. This clustering process is crucial because the quality of our clustering technique directly
affects the accuracy of the topic representations we extract.HDBSCAN (Hierarchical Density-Based Spatial Clus-
tering ofApplicationswithNoise) is a density-based clustering algorithmused for discovering clusterswithin data,
particularly in cases where clusters have irregular shapes and varying densities. It builds a hierarchical representa-
tion of clusters, allowing it to automatically determine the number of clusters in the data. By default, BERTopic
employs HDBSCAN for carrying out the clustering process.

Combining UMAP and HDBSCAN, these two methods enabled the discovery of significant groups of data
points that share similarities, all the while maintaining the underlying topological structure of the data.

The basic form of an HDBSCANmodel can be defined as below:
Listing 4.2.1.3: HDBSCANmodel
Default HDBSCANModel from hdbscan import HDBSCAN
h d b s c a n _mo d e l =HDBSCAN(m i n _ c l u s t e r _ s i z e = m i n _ c l u s t e r _ s i z e , m e t r i c = m e t r i c ,
m i n _ s a m p l e s = mi n _ s am p l e s , c l u s t e r _ s e l e c t i o n _ m e t h o d = c l u s t e r _ s e l e c t i o n _ m e t
h o d , )
Here,
• min_cluster_size: sets the minimum number of points required to form a cluster.
• min_samples: the minimum number of samples in a neighborhood for a point to be considered a core point.
• metric: This parameter specifies the distance metric used for clustering.
• prediction_data: This parameter allows the HDBSCAN model to predict the cluster labels for new or unseen
data points based on the clustering structure it has learned from the training data. This is useful for making pre-
dictions or classifying new data points using the established clustering model.

min_topic_size, nr_topics and calculate_probabilities
• min_topic_size: This parameter sets a minimum size requirement for the topics. Only topics with a minimum
number of data points equal to or greater than this value will be considered.
• nr_topics: This parameter specifies the desired number of topics you want to extract from your data.
• calculate_probabilities: When set to True, this parameter enables BERTopic to calculate topic probabilities for
each document, indicating the likelihood of a document belonging to a particular topic.

The final version of a basic topic model is given below:
Listing 4.2.1.4: A basic form of a Topic Model.
Default BERTopic Model from BERTopic imp o r t BERTopic
t o p i c _ m o d e l = BERTopic ( em b e d di n g _mo d el = em b e d ding _mo d el , umap_model=umap_model
, h d b s c a n _mo d e l = h d b s c a n _mo d el , c t f i d f _ m o d e l = c t f i d f _ m o d e l , n r _ t o p i c s = n r _ t
o p i c s )
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Topic Representation
At first, we created document embeddings using a pre-trained language model to obtain document-level informa-
tion. secondly, we first reduce the dimensionality of document embeddings before creating semantically similar
clusters of documents that each represent a distinct topic. These independent steps allow for a flexible topicmodel
[12].

The key element in BERTopic is its use of Bag-of-Words representation along with TF-IDF weighting. TF-
IDF is a numerical statistic that shows the relevance of keywords to some specific documents or it can be said that
it provides those keywords, using which some specific documents can be identified or categorised [14]. So this
approach is efficient and allows for the rapid generation of topic keywords, independent of the clustering process.
Consequently, it enables easy and swift updates to topics after model training, eliminating the necessity for re-
training.

Once themodel is computed, we can output themost important topics or list of topics. Notably, Topic 0with
a count of -1 will always represent outliers and should not be considered any further [15]. The basic command
form of topic representation of the model can be defined as below:
Listing 4.2.1.5: Topic Representation
topic_model.get_topic_info()

Figure 4.2: A Sample of Topic representation.
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4.2.2 Fine-tuning
While BERTopic provides good default performance, it is also an important task to do fine-tune its hyperparam-
eters to align with the specific requirements of specific use cases because Hyperparameter tuning is an important
optimization step for building a good topicmodel [16]. We can define any parameters inUMAP andHDBSCAN
to optimize for the best performance.

As our predominant goal was to check the working effectiveness of the BERTopic, for this reason initially we
chose four parameters for tuning to observe each step’s efficiency of the BERTopic. Specifically, we choose two
parameters from the UMAP model, one from the HDBSCAN model and the remaining one is nr_topic in the
topic model.

To explore different combinations and evaluate the model’s performance initially we have wemade a range for
each parameter such as for n_neighbors in theUMAPmodel we decided to start from the value of 5 and increased
also 5 for each time within the range of 5 to 20. We did the same for n_components in the UMAP model and
n_samples for the HDBSCANmodel. Moreover, we had chosen a different range for nr_topic which is 110, 75,
and 40. After running each combination we got [192 rows x 7 columns] where we had obtained n_components,
n_neighbors, n_samples, nr_topics, execution_time_sec, topics, num_topics as a column in the data frame. We
also save each model with a selected combination from the nested loop to do further evaluation.
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On the other hand, to make observations more precise, we wanted to investigate more for n_samples and
nr_topics because we desired to observe, what is the impact of the attribute of n_samples and nr_topics on the
model. For that purpose, again wemade different combinations where n_components and n_neighbors are fixed
with the value of 5 and made a range for n_samples and nr_topics in specific. For n_samples we made a range
from 5 to 17with interval 2; whereas for nr_topics wemade a range from 5 to 35with interval 10. So the ultimate
range for n_sampleswas 5, 7, 9, 11, 13, 15, 17 and for nr_topicswas 5, 15, 25, 35. After running each combination
we got [27 rows x 7 columns] where we had obtained n_components, n_neighbors, n_samples, nr_topics, execu-
tion_time_sec, topics, num_topics as a column in the data frame for the Twitter-metoo dataset. On the contrary,
to compare the performancewe run the shorter combinations for theTwitter-Covid datasetwhere n_components
and n_neighbors are fixed with the value of 5; n_samples was 5, 7, 9, 11, 13, 15, 17 and nr_topics was 5, 15, 25,
35.

Figure 4.3: Result of the fine‐tuning with four parameters for the Twitter‐metoo dataset of the BERTopic modeling.
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Figure 4.4: Result of the fine‐tuning with two parameters for the Twitter‐metoo dataset of the BERTopic modeling.
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Figure 4.5: Result of the fine‐tuning with two parameters for the Twitter‐Covid dataset of the BERTopic modeling.
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4.2.3 Reducing Outliers
Documents that do not fit into any of the defined topics are frequently encountered as outliers with the value of
topic number -1. Nonetheless, it could be preferable in some applications to reduce the number of outlier records.
It was chosen to use the outlier reduction procedure in order to prevent data loss throughout this study. After a
BERTopic model has been trained, BERTopic supports multiple ways of minimizing the outliers or noise from
the datasets. We have preferred the embeddings technique for both of the datasets because using the embeddings
of these documents and calculating the cosine similarity between each outlier document’s embedding and the
embeddings of the selected themes is one method to limit the number of outliers. In doing so, the best topic
embedding for every outlier is found. Pre-computed embeddings were used to expedite this process and avoid
redundant computation [17].

Listing 4.2.2: Reduce outliers using the embeddings strategy.
# Reduce outliers using the ‘embeddings‘ strategy
new_topics = topic_model.reduce_outliers(docs, topics, strategy=”embeddings”)

4.2.4 Vocabulary Creation
For further analysis and tomap topics to indices we needed to create a vocabulary from a list of unique topics. For
that purpose, we started by creating a counter object from the ‘collections’ module. This object is used to count
the frequency of each topic in the dataset. Then we had to extract the unique topics from the counter object by
converting its keys into a list. This gave us a list of topics without duplicates. Next, we aimed to sort the unique
topics alphabetically. After that, we created a vocabulary dictionary where each unique topic is paired with a nu-
merical index. This dictionary allows us to represent topics with numerical values, making it easier to work with
them further. Finally, we printed the vocabulary to confirm that it’s been successfully created. In this experiment,
we need to create this custom-made vocabulary many times for each model because later we need this individual
topic vocabulary list to create a sparse matrix and dense.

Figure 4.6: Sample creation of the vocabulary from one of the data sets.
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4.3 SparseMatrix
In the field of natural language processing, the ideas of “sparsity” and ”density” lead to the effective design and
construction of these matrices for all high-dimensional data processing use-cases. Numerical representations of
the texts are designed to buildmatrices that hold pertinent information from those texts, enabling the application
of data analysis as well. Sparse matrix will be described in this section and dense matrix will be described after this
section.
Usually, in mathematics, a matrix is any type of information or values that are presented in the form of rows and
columns format and a sparse matrix is a matrix where the majority of elements belong to zero. Using a sparse
matrix has the following two main advantages:
• Storage: Less memory can be required to store only those elements because there are fewer non-zero elements
than zeros.
• Computing time: By logically creating a data structure that only traverses non-zero components, computing
time can be reduced.
To convert the text data into a sparsematrix format, we needTF-IDForCountVectorizationmethod, to represent
the textual information sparsely. In this study, we used Scipy. Sparse matrix which is in the CSR format.

Figure 4.7: Sample creation of one of the sparse matrixes from the data set.
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4.4 DenseMatrix
In contrast to the abovematrix, a densematrix comprisesmostly non-zero elements. Thatmeans the densematrix
is the opposite of the sparse matrix. In this study, we have created two dense matrices, one refers to the document-
topic matrix obtained after applying the BERTopic algorithm to your documents. The output of the Bertopic
algorithm is a document-topicmatrix, where each row corresponds to a document, and each column corresponds
to a topic. The values in the matrix represent the strength of the association between each document and each
topic.

On the other hand, we have used the CountVectorizer from scikit-learn to convert a collection of text docu-
ments to amatrix of token counts. We have essentially created aDocument-TermMatrix (DTM), where each row
corresponds to a document, and each column corresponds to a unique term (word). In this study, toarray() is used
to convert the sparse matrix (dtm) into a dense matrix (dense_dtm), where each element of the matrix represents
the count of a particular term in the corresponding document.

Figure 4.8: Sample creation of one of the dense matrixes from the data set.
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5
EvaluationMethods

Evaluation methods refer to the various techniques and processes used to assess, measure, analyze, and judge the
effectiveness, efficiency, performance, or value of something. The choice of evaluation method depends on the
goals, resources, context, and nature of what is being evaluated. Considering various aspects such as similarity,
network structure, and content relevancewithin communities like this experiment; choosing the appropriate eval-
uation method depends on the specific goals and characteristics of the dataset or network being analyzed.

In this section, wewill describe about our strategies andmethodologieswhich areNMI, traditionalmodularity
andTF-IDF-basedmodularity because evaluating the performance of algorithms ormodels in the context of com-
munity detection or clustering is crucial to understand how well they organize and identify meaningful groups
within a network or dataset. These evaluation measures allow researchers or practitioners to quantitatively assess
and compare different algorithms or techniques for community detection in networks, aiding in the selection of
the most appropriate approach for a specific context or dataset which is our one of the prime goals of this experi-
ment.
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5.1 NMI
In this study, we have used Normalized Mutual Information (NMI) measures to evaluate the results of the topic
modeling techniques. NMI, or Normalized Mutual Information, serves as a metric to gauge the similarity be-
tween two sets of labels, commonly applied in the assessment of clustering or community detection algorithms.
It is employed to evaluate the quality of clustering outcomes by comparing them to a set of known, ground truth
labels. The NMI score varies from 0 to 1, with 1 denoting perfect agreement between the sets, and a score of 0
indicating that the two partitions offer no information about each other. This measure provides a normalized
assessment, facilitating comparisons across different datasets or clustering algorithms.

Figure 5.1: Venn diagram portraying the relation between different measures of entropy and Mutual Information .

[18]

Figure 5.2: Sample creation of NMI results from one of the models.
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5.2 Modularity- QPcc
In this experiment, we potentially want to relate modularity to the output of a Bertopic-based clustering system.
After using Bertopic to cluster the datasets, it can be assessed the quality of the resulting clusters the quality of the
resulting clusters can be assessed to quantify the organizational structure of networks or graphs. It assesses how
effectively a network can be divided into distinct modules, often referred to as groups, clusters, or communities.
The scoremeasures how similar an object is to its cluster compared to other clusters.It ranges from -1 to 1, where a
high value indicates that the object is well-matched to its own cluster and poorly matched to neighboring clusters.
However, the values are typically positive. We measure the traditional modularity as QPcc for each model like
NMI.

When documents are grouped into communities based on topic modeling results, traditional modularity can
assess the strength of the division of documents into topic-based clusters. Higher modularity values may indicate
that documents within communities share more topics or are more thematically coherent within themselves than
with documents in other communities.

Figure 5.3: Sample creation of traditional modularity (QPcc) results from one of the models.
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5.3 TF-IDF-based modularity- QTcc
TF-IDF is a combination of two different words i.e. Term Frequency and Inverse Document Frequency. First,
the term “term frequency” will be discussed. TF is used to measure how many times a term is present in a docu-
ment. Let’s suppose, we have a document “T1” containing 5000 words and the word “Alpha” is present in the
document exactly 10 times. It is a very well-known fact that the total length of documents can vary from very
small to large, so it is a possibility that any termmay occur more frequently in large documents in comparison to
small documents. So, to rectify this issue, the occurrence of any term in a document is divided by the total terms
present in that document, to find the term frequency. So, in this case, the term frequency of the word “Alpha” in
the document “T1” will be [14]

TF = 10/5000 = 0.002

Now, inverse document frequency will be discussed. When the term frequency of a document is calculated, it
can be observed that the algorithm treats all keywords equally, doesn’t matter if it is a stop word like “of”, which
is incorrect. All keywords have different importance. Let’s say, the stop word “of” is present in a document 2000
times but it is of no use or has very less significance, that is exactly what IDF is for. The inverse document fre-
quency assigns lower weight to frequent words and assigns greater weight to the words that are infrequent. For
example, we have 10 documents and the term “technology” is present in 5 of those documents, so the inverse
document frequency can be calculated as [14]

IDF = log_e (10/5) = 0.3010

So the greater or higher occurrence of a word in documents will give higher term frequency and the lower
occurrence of the word in documents will yield higher importance (IDF) for that keyword searched in the par-
ticular document. TF-IDF is nothing, but just the multiplication of term frequency (TF) and inverse document
frequency (IDF). To calculate the TF-IDF we can do as [14]

TF-IDF = 0.002*0.3010 = 0.000602

In this study,wewanted to gather a score by the representationof documents basedon theirTF-IDF similarities
and then apply modularity-based community detection algorithms to this graph. So it is a combined approach
of TF-IDF and modularity. It ranges from -1 to 1; 0 for independence, 1 for complete association and -1 for no
association. TF-IDF-based modularity is more sparse and can do better separation from others.

Figure 5.4: Sample creation of TF‐IDF‐based modularity (QTcc) results from one of the models.
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6
Data Visualization Process

The data visualization process is the representation of data in a graphical or pictorial format to help people under-
stand the patterns, trends, and insights within the data. Bar charts, line charts, pie charts, scatter plots, and more
are common types of visualizations used to represent different types of data. It is a crucial aspect of data analysis
and communication, as visual representations often make complex information more accessible and comprehen-
sible. When choosing visualization techniques for data analysis and communication, it’s essential to consider
factors like Data Characteristics (categorical, numerical, time-series, etc.), Message to Convey, Audience etc. By
carefully selecting the appropriate visualization methods based on these considerations, effective communication
with complex data insights in a clear and understandable manner to the intended audience can happen. In this
section, we will narrate in detail what we have chosen for the data visualization process for this experiment.
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6.1 Static Graphs
Visualizations make it easier to communicate complex data insights to a non-technical audience. Well-designed
visualizations aid decision-making by providing a clear and quick understanding of data. Moreover, a static scat-
ter plot is a type of data visualization that uses Cartesian coordinates to display individual data points on a two-
dimensional plane. Each point represents the values of two variables, and the position of the point is determined
by the values of these variables.

In this study,wehavemade15 static scatter plots for individual representationof theparameters ofn_components,
n_neighbors, min_samples (n_samples), num_topics and nr_topics in contrast to NMI, QPcc andQTcc with in-
quiring four parameters. Additionally 36 static scatter plots for individual representation of the parameters of
n_components, n_neighbors, min_samples (n_samples), num_topics and nr_topics in contrast to NMI, QPcc
and QTcc with inquiring two parameters. A total of 42 static scatter plots were made for this experiment where
all the blue dots are clearly visible. For this, we have used the Matplotlib library to create a scatter plot. By read-
ing the stored data from a CSV file what we have achieved from each model, we have extracted the values for the
n_component or n_neighbors or min_samples (n_samples), num_topics or nr_topics in the x-axis and NMI or
QPcc or QTcc scores in the Y-axis, and then we have plotted these values. With this powerful tool, we want to
create a visualizing relationships between two variables.
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6.2 3DGraphs
Creating a 3D graph involves visualizing data in three-dimensional space that includes the x-axis, y-axis and z-axis.
It can help convey more information compared to 2D graphs. 3D graphs are particularly useful when visualizing
relationships involving three variables. Each axis represents one variable, and the position of points in the 3D
space provides information about the interplay between these variables.

In this experiment, we have formed three 3D scatter plots for each dataset. Our aim is to interpret all data to-
gether from a single viewpoint. Choosing different color enhance the interpretability of the graph. Matplotlib, a
popular Python plotting library, provides functionality for creating 3D plots which we have used in our cases. We
also import theAxes3D class from thempl_toolkits.mplot3dmodule tomake an appropriate 3D graph as needed.

On the contrary, Rotating a 3D graph means changing its viewpoint or perspective by adjusting the angles
fromwhich it is viewed. In the context of 3D visualization, rotation provides a better understanding of the spatial
relationships between data points.

Its orientation can be changed by rotating it along its axes. This dynamicmanipulation allows us to explore the
data from various angles, revealing hidden patterns or structures thatmay not be apparent from a single fixed view-
point. By interactively rotating a 3D graph, we can gain a more nuanced understanding of the three-dimensional
distribution of data points, which enhances our ability to interpret and analyze the presented information. For
this reason, we have also created a 3D graph with the rotation ability for each dataset. For this purpose, we have
used theMatplotlib library and also imported the Axes3D class from the mpl_toolkits.mplot3d module to create
a graph.
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7
Results Analysis

Result analysis refers to the process of examining, interpreting, and drawing some decision or conclusions from
the outcomes or findings obtained from an experiment, study, investigation, or any other process aimed at gather-
ing data. It involves a systematic evaluation of the collected information to derivemeaningful insights, understand
patterns, identify trends, and make informed decisions or recommendations based on the results. In this section,
we will shed light on our graphs which are made by BERTopic and evaluationmatrices from the two datasets and
make a conclusive decision to keep in mind the performance evaluation of the BERTopic.

Comparing the Two Datasets

Time and speed are related to each other and monitoring speed and performance is our main objective, so first,
we made two subsets, then started the experiment’s work from the sub-datasets. Then we worked with the entire
dataset in this experiment. In the beginning, instead of working with the entire dataset, we worked with sub-
sets to get a proper direction to work with the entire dataset. Among our main objectives, this is also considered
as an objective for this experiment. For this purpose, we started working with four parameters (n_components,
n_neighbors, min_samples (n_samples), and nr_topics in the Twitter-metoo dataset for the year 2018 which we
have portioned from the entire dataset. From now on, we have compared the direction with the Twitter-Covidr
dataset.
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Twitter-metoo with the 4 parameters:

Figure 7.1: Graph representation among the NMI score, number of topics, min_samples (n_samples) and the nr_topics for
the Subset of the Twitter‐metoo with the four parameters.

The followinggraphswill provide a clearer understandingofn_components, n_neighbors,min_sampleswhich
is denoted as n_samples as a variable in the experiment, and nr_topics’s performance of the BERTopic. From this
experiment, we get assurance that a lower value of n_components and n_neighbors is better for better results. For
this experimental dataset, n_components and n_neighbors gave the best outcome for the value of ”5”. These 2 pa-
rameters belong to theUmapwhich is a dimensionality reduction techniqueused for visualizing high-dimensional
data in a lower-dimensional space. While working with different combinations of 4 parameters at the first stage,
we got a clear idea of the performance of n_components and n_neighbors, but as the concept of min_samples
which is denoted as n_samples as a variable in the experiment and nr_topics parameters was not so clear, we again
decided that these 2 parameters needed to be observed in a larger scale; where min_samples(n_samples) belongs
to HDBSCAN which is a density-based clustering system, extending them to provide a hierarchical clustering
approach and nr_topic is an attribute of topic modeling.
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Figure 7.2: Graph representation among the QPcc score, number of topics, min_samples (n_samples) and the nr_topics for
the Subset of the Twitter‐metoo with the four parameters.

Figure 7.3: Graph representation among the QTcc score, number of topics, min_samples (n_samples) and the nr_topics for
the Subset of the Twitter‐metoo with the four parameters.
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Therefore, considering time and performance, the value of n_components and n_neighbors are fixed with
a low value, which is 5 for this experiment; we started the experiment again with different combinations for
min_samples (n_samples) and nr_topic. After running this experiment, and observing the results, and all our
uncertainties are removed. Considering the results, we realized that the results are not good for the small value of
min_samples (n_samples). The best performance area for min_samples (n_samples) is the mid-range value. For
example, in the case of this experiment, good results are coming for 7, 9, and 11.

Figure 7.4: Graph representation among the NMI score, number of topics, min_samples (n_samples) and the nr_topics for
the Subset of the Twitter‐metoo and Twitter‐Covid with the 2 parameters.
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On the other hand, nr_topics also does not perform well at minimal values. The nr_topics outcome gives
pleasant results in mid-range to high-range. It is imperative to mention that the values we set for nr_topic are not
always the number of topics we get as output. It mostly depends on the number of min_samples (n_samples).
For example, when we worked on the Twitter-metoo dataset in the 2nd stage, we set the value of nr_topic to 35
and the values of other combinations were n_components = 5, n_neighbors = 5, min_samples (n_samples) = 17;
In this case, as a result, I got the number of total topics as 23. NMI, QPcc, and QTcc values are available based on
the number of total topics. So it can be said that the number of topics is essentially impactful on the performance
of BERTopic.

Figure 7.5: Graph representation among the QTcc score, number of topics, min_samples (n_samples) and the nr_topics for
the Subset of the Twitter‐metoo and Twitter‐Covid with the 2 parameters.
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For the subset of the Twitter-metoo, NMI values were obtained between 0.42 and 0.43 which is relatively
high and close to 1. It suggests a good level of agreement between the true labels and the predicted labels obtained
from the clustering algorithm. On the other hand, for the subset of theTwitter-Covid, theNMI values (0.484305
- 0.485520) suggest that the clustering algorithmhas performedwell in terms of capturing the underlying patterns
in the data. The closeness of these values indicates a consistent level of agreement, and they are relatively high, sug-
gesting that the clustering results are similar to the true labels. On the contrary, for the entire set of Twitter-Covid,
the NMI values (0.308945 - 0.311604) recommend that values are moderate but not particularly high. TheNMI
values suggest that the clustering algorithm’s performance is decent and can able to address 30-50 percent of the
community according to the length of the documents, but may not be as strong as in cases with higher NMI val-
ues.

Figure 7.6: Graph representation among the QPcc score, number of topics, min_samples (n_samples) and the nr_topics for
the Subset of the Twitter‐metoo and Twitter‐Covid with the 2 parameters.
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In this study, we estimated two types ofmodularity, in particular, a traditional approach and the remaining one
is TF-IDF-based modularity. Traditional community detection mainly focuses on link analysis or the topological
structure of the network. Communities identified by thoseworks often incorporate different topics since stronger
connections represent the interactions that occur across several different topics, which confuses the meaning of
the community and even misleads or mixes the meaning of the community [10]. On the other hand, the TF-
IDF-based approach can identify communities from the perspective of both topics and link structure. From this
experiment, we wanted to compare the performance of these two modularity approaches within the same frame-
work.

Figure 7.7: 3D projection among the min_samples (n_samples), num_topics and NMI, QPcc, QTcc for the Subset of the
Twitter‐metoo and Twitter‐Covid with the 2 parameters.
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Entire Dataset of the Twitter-Covid with the 2 parameters

Figure 7.8: Graph Representation for the entire dataset of the Twitter‐Covid with the 2 parameters.
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For that purpose, we have gathered traditional modularity (QPcc) values between 0.274198 - 0.261223 for the
subset of Twitter-metoo while running the combination of four parameters. This value is positive, indicating the
presence of community structure in the network and the network is moderately partitioned into communities.
The communities are relatively cohesive internally but may have some connections to nodes outside their com-
munities. Higher modularity values are generally desirable as they indicate a more clear separation of nodes into
distinct communities. When we were making more specific observations with the same subset i.e. keeping two
variables fixed and experimenting with combinations with the other two, we found the value of traditional modu-
larity to be 0.254338 -0.260494. Themin_samples (n_samples) value of the mid-range due to the modularity has
increased from 0.261223 to 0.274198, indicating an improvement in the clarity and cohesion of communities in
the network.

On the other hand, When we were making more specific observations with the Covid subset i.e. keeping two
variables fixed and experimenting with combinations with the other two, we found the value of traditional mod-
ularity to be 0.299809 -0.300601. The modularity has increased from 0.299809 to 0.300601, indicating that a
modularity of 0.300601 indicates a very slight improvement in the community structure compared to the modu-
larity of 0.299809. The communities are slightly more cohesive internally, and there is a slightly better separation
between communities. Furthermore,Whenweweremaking specific observationswith the entireCOVIDdataset,
i.e. keeping two variables fixed and experimenting with the other two variables, we found the value of traditional
modularity to be 0.156750 - 0.157597. The min_sample value of the mid-range and due to the modularity has
increased from 0.156750 to 0.157597, indicating that the values of themodularity suggest that the network is par-
titioned into communities. Still, the cohesion within the communities and the separation between communities
may not be firm.

On the contrary, we have obtained TF-IDF-based modularity values too. For the subset of Twitter-metoo
while running the combination of four parameters we have gathered TF-IDF-based modularity (QTcc) values be-
tween 0.356972 - 0.369101. The difference between these two modularity values suggests that 0.369101 has a
more well-defined and distinct community structure compared to 0.356972. Higher modularity values generally
correspond to better-defined communities within the network. When we were making more specific observa-
tions with the same subset i.e. keeping two variables fixed and experimenting with combinations with the other
two, we found the value of TF-IDF-basedmodularity to be 0.350252 - 0.359130. A TF-IDF-basedmodularity of
0.359130 indicates an improvement in the community structure compared to the TF-IDF-based modularity of
0.350252. The communities are more cohesive internally, and there is a better separation between communities
based on the topics. On the other hand, when we were making more specific observations with the covid subset
i.e. keeping two variables fixed and experimenting with combinations with the other two, we found the value of
TF-IDF-based modularity to be 0.393703- 0.394741. These values are positive, indicating the presence of com-
munity structure based on the TF-IDF representation. TF-IDF-based modularity of 0.393703 suggests that the
documents are partitioned into communities based on the TF-IDF values, which highlights the importance of
terms in the documents.
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Moreover, When we were making specific observations with the entire COVID dataset, i.e. keeping 2 vari-
ables fixed and experimenting with the other 2 variables, we found the value of TF-IDF-based modularity to be
0.222744 -0.223850. The min_samples (n_samples) value of the mid-range due to the modularity has increased
from 0.222744 to 0.223850, indicating that a small improvement is seen in the community structure compared
to the TF-IDF-based modularity of 0.222744. A higher modularity value generally indicates better-defined com-
munities within the network based on the TF-IDF features.

Consequently, in comparison to the two types of modularity, it is clearly evident that TF-IDF-based modu-
larity has a better performance than the traditional modularity-based method when the importance of terms in
the documents is at least as important as the link. It is certainly apparent that TF-IDF-based modularity contains
much less noise than traditional modularity and is more robust in the context of Topic modeling.
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8
Conclusion

In summary, this research delved into the time efficiency and performance aspects of BERTopic, particularly con-
cerning the parameter configurations of UMAP andHDBSCAN. The evaluation process was pivotal in assessing
the effectiveness of the UMAP and HDBSCAN within the context of BERTopic, focusing on goal-oriented ac-
tions and their relevance in analyzing efficacy.

The study meticulously outlined a comprehensive planning methodology encompassing dataset acquisition,
preprocessing techniques, the Topic Modeling phase, evaluation metrics, and result analysis. Employing various
data visualization techniques, such as graphs, bolstered the depth of the analysis. The outcomes of this research
yield valuable insights into the intricate relationship between BERTopic’s performance and community elucida-
tion. Our experimentation involved real datasets, demonstrating that our approach effectively discerned more
meaningful communities. The quantitative evaluation served as a yardstick for assessing the quality of clusters or
topics generated by clustering algorithms, specifically BERTopic.

No model is perfect, and BERTopic is definitely no exception. TF-DF plays a significant role in BERTopic by
selecting essential terms for topic modeling, improving topic interpretability, reducing noise, and enhancing the
overall performance of the topic modeling process by focusing on terms that provide more discriminative power
across the corpus. While TF-IDF has notable strengths, it does have limitations, particularly in capturing the rela-
tionships between words, especially synonyms.

As part of future research, we want to investigate some new techniques that can overcome the limitations of
TF-IDF aiming to improve its performance and effectiveness.TF-IDF can be combined with other techniques
such as TextRankwhen used as an unsupervised approach to enhance the performance or achieve specific goals in
the context of topic modeling with BERTopic. This integration can lead to more accurate, comprehensive, and
contextually relevant results in various NLP tasks such as topic modeling, especially in BERTopic.
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