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Abstract

Tensor Networks are a tool from quantum information theory to describe many-body
quantum systems. It has been shown that states arising from Tensor Networks in 1D (Matrix
Product States - MPS) accurately describe ground states of local, gapped Hamiltonians.
The same project for higher dimensional systems is currently the subject of great efforts.
However, quantum many-body systems in dimension 2 or greater can exhibit much richer
behaviour than their one-dimensional counterparts. One of the hallmarks of this is the
scarcely understood notion of topological order. It has been shown recently, that Projected
Entangled-Pair States (PEPS - Tensor Networks in 2D) can describe chiral topological
states, that lie in the ground state manifold of a certain class of gapless Hamiltonians. In
this work, we try to perturb the Hamiltonian into a gapped chiral phase. We will then
study, whether this gapped, chiral phase can be described in terms of PEPS or how the
PEPS-construction has to be modified to accommodate for this kind of behaviour.
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Chapter 1

Introduction

During the last years, the field of Tensor Networks has seen an explosion of results in
several directions. This is specially true in the study of quantum many-body systems, both
theoretically and numerically. There are many reasons to approach problems in Condensed
Matter Physics with this new method.

The general problem in many-body physics is the spectral resolution of Hamiltonians.
In this work we will consider systems on a lattice where on each site either spins reside or
electrons that are allowed to hop. Although this is already a strong simplification, such
systems are believed to accurately describe certain materials and, most importantly, also
host some important phenomena observed in continuous Condensed Matter systems such
as superconductivity, Bose-Einstein condensation and the Quantum Hall Effect. However,
this simplification maintains a big obstacle for the spectral resolution of Hamiltonian:
the exponential growth of the Hilbert space associated to the system with the number of
particles. Thankfully, not all quantum states in the Hilbert space of a many-body system
are equal: some are more relevant than others. The main reason is that many interactions
in Nature, and therefore the physical Hamiltonians, are local. This translates into Hilbert
spaces in the sense that ground states or lower energy states have some strict properties
that characterize them. For example, as we shall see, ground states of gapped and local
Hamiltonians obey the so-called area law for the entanglement entropy. This means that
the "amount" of entanglement of a state between a compact region and the remainder
space scales, for a large enough region, with the boundary, not with the bulk. Intuitively
this indicates that the quantum correlations are concentrated on the border of the region,
not inside.

Tensor Networks methods represent an appropriate language to describe ground states
and lower energy states, states that usually occupy a small but physically relevant corner
in the Hilbert space. This description involves networks of interconnected tensors, which in
turn capture the relevant entanglement properties of the system on a lattice. Entanglement
is already known as a fundamental property in Quantum Information that is a potential
resource also for applications such as quantum cryptography or quantum computers. Besides
that, it plays an important role also in Condensed Matter: the structure of the entanglement
(quantum correlations) between constituents of a system should hold some physical meaning.

7



8 CHAPTER 1. INTRODUCTION

In particular, it is expected that this structure depends on various factors, such as the
dimensionality of the system, the presence of criticality or correlation lengths. However,
the usual approach of describing quantum states by merely give coefficients of wavefunction
does not give any intuition about the structure of entanglement. It is desirable, thus, to find
a way of representing quantum sates where this information is explicit and easily accessible.
As we shall see, Tensor Networks have this information directly available in its description
in terms of a network of quantum correlations. In a way, we can think of Tensor Network
states as quantum states given in some entanglement representation.

In the present work, we are going to investigate a specific field in Condensed Matter
Physics by Tensor Networks, i.e. topological order. A central goal of Condensed Matter is
to characterize phases of matters. Some of them, such as magnets and superconductors,
can be understood in terms of the symmetries that they spontaneously break, following
the very general principles of the Landau-Ginzburg theory. However, in recent decades, it
has become apparent that there can exist a more subtle kind of order in the pattern of
entanglement of quantum ground states at zero temperature. The concept of topological
order was initially introduced to describe the quantum Hall effect. The state of this system,
for example, has the fundamental property that it is insensitive to smooth changes in
materials parameters and cannot change unless the system passes through a quantum phase
transition. These properties can be understood as consequences of the topological structure
of the quantum state. One theorized application would be to use topological ordered states
as media for quantum computing in a technique known as topological quantum computing.
These states, being resistant to local perturbation, can maintain easily the pattern of
quantum entanglements, reducing significantly the effect of decoherence.

The notion of topological equivalence is a reference frame for classifying topological
systems. The ground states of two gapped Hamiltonians are said to be topological equivalent
if they can be adiabatically connected without closing the energy gap. The topological
property we are going to study is the Chern number: this is a property that can be
explicitly calculated from the state of a system and results to be always an integer. As we
will explain, a system with a boundary and with Chern number non-trivial exhibits a chiral
edge electronic mode.

The system we will study is a translational invariant gaussian fermionic state on a two
dimensional lattice written directly in terms of a given Tensor Network. This state happens
to be at the phase transition between different phases with different Chern numbers. The
aim of the work is to understand whether the topological states inside the phases can also
be described by a Tensor Network. The method used is perturbative: starting from the
Hamiltonian on the phase transition that has the given Tensor Network as a ground state,
we made a perturbations in the topological phases and find the new ground states; then we
will try to perturb the Tensor Network in order to obtain an other Tensor Networks able to
describe the new ground states.

The present work is organizes as follow:

e In chapter 2, after a brief introduction of some background notions, we will introduce
the general framework of Tensor Networks for spin systems on a lattice: Tensor
Networks in one dimension are called Matrix Product State (MPS), while in two or



higher dimensions are called Projected Entangled Pair States (PEPS). In particular
we will see their definitions in a constructive approach where the deep spirit of Tensor
Networks resides. We are going also to give motivations of their utility, in particular
on the possibility of approximate certain class of ground states by them.

In chapter 3, we are going to extend Tensor Networks to fermionic systems on a two
dimensional lattice; in particular we will focus on gaussian fermionic PEPS (GFPEPS),
giving their definition and presenting an useful formalism to treat them efficiently.

In chapter 4, we are going to introduce some notions of Topology in Condensed
Matter; in particular, we will define the Chern number that will be the topological
property that allows chirality in the GFPEPS studied in the next chapter. Besides,
we will present a proof showing that actually a certain class of GFPEPS cannot be
chiral.

In chapter 5, we will studied an example of chiral GFPEPS; it happens that this state
appeared as ground state of local gapless Hamiltonian, indicating that the GFPEPS
may be interpreted as a point of phase transition between different topological phases.
Perturbing this Hamiltonian quadratically, we try to enter in these gapped topological
phases computing their ground states: the aim is now to understand if these perturbed
chiral ground states of gapped Hamiltonians can be describe by GFPEPS. The proof
in the previous chapter is a strong indication that this is not strictly possible, however
it does not rule out other possibilities, such as approximating them by GFPEPS.
Nevertheless, we will find again a negative answer.

In chapter 6, we will summarize the results of the previous chapter and we will present
further possibilities that are left open in order to understand whether the framework
of PEPS can be used to describe chiral ground states of gapped Hamiltonians in two
dimensions.
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Chapter 2

Tensor Networks

2.1 Background

2.1.1 General framework

We will always consider many body quantum systems on D-dimensional lattices with
periodic boundary conditions and N sites: eventually, we will take the thermodynamic
limit N — oo to study the emergence of critical properties. In particular, in 1-dimension
we will consider rings, while in 2-dimension we will study systems on tori. Each lattice
site contains a single quantum system: in section 2.2 we will place a d-dimensional spin on
each site, i.e. a quantum system living in an Hilbert space C?. In the next chapters we
will consider instead fermionic systems, in which each site can contain a fermion or, more
generally, fermionic modes. Then we will encounter creation and annihilation operators
for each mode for each sites that follow the usual anticommutation relations. Another
possibility would be to consider bosonic system with commutation relations, but we will
not treat this case.

2.1.2 Gapped and gapless Hamiltonians

The lowest energy eigenvectors of an Hamiltonian H form a subspace G of the Hilbert
space H of the system space, the ground space. If the ground space is one-dimensional, the
ground state is unique, otherwise it is called degenerate. The Hamiltonian gap is the energy
gap from the ground space to the first excited state, so

AE = inf (H)— Ey, 2.1
|¢>€H\g<> 0 (2.1)

where Fjy is the ground state energy. The concepts of gapped and gapless Hamiltonians are
valid if we consider a family of Hamiltonians in the thermodynamic limit N — +oo. If in
this limit AE — 0, H is said to be gapless, otherwise it is gapped.

11
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2.1.3 Area law

A fundamental question that arises when we consider a state on a lattice is how the entropy
of a subregion R scales with the size of that region. The entropy we consider now is the Von
Neumann entropy defined in A.2: this is an interesting quantity since it indicates the amount
of entanglement (quantum correlations) between R and the remainder space. Naively, one
can think that the entropy scales extensively with the size, meaning S(pr) = O(R), as
entropies in statistical mechanics. This is indeed the case for a "random" quantum state:
one can define such random vectors using the Haar measure of the unitaries acting on the
Hilbert space and finds that the expectation value of the entanglement entropy takes the
maximum value (S(pgr)) ~ Vol(R)logd (A.2), up to exponential small correction in the
size of the total lattice due to finite size effects.

However the extensiveness of the entropy does not hold in specific cases with physical
relevance: in such cases, instead, the entropy scales with the boundary of the subsystem,
following the so called area law. A quantum state on a D-dimensional lattice satisfies the
area law for the Von Neumann entanglement entropy if for every subregion R of linear size
L (and then Vol(R) ~ LP, where L refers to the number of sites) the entanglement entropy
of the reduced state on the subregion scales with the boundary of the region:

S(pr) = O(|OR]) (2.2)

where Vol(OR) ~ LP~!. More mathematically precise, the Area Law makes sense only with
a state in the thermodynamic limit, where the number of lattice sites N — +o00. Without
pretending a formal definition of this limit, a state ¥ on the "infinite" lattice is well defined
only as a limit of states on a finite lattice, let’s say {1 N}j(,ozol. Let’s consider translational
invariant states and an arbitrary region R placed anywhere on the lattice. Then, a more
precise definition of a state satisfying the area law is given by

dc | VN and VR, S(pn,r) < c|OR|, (2.3)

where OR is the boundary of R and px g is the reduce density matrix on R of the quantum
state ¥n:

PN.R = 0\ 31, (10N (O ]).- (2:4)
Such an area law has been proven to be valid for a number of cases [5]:

e for any gapped one-dimensional system with a unique ground state;

e for gapped free bosonic and fermionic models (for models where the Hamiltonian can
be written as a quadratic polynomial in the creation and annihilation operators) in
any dimension;

e for free bosonic models, even for critical (gapless) models for cubic lattice in dimension
D >1;

e for tensor networks in any dimension with fixed D, as we will prove in sections 2.2.3
and 2.3.2 in one and two dimension (but the result is easily generalizable to higher
dimensions): this is at the very insight why gapped quantum many-body systems can
actually be numerically simulated by tensor networks;
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e for states defined on a line where the correlations decay exponentially.

We notice that from the first, second and fifth case there is a strong evidence that
gapped many-body systems generically satisfy an area law. The fact that all these physically
relevant states have this strict property allows us to approximate them by Tensor Networks.

On the other hand, for critical systems, the known result about bosons does not rule
out the possibility that other critical systems violate the area law. In particular, it was
proven that critical free-fermionic systems do not satisfy an area law: for a cubic lattice in
D-dimension, one has

S(pr(zy) = O(LPlog L), (25)

which is slightly more that an area law would suggest.

2.2 MPS

The acronym MPS stands for matriz product state, that is a convenient way to write a many
body quantum state on a 1-dimensional lattice. We specify the definition in the periodic
case with position independent matrices (translational invariant (TT) MPS). Precisely, we
consider N sites aligned on a ring, labelled by r € Z, where we make the identification
between the sites at » = N 4+ 1 and r = 1. Each site r contains a spin (physical spin)
that lives in an Hilbert space H, = C% with basis {|a,)}%_,. A general quantum state
[9) € (CH®N can be written in terms of this basis as

d

Wy =" > " Way---ay) € (CHEV, (2.6)

ai,....,ay=1

where ¢*1"*N are complex coefficients. We note that the number of complex parameters
needed to specify a generic state is d" (precisely d — 1 by the normalization, but we will
neglect all the normalizations in the following).

The MPS representation of a state 1) € (C*)®V is given by a set of d matrices labelled
by a: {M®},=1,.4, where, for each a, M is a D x D complex matrix with indexes
a,8=1,...,D. D is called the bond dimension. In terms of these matrices M%, the MPS
state is written as

d
)= D w(M - M™)jar--ay) € (CHEV. (27)

ai,...,any=1

The number of complex parameters needed to specify the MPS is dD?.

As we just stated, the definition 2.7 was given for TI MPS with periodic boundary
conditions. Actually, we can generalize such definition introducing a family of matrices
{Ma}d_, for each site r. So, the trace should be written as tr(M{" --- M3V), where the
subscripts indicate the dependence on the corresponding site. Here the parameters needed
are dND?. A further generalization is given if we allow different sized matrices: for each
we choose D, x D, dimensional matrices M/ ; the bond dimension is then defined as
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D = max{D,}_,. Another possible definition is given for systems with open boundaries (a
chain instead of a ring): M{ and My, are chosen to be row and column vectors respectively
and, instead of the trace, the coefficient is simply given by the number M{* --- MM,

The first question that arises is whether every state on an IN-lattice can be represented
by an MPS. The answer is yes as we are going to prove in a while, but first two comments
are in order. Clearly, to write a generic state in this form we would need a bond dimension
that includes the exponential freedom of a generic state: then, D should grow exponentially
with IV if we want to recover all the states in the N-lattice as N increases. Secondly
we note that when we talk about the entire Hilbert space (C%)®V the geometry of the
space (in our case the ring) is totally irrelevant. Indeed, the convenience of MPS does not
come from their ability to describe all the states, that is a quite useless property since
we would require exponentially increasing bond dimensions: we will see, instead, that the
convenient property comes from the fact that the physically relevant quantum states are
"well described" by MPS, in the sense that the bond dimension grows only polynomially in
the number of sites. We anticipate that for "physically relevant states" we mean usually
low energy states of local Hamiltonians over lattices: generally speaking, the entanglement
content of these states is usually limited to the correlations between neighbouring sites and
this is mainly the property that allow an efficient MPS description.

Nevertheless, we prove now that every state in an Hilbert space (C%)®V can be written
in the MPS representation with open boundary conditions, i.e. there exist the families of
matrices {{M2}_}V | (the first family {M{}9_, is actually composed by row vectors,
while the last {M$&}9_, has column vectors) such that

d
[Wy=" D M- Mylar---aw). (2.8)

a1,...,aN:1
The proof proceeds by iterative singular value decomposition (A.1) on the lattice sites. We
start from the generic state

d
|’¢)> = Z Cal"'aN|a1 aN> (29)
ay,...,any=1
We define a matrix ¥y d x d¥~! from the coefficients "N grouping together the indexes
(CLQ""7QN):
\IjClllv(a%---vaN) = ca1-~~aN. (210)
The we proceed with the singular value decomposition of ¥y in the conventions of A.1:
71 T1
s o) S5 g, Dy (1), ) = 3 0 0, @11
a1=1 a1=1
where we have defined M7, := Uy a1 Dajay and ¢, %27V = (VT)al,(GZ"”’aN). We consider
{Mlal}glzl as a family of row vectors. We found our first family in (2.8)! The next step
consists in the definition of the matrix ¥y of dimension r1d x d¥—2:

2(a1a2)7(a3'"aN) = 0o, 12N (2.12)
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Applying again the singular value decomposition on ¥y, we obtain

1

ai--an _ ay a2),(az-an)
¢ = > ML Wy
a1=1
T1

72
- Z Z MillOélU(al a2),a2DOé2062(VT)QQ,(GSW.’GN) (213)

a1=1as=1

] 9
—. al az as---an
- E : § : Ml a1M2 alagcaz )

a1=1az=1

with analogous definitions as above. We then have found also the second family of matrices

{M3? }g2:1' Proceeding in this way iteratively, we finally obtain

1 TN
N = N N M ME2, e MR, = MM MY (2:14)

a1=1 any=1

giving the MPS representation (2.8) we wanted.

We notice that at each step, r; is the Schmidt rank of ¥;, an (ry---rji—1d) X an—i
matrix. Then, for an arbitrary state the bond dimension, given by the maximum of r;, is
exponential in N as we expected. For an arbitrary translational invariant state on a finite
ring it is also possible to construct a translational invariant MPS [12].

In the following, we will always considers translational invariant tensor networks on
lattices with periodic boundary conditions. Since in this form each family of matrices
{M*}4=1.. 4 is independent on the lattice position, we can take the thermodynamic limit
N — 400 of the system on the ring to study critical properties of the MPS, maintaining
fixed the number of parameters. The same will apply also for PEPS.

2.2.1 Construction of MPS

At a first sight the definition 2.7 of MPS might appear quite intricate, but we present now
two equivalent ways to construct it. In particular, we will need these two approaches when
we will define gaussian fermionic PEPS: it will be useful to understand the correspondences
between the two perspectives so we could easily jump from an approach to the other.

Valence bond construction

To construct the MPS, we assign temporarily a pair of virtual spins of dimension D to
each site, called respectively left spin and right spin. We fix the basis of the virtual spins
{Ja)l1P_ € HL = CP for the left spin and {|a)"}P_; € H! = CP for the right spin.

The initial step for the valence bond construction is the maximally entangled virtual state
in which, for each consecutive sites, the state is represented by |w) = S>2_| |aa), where the
first « refers to the right spin of the left site and the second « to the left spin of the right
site (to make it clear, we should write |w,) = 25:1 la)7 @ |a)! 1, however in the following
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we will skip these indices). The total initial virtual state is then the tensor product on all
the consecutive sites:
D
|Q) = Z layaraiagas - ay_jany_jay) € (CD ® (CD)®N (2.15)

at,...,any=1

(here the first two indices refer to the first site, the third and the forth to the second site and
so on). The next step of the construction consists in the local linear mapping from the two
virtual spins to the physical spin of the same site. The map on each site r is represented by

d D
Gr=>_ > Migla)(apl, =: 1. (2.16)

a=1 af=1

Here, we have reinserted the site indices to emphasize the fact that the tensor M is
independent on r. Applying the map ¢, to each site, we obtain the MPS

) = (é) qbr) ) =

(2.17)

= # € (Ch)®N,

From this construction approach to MPS we understand better the meaning of the
bond dimension D. We note that for D = 1 the initial virtual state in 2.15 is completely
separable and the same for our final MPS. Increasing the bond dimension corresponds to
increase the entanglement content of the state |2) e consequently of |1): in this way, we
create an hierarchy between the MPSs described by the value of D.

"We introduce now a graphical language that is usually used to visualize Tensor Networks easily. A
tensor (for us simply a multi-index object like M) is represented by a box; each index, associated to a bra
or ket (graphically, we do not distinguish bras and kets since an isomorphis connects them), corresponds
to a line, vertical for physical indeces and horizontal for virtual ones. The contraction between tensors is
represented by connecting the two corresponing blocks.

In the following of this chapter, to avoid misunderstandings, we will keep both the graphical and the
standard representation of states and operators.
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Fiducial state construction

The other equivalent construction starts from a fiducial state, either physical and virtual,
[¢r) = M7 |ar; arBr) placed on each site. As one can notice, the fiducial state is in one
to one correspondence with the local map between virtual and physical of the previous
construction. The total fiducial state |®) is then the tensor product of the local ones:

N
) == R [6,)- (2.18)
r=1

The second step consists in a projection acting only on the virtual level. The projector on
two consecutive sites is given by |w)(w| with |w) = 25:1 |acr) where, as before, first as of
the "ketbra" correspond to the right spin of the left site and vice versa for the second as.
The total projector is then

D D

|2)(Q] = Z layaiorag - - ay_1an_1aN) Z (BNBLB1S2 - - Bn—1BN-18N|.

al,...,any=1 B1ye-Bn=1
Finally, the final physical state is obtained tracing out the virtual spins:

N

N
[) (¥l = Trv (12)(2 Q) 16r) R)(¢s]12)(42]). (2.19)

r=1 s=1

Clearly, when we sum over the basis vectors of the virtual space, the above expression

simplifies:
N

N
)] = (U Q) ér) Q) (@sl1) (2.20)

s=1
and then

N
[¥) = (21 Q) |¢), (2.21)

that corresponds to the state obtain in the valence bond construction approach. As can be
noticed, at the end the two methods are simply related by the exchange of bras with kets
in the virtual Hilbert space. When we will introduce fermionic PEPS, we will follow the
fiducial state construction that appears more intuitive than the other approach.

2.2.2 Parent Hamiltonians

Given an MPS state [¢), we can always easily construct a local and frustration free
Hamiltonian that has |¢) as ground state. We write it as

H = Zhr’ (2.22)

where each term h, acts on the neighbouring sites of r, up to a range < N (in particular
independent on N). Frustration free Hamiltonian means that every ground state of H is
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also ground state of each local term h,. Equivalently, a particular ground state of H is
ground state of each h,: indeed, in the case of degenerate ground states, it cannot happen
that a state is ground state of H and not of a certain h, while another is ground state of
every hy.

We proceed with the construction of a parent Hamiltonian for a generic MPS, where
the local h, acts on two neighbouring sites. We start constructing the term h; acting on
sites 1 and 2. The reduce density matrix for these two sites is

pa= Y. te(MOM M- MV)|ay, ag){by, boltr(M* MP M - .. MON)*

2.23
>
i
We define a set S of states in (C%)®2 in the following way
Sp 1= 4> (MM X)|a,b)| X € L(CP) » = X ;. (2.24)

a,b

We prove now that Supp(p2) C Sy. The support of a matrix is the orthogonal space to the
kernel: so we just have to prove that S5~ C Ker(pz). A generic element of |v) € (C%)®2 of
Sy satisfies

> e (MOM°X)(v]a, b) = =0, VX € L(CP). (2.25)
a,b
Then |v) € Ker(p2) since, from 2.23 and 2.25,
> e (MOMOM - - M*N)(vla, b) = 0. (2.26)
a,b
We define now )
h:=1%? —1Ig,, (2.27)

where Ilg, is the projector on the subspace Sz and 1 is the identity operator on one single
site. We notice that h > 0 since a projector has eigenvalues 0 and 1. From the property
Supp(p2) C S2 we have that if |¢p) € Supp(p2) then h|¢) = 0. In particular, our MPS
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4} € Supp(p2) 2, so 7z|w> = 0. If now we construct h for every pair of neighbouring sites,
the local term h, that we wanted to obtain is

hy = 1971 @ h @ 18N ~i-1, (2.28)

Each of these local and positive terms annihilate the MPS |¢), so we end up with a local
frustration free hamiltonian that has [¢) as ground state.

The above parent Hamiltonian has been constructed by local terms 192 —TIlg,. Actually,
the only sufficient requirement to have a local and frustration free Hamiltonian is to find
an operator that is null on the set Sy. In particular, from an operator A € £((C%)®?) that
annihilates Ss we can construct a local term of the Hamiltonian by

h=AA. (2.29)

We notice that % is hermitian and semi-positive?. To find such an operator we propose
the following method. Consider the following incomplete MPS on two sites: we place the
fiducial state on the first and second site and we project only the right virtual spin on the
first site with the left virtual spin on the second site, obtaining the virtual+physical state

|ip2) = =YY MigMG |a,bia, ) = . (2.30)

a7b a7/37’y

By the Schmidt decomposition, we can bipartite this state between the physical and virtual
spins, obtaining

o) = YOIV = Y , (2.31)

Z

for some orthogonal |P;) € (C%)®2 and orthonormal |V;) € (C”)®2; we absorb the Schmidt
coefficients in |P;). Now we take the trace over the virtual spins:

02 = ; |Pz><Pz| = ; . (2.32)

2This is a quite obvious property: every pure state |1)) is in the support of every density matrices
pa constructed from it or, more precisely, on the support of pa ® llg, where 1 is the identity on Hp,
the complementary Hilbert space respect to Ha. In fact, if [¢) is our state, we can decompose it by the
Schmidt decomposition on the generic bipartition AB: 1) = 3. Ai|¢:)|¢;), with the usual conventions
reported in A.1. If we trace out the subsystem B, we obtain pa = tre(|¥)(¥|) = 3, A\|¢i){(¢:|. So, if
|v) € Supp(pa @ 15)" = Ker(pa) @ Hp, then (v|(|¢i) ®|¢')) = 0 Vi and V|¢) € Hp. This implies (v|t)) = 0
and then |¢) € Supp(pa ® 1B).

W), (IAlY) = (WA Al) = [Al)]* > o.
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We claim that in order to satisfy ASy = 0, it is sufficient to satisfy

(2.33)

Supposing that this operator exists, now we are going to prove that ASy = 0. From the
last equality, we conclude that

(2.34)

since |P;) are orthogonal due from the Schmidt decomposition. A generic element in Sy
is written as 3, tr(MeM®X)|a,b) with X € L(CP) ~ (CP)®? (then we can consider the
state |X) from the isomorphism). We just need to show then A, , tr(M®*M®X)|a,b) =0
or, rewriting in terms of (X|: 7

AN (X MM Ja, by o, y) = : (2.35)
a‘)b a:ﬂv')’

a,b

(2.36)
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We conclude that finding operators that satisfy (2.33), we can construct easily local and
frustration free parent Hamiltonians. This will be the method we will use for gaussian
fermionic PEPS.

We notice that the parent Hamiltonians we constructed in this section could have
degenerate ground states. Nevertheless, there exist some results ([14]) that assures some
control on the ground state: in particular, if the MPS is injective, that means that the
map & (2.16) from the virtual system to the physical one is injective, then the parent
Hamiltonian constructed in the way above has an unique ground state, our MPS. With a
weaker condition on the initial MPS, i.e. that the MPS is G-injective with G a finite group
4 the degeneracy of the ground state of the parent hamiltonian is equal to the number of
conjugacy classes of G (that is also the number of irreducible representations of G) (see
2.16 for more details). The control on the degeneracy of the ground state is an important
property when we go in the thermodynamic limit: it is proved, indeed, that the local parent
Hamiltonian we can construct from the injective and G-injective MPS is gapped.

2.2.3 Properties of MPS

o (Area Law) MPSs satisfy the Area Law defined in 2.1.3. Notice that we need to
consider a translational invariant MPS in order to be able to extend an MPS in the
thermodynamic limit. To prove the statement we try to find an upper bound for
the entanglement entropy of a subregion of our 1-dimensional lattice. Let’s take a
generic MPS described by the family of matrices {A?}¢_; with bond dimension D on
an arbitrary N-sites lattice. We consider a subchain of length L and rewrite the MPS
|1)) as a sum of states belonging to the region L and the region N \ L:

D
) = D el B)w (e, B) (2.37)
a,f=1
where
d
Wr(e,B)) = > (M@ M%)plar - ag),
a1,...,a§:1 (238)
U\, B)) : = Z (MOE+Y o M) golapsr - an).

aL+1,,..,aN=1

The reduced density matrix is then in the simple form

D
pr= Y. Xolwr(a, ) (Wi, 8) (2:39)

avﬁ’alvﬁlzl

4We introduce the definition of G-injectivity for completeness, but we skip further details. Given a finite
group G with unitary representation Uy, we say that an MPS tensor M is G-injective if
e Va,g, Uy MU} = M® and
e the inaplg has a left inverse on the subspace S = {X|[X,U,] = 0,Vg} of invariant matrices, i.e.
IETHETE = 1s.
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with certain coefficients Xg,%,. We note that rk(pr) < D?. We know that the Von
Neumann entanglement entropy is bounded by logrk(pr) (see A.2), then

S(pr) <logrk(pr) < 2logD. (2.40)

We notice that this upper bound is independent on N and on L, then the MPSs
satisfies the 1-dimensional Area Law S(pr) = O(log D).

(Correlations) It can be show [10] that the correlation functions of an MPS decay
always exponentially with the separation distance. A correlation function is usually
defined as the correlation for between two local observables defined for each 7:

C(r) := (0s04,) = (0s){O4y), (2.41)

where O, and O). are the local observables acting on the r-site or in the neighbourhood
of it. C(r) is independent on s if the state and the observables are translational
invariant. For every MPS then we have:

C(r) ~ e € (2.42)

where £ is the correlation length given by

1 .1

== TEIJPOO - log (C(r)) . (2.43)
The exponential decay is typical in ground states of gapped systems: this is an
indication that MPS are able to approximate well this type of states.

(Ground states) Tt is proved [17] that states that satisfies an area law in one dimension
can be well approximated by MPS. In particular, in section 2.1.3 we said that states
with exponentially decaying correlations satisfies an area law. In particular then,
ground states of local gapped Hamiltonians are well described by MPS, since they have
exponentially decaying correlations. Actually, MPS can do some more work: there
exists an efficient scalable representation also for ground states of critical (gapless)
systems in term of MPS [17]. Operationally, the possibility to approximate ground
states of critical systems does not means that we can find the real correlations by
an MPS. Usually, what can be done is computing the correlations of a critical state
using an MPS representation on IV sites up to a certain range: if one wanted to
find correlations on longer distances, one should increase sufficiently N and, then, D
(but at maximum only polynomially as we shall show below). We remark the fact
that this does not mean that MPS can describe critical systems, but only that they
can approximate them for each N with a bond dimension that not does not diverge
exponentially.

Nevertheless, for both gapped and gapless system, MPS are quite efficient in the
following precise way: let’s consider a family of states |¢n), for increasing N, that we
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want to approximate with an MPS |[¢n(Dy)) with bond dimension D(N) such that
the error made by the approximation is bounded by

€

[lon) — [N (DN < N% (2.44)

with a fixed e. Then it can be show [17] that the bond dimension scales polynomially
if the system satisfies an area-law for a Renyi entanglement entropy S, (A.3):

D(N) ~ O(N7@)), (2.45)

With some corrections, always polynomial in IV, these results hold also for ground
states of critical systems that does not satisfy an area law, for example free-fermionic
systems for which

S(pr) = O(log L). (2.46)

2.3 PEPS

Projected Entangled Pair States (PEPS) constitute a natural generalization of MPS to
two and higher bond dimensions, motivated by the quantum information perspective on
MPS which views them as arising from virtual entangled pairs between nearest neighbours.
There has not yet been a formal result that PEPS approximate efficiently all ground states
of gapped local Hamiltonians, as MPS do in one dimension . Even if less understood than
MPS, PEPS allows a much larger variety of different behaviour, in particular they can
describe critical systems. For example, just in chapter 5 we will introduce a fermionic
PEPS, ground state of a gapless Hamiltonian, with polynomially decaying correlations.
Furthermore, to stay in the framework of spin systems, in [18] it was shown that there
exists a spin PEPS with power-law decay of two-points correlation functions, something
that is not possible with MPS as we have seen.

The definition of PEPS resembles the one for MPS, extended in two dimensions. Now
the matrices M® have four virtual indexes (Mgma, referred, respectively, to the up, down,
left, right virtual mode), one for each neighbouring site in the lattice with which they will

be contracted. A state |1) is a translational invariant PEPS on a N-sites lattice (L x L) of

5Here, to measure the distance between the two states, we use the usual norm of vector.
5The factor N at the denomitar is introduced to avoid that the error made in the measurement of
exstensive observables increas with N.
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bond dimension D if it can be written as *
D d
VI 1s-e0s vp,p =1 alyl,...,aL,Lzl
Ri1,.-os hplL =1
ai,1 a1,2 o a1,r
vrp,1vi,1hi,phija vr,2v1,2h1,1h1 2 vp,Lv1,Lh1,—1h1,L
ar1 ar2 o ar,r
vp—1,1vn1hp,Lhr 1 vp—1,2vL,2hr 1hr 2 vr—1,.vL,Lhr,L—1hr,L

(2.47)

2.3.1 Construction of PEPS

The formula above is much more complicated than the philosophy beyond the tensor
network. For this reason, PEPS are usually defined directly by their construction that
resemble their physical meaning. Following the fiducial state construction, there are three
steps to perform:

e place the fiducial state

d D
Z S M2 slaaBys) = (2.48)
a=1 5:

on each site;

e projecting over all the bonds (including the bonds between the last and first column
and the last and first row to close the boundary); the projectors will be in the form
|w){w] with |w) = Za:l |ar): if the bond is vertical (resp. horizontal), the first index
a refers to the virtual up (resp. left) mode of the site below (resp. on the right) and
the second to the virtual down (resp. right) mode of the site above (resp. on the left);

e tracing out the virtual space.

"For PEPS, we slightly change the conventions for the graphical language of Tensor Networks: the four
bonds attached to a box correspond to the virtual indexes, while the physical ones are represented by e,
indicating a bond that comes out from the plane. In 2.47 we notice the dotted lines from the first and last
row (resp. column) that close the boundaries.
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By the above construction, one can now understand expression (2.47). Again, as for MPS,
the procedure is the same if we simply place the fiducial state on each site and apply all
the "bra" projectors ((w]) for each bond. However, the three steps above appears more
clear in the framework of fermionic PEPS, as we will see.

We skip now the construction of the parent, local, frustration free Hamiltonian since it
would be exactly identical to the procedure made for MPS. The only difference regards the
fact that one should take a 2 x 2 plaquette in two dimension, instead of 2 consecutive sites, to
construct a local hamiltonian term that acts on it. As in the case of MPS, G-injectivity can
be defined for PEPS leading to some control on the ground state of the parent Hamiltonian
constructed above. In the case of PEPS, there is not a formal result that connects the
injectivity /G-injectivity with the gappedness as in the case of MPS. Nevertheless, the
control on the degeneracy of the ground state is considered a strong indication for it.

2.3.2 Properties of PEPS

o (Area Law) Analogously to MPS, also PEPS satisfies an area law scaling of the
entanglement entropy. The proof of this fact follows exactly the case for MPS, except
that now we should take a 2-dimensional region, let’s say L x L. The sum in (2.37)
then runs over D*F terms instead of D? since the inside region and the outside one
are connected by 4L bonds. From the same type of bounds made before, we end up
with the following area law:

S(pr) = O(Llog D). (2.49)

e (Ground states) Unlike MPS, PEPS can handle polynomially-decaying correlations.
As already anticipate, this property is important since correlation functions that
decay polynomially are characteristic of critical points, where the correlation length
is infinite and the system is scale invariant. Unfortunately, on the other hand, we
have no general statements that show that ground states of gapped systems can be
efficiently written as PEPS, even if all the numerics done so far seem to indicate this,
at least in physical cases.
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Chapter 3

Gaussian fermionic PEPS

In this chapter we introduce the definition of a gaussian fermion states and some useful
techniques to deal with them. In particular, we are interested in restricting our study
to gaussian fermionic PEPS (GFPEPS): in this way, all the calculations can be done
analytically since we just need to deal with a small number of degrees of freedom in the
correlation matrix that describes our state completely.

3.1 FPEPS

We proceed now with the definition of fermionic PEPS in two dimensions: in analogy with
PEPS, fPEPS are well suited to describe fermionic system with local interactions.

Before introducing fPEPS, we briefly review what we mean in general for fermionic
systems. After that, we will proceed with the construction of fPEPS following the same
structure we used for PEPS.

3.1.1 Fermionic systems

We want to describe a system composed of fermions that can individually be in one of
N possible states that we called modes. For each mode : = 1,..., N, we describe it by a
creation (a!) and an annihilation (&;) operator that follow the standard anticommutation

(A
rules

{a,al} = 65,

{a;,a;} =0, (3.1)
{al,al} = 0.

A fermionic state is described by a vector in the Fock space F(IN) where these operators
act. Defining the vacuum state |0) such that a;|0) = 0 for every ¢, an orthonormal basis for
F(N) is given by:

[n1,. o) = @)™ - (aly)™10), (3.2)

27
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We notice that, due to the anticommutation relations, for each i, n; can only take the
values 0 or 1 in order to obtain vectors different from 0: then, we obtain 2V basis vector
that generate the Fock space F(N). We interpret these n;’s as the number of fermions (0
or 1) that occupy the i-th mode.

In the following, we will extensively use Majorana operators (¢;, j = 1,...,2N) to
describe fermionic systems. There are two Majorana’s operators defined for each mode,
simply given by

(3.3)

From the anticommutation relations between creation and annihilation operators, we find
the following relations for the Majorana’s operators

{éi,¢;} = 20,1 (3.4)

Mathematically, these are the relations that define a Clifford Algebra (Can). Moreover, the
Majorana’s operator are hermitian, as can be easily checked from the definition. Taking
arbitrary complex linear combinations and products of these operators, including the
identity, a generic element of this algebra can be written as

2n
X = aﬂ —+ Z Z ail,~~~,ipéi1 e éip' (35)

p=11<i1 <-<ip<2N

In particular, if we are interested in quadratic (free) Hamiltonians in the creation /annihilation
operators, they can be parametrized by a real 2N x 2N antisymmetric matrix H such that

2N
H=iY Hyéé, (3.6)
ij

in order to fulfil hermiticity.

With the formalism we will develop, we will be able to treat pure and mixed fermionic
states in the same way. We know that a generic state can be described by a density matrix
that, by definition, is a hermitian and positive operator on the Hilbert space with trace
one. If we consider fermionic systems, our Hilbert space is the Fock space of fermions F(N)
with basis (3.2); a linear operator acting in this space can be written in terms of creation
and annihilation operators or, equivalently, of Majorana’s operators. So, for example, the
density matrix p = |0)(0| is represented in the operator’s Algebra as

=1

N N
g1 L
10)(0] = [ [ asaf = oF [T+ ieairé2:). (3.7)
=1

It is straightforward to prove that the action of the left and right hand sides on the Fock
basis is the same. Instead, the density matrix of a state with one particle in the first mode
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is represented by

1

N N
’11,02,...,0N><11,02,...,0N’ H&idl HZdZ&j = 2 —chcg [! ]l—i—iégi_lézi). (38)
1= 1=

It is convenient to define a Grassmann variable (B) for each operator in the Clifford
Algebra. Given X € Can, we associate an element X (0) € Gan by the following rules:

X=1r X(0) =1,
X (3.9)
X:éiléiQ."éiT HX(G) :91‘102-2...02.

This definition is extended by linearity to a generic element of Copy. We notice that this

correspondence, that we call Grassmann representation, is just an isomorphism between
vectorial spaces and not between algebras, since in general

XY A X(0)Y(0) (3.10)

due to the different anticommutation relations {¢;,¢;} = 2(5ijﬂ and {0,,0,} = 0.

For example, the operator &1€LJ{ in terms of Majorana’s operator is
U | s
X =aa) = 2(]1 +i¢1é2), (3.11)
that in the Grassmann representation becomes
1
X(0) = (1 +i0105) = e 102 (3.12)

where the exponential is defined by the Taylor series.

In the following we will extensively use a convenient formula to compute the trace of
the product of two operators in the Clifford Algebra. It can be proven that the following
relation holds:

Tr(XY) = (=2)N / DODpe’ PX ()Y (). (3.13)

This formula is one of the main reason why we have introduced the Grassmann formalism
for fermionic systems: it turns out that the integral above is easily computable in the case
of gaussian operators (that are still to be defined) using the gaussian integrations (B.8) and
(B.9).

3.1.2 Construction of FPEPS

We now proceed with the construction of FPEPS following the fiducial state approach we
used for PEPS. Differently from 3.1.1, we consider now a system of fermions in the 2D
lattice where the role of the previous N modes is now played by the N sites of the lattice:
the n,’s in (3.2) refer now to the number of fermions (again 0 or 1) that occupy the site r
(r = (x,y)). The fermionic operators are now indexed by r: a, and al. In this picture we
enable only one physical fermion per site, but we could generalize introducing x physical
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fermionic modes for each site: then, we should add an index m =1,..., f to the fermionic
operators (a;" and d;nT) and extend the anticommutation relations properly.

The fiducial state construction involves the introduction of a virtual layer. Precisely, we
add two virtual fermionic operators to each site, one called horizontal, the other vertical:
hy, hr, 0 and ’UI, satisfying again the anticommutation relations. Operators of different
types always anticommute. From all these operators, one can construct the complete
physical +virtual Fock space (F,,(N)) that has dim F,,(N) = 23V, Throughout this
chapter we will concentrate on the simplest FPEPS, those which have the smallest possible
bond dimension. However all the construction given here can be easily generalize to larger
bond dimension, starting by adding an index n =1, ..., x to the fermionic operators (ﬁ?,
AT 47 and ©T) and extending the anticommutation relations properly.

As done for generic fermionic systems, we change now formalism defining 6 N Majorana’s
operators in the following way:

e = al + ay,

2 ~ N
&= —i(al —a,),
~1 7 7
V= i + hy,

(3.14)

A = —i(0) — ),
where the subscripts of the virtual operators stay for I = left, » = right, « = up and
d = down. These operators satisfy the Clifford algebra relations
{md, mBTY = 26,,618, (3.15)

where m stays for a generic Majorana operator (either physical or virtual) on the site r
with appropriate index A corresponding to the selected mode.

The fiducial state construction starts from a physical+virtual operator assigned to each
site and acting on the vacuum of the whole Fock space. Such a generic operator is written
as

1
> Mzasthetolt, (3.16)
a,a,B=0
where M, is a complex number. Applying these N operators on the vacuum |0) of Fp,,(N),
we obtain the total fiducial state |®):

=[] ol0)" (3.17)

The next step in the fiducial state construction involves the projections for each bond: in
particular, for an horizontal bond between sites » and r + & we define

o = S (1 = A4, (3.18)

'We notice that in the fermionic case is not possible to follow strictly the construction given in 2.2.1
because the tensor product between Fock fermionic states is not defined.
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while for a vertical bond between r and r + g

. 1 u »
@ i= o (1 = i3 3. (3.19)

Conventionally we consider a reference frame from left to right and from up to down. The

&’s defined above are actually projectors, since @? = & and &' = &, and commute with
each other. After applying the total projector
Q=]Jaetar (3.20)
T

to the total fiducial state |®), the final FPEPS is obtained tracing out the virtual space
(we neglect normalizations):
= Try (Q|®) (|
p = Trv () (@12) -
= Try (Q]@)(2]).
The final step above is not due to the cyclicity of the trace, that in general does not hold
for partial traces, but it can be proven remembering that € is a projector. ?

3.2 GFPEPS

3.2.1 Gaussian States

We define now an important class of states, the gaussian ones. The most important feature
for gaussian state is that all their information is stored in the two point correlation matrix:
we now see how to treat define and deal with them properly. We remember that a density
matrix that represents a state in the Fock space can be written in terms of Majorana’s
operators as in subsection 3.1.1. Then, we give the following definition for a Gaussian state
[4] from the Grassmann Algebra representation.

2We notice that the partial trace for fermionic systems of multiple modes is not a trivial object. In
principle, one should take a basis for the subspace to be traced out, but this is not possible for fermions
because the Fock space cannot be decomposed in a tensor product of each mode. Actually, this is not a
problem [7]: we can define the partial trace treating formally the basis elements |ni,...,ny) as a tensor
product |n1) ® -+ ® |nn); the procedure to trace out some modes is then identical to the one for spins,
except for possible ambiguities in the sign. Nevertheless, these ambiguities are completely resolved if we
impose that a simple physical requirement, namely

(O(A))p = (O(A)) 1 () (3.22)

for every observable O(A) that is made by fermionic operators of the subsystem A; B is the complementary
subsystem. The result is proven to be consistent.

Let’s give a simple example with two fermions; the basis vectors are |01, 02), |11,02), |01, 12) and |11, 12).
The partial trace over the second system is consistent with the above condition if we impose

Tr2(|01,02){01, 02]) = [01)(01], Tr2(]01,02)(01, 12]) = 0,
Tr2(|01, 02) (11, 02]) = [01)(11], Tr2(]01,02)(11, 12]) = 0,
Tr2 (|01, 12)(01, 12]) = [01)(04], Tr2(]01, 12)(11,02]) = 0,

Tra(|01, 12)(11, 12]) = [01)(11],  Tra(|11,02)(11,02]) = [11){11],
Tra(]11,02)(11, 12]) =0, Tra (|11, 12)(11, 12]) = [11)(11].
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Definition (Gaussian state). A quantum state of N fermionic modes is gaussian if and
only if its density matrix p € Con has a Gaussian representation in the exponential form

1 a7
p(0) = 2W629 Mo (3.23)

for some real and antisymmetric matrix M 2N x 2N. M is called correlation matriz of p.

The correlation matrix can be compute directly from the state p by the following
formula:

i . i Tr(péicj) i#j
My = (o) = { (O 12T (3:24)
To prove the above relation we can use the formula (3.13) to compute the trace in the the
Clifford Algebra. Let’s consider ¢ < j without loss of generality since M is antisymmetric:

i Tr(péic;) =i( /D@D,uee Ep(0)(cicy) (). (3.25)

From (3.23) we rewrite p(6) and we substitute the Majorana operators with the Grassmann
variables:

N/DGD,M eeT“e%QTMeui,uj. (3.26)

Since even polynomial of Grassmann variables commute with all the algebra, we can organize
the integration in a convenient way:

N/DQG;QTMG/D/LGGT”MM. (3.27)

We rewrite the second exponential by the Taylor series, noticing that the series contains
up to 2N terms, since the next terms would contain at least one variable twice and then

would annihilate.
6T Mo (O )
/DG@ /D,u Z Mk (3.28)
n=0 ’

Using now the multinomial formula for commuting variables ® | i.e. the quadratic terms in
6711, we can study the integral more explicitly:

-1 [ pgesein | S Helm s (330)

n=0 |kl =n
k € {0,1}

3The multinomial formula is an extension of the binomial formula for a generic polynomial: suppose we
have r commuting variables x,, the multinomial formula gives

(2; a;r> " _ lklz::n ( Z ) ljlxk (3.29)

n
k HT
made over all possible choices of k with the constraint |[k| = n. In our case with Grassmann variables, this
formula simplifies: we note that k;’s can only take the values 0 or 1, otherwise (6;;)%22 = 0; in this case,

where k = (k1,...,kr) € N", |k| :=>"7_, ki, - (multinomial coefficient) and the sum is

also the multinomial coefficient simplifies and for every k we have )=l

k
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Since the integration in Dy requires that each u; appears exactly once, otherwise annihilates,
we can keep only the terms with n = 2N — 2, k; =1 for [ # 4,5 and k; = k; = O:

2N
N/DGeéeTMO/D,u H Oy | prifhs- (3.31)
l 1

L#4,7

We skip now the detailed proof, only proving that the above expression is equal to M;;
except for a possible sign that one can rigorously calculate, finding +. Neglecting the sign,
the integration over Dy then gives:

i/Deeé"TW IT &|- (3.32)

We should now expand the exponential in the Taylor series: however, the only terms in the
sum that do not give a null contribution to the integral in D are the ones that contains
only 0; and 6;, namely the terms %QiMijGj and %GJ-MJ-ZHZ-. Skipping again the sign, after
the integration we obtain

1 1
<Mij — Mji> = Mij7 (333)

as we wanted to prove.
We know that a gaussian state is completely described by the correlation matrix. Indeed,
all higher correlations are determined by the Wick formula, namely

Z'pTI'(péil e éip) = Pf(M‘al,...,agp)a

with 1 <ay <...a2 <2n and M’a17---7a2p the 2p x 2p submatrix with the indicated rows
and columns.

Is is known that any real 2N x 2N antisymmetric matrix M can be transformed into
a block-diagonal form by an orthogonal change of basis, with all the blocks being 2 x 2
antisymmetric matrices:

M= REB < ) R”, R e SO(2N), (3.34)

where \; are real numbers. In the new basis, we can rewrite our gaussian state p expanding
the exponential in (3.23) and reintroducing the Majorana’s operators, obtaining a canonical
product form

N
1 N4
p(A1, ..., =N H (1L + iX\ich;_165;), (3.35)
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where the new Majorana’s operators are linear combinations of the initial ones: & =

Z?N Rj;¢j. The anticommutation relations still hold since the change of basis R is orthog-
onal’. With p in this form, the non negativity of the density matrix is equivalent to having

—1<)N<1,Vi=1,...,N, (3.36)

as one prove taking each basis vector [¢) from (3.2) and imposing (¢|p|t)) > 0. In terms of
the correlation matrix M, this condition reads

MTM <1, (3.37)

valid regardless of the change of basis. Together with antisymmetry, this condition is
necessary and sufficient for a matrix M to be a correlation matrix of some fermionic state.
If the state p is pure, the coefficients \; must be = 41 in order to satisfy p = p? and
Tr(p) = 1, then the relation above for the correlation matrix reads

MTM =1, (3.38)

or, equivalently, M2 = —1 due to the antisymmetry of M.

Translational invariant gaussian state on a lattice

We restrict ourself to the case of translational invariant gaussian states on a lattice with
periodic boundary condition: to be consistent with the other section, we can think of a
2-dimensional lattice, but here the discussion is totally valid also in other dimensions. As
in our previous conventions, the Majorana’s operators are {¢¢}, with r the index of the
lattice site and a an index going from 1 to 2f, with f the number of fermionic modes that
we allow in one site (usually for us f = 1). In terms of the correlation matrix, the condition
of translational invariant imposes

ab __ ryab
GT+R,8+R =G

r,8)

(3.39)
where G’;‘ff’s = LTr(p[ed, é3)).

To take advantage of this property, firstly we decompose the physical Majorana’s
operators in Fourier components:

& =" Fudy = > Fiydy,
k k
L= Tl (3.40)
k
it =" Fpes,
k

e, Y = {én, @} ReiRyy = 200 Rii Rij = 2Rii Rij = 2555
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where

fﬁ]? = 5ab./_'}k,
1 3.41
Jrrk .= 7617"]{)' ( )
vN
The momenta k are quantized: calling IV, the number of sites per row and NN, the number
site per column (N = NN, ), we have

2mn, 21mn
k = (ky, ky) = Y 3.42
(herk) = (252 5502, (3.42)
with n, =1,...,N; and ny, = 1,..., N,. The F matrix is then unitary
FFi=FlF=n1, (3.43)

either if we consider F with only lower indexes (. FprpFy, = Ogp and >, FrpF o, = 0ps) OF
we take the tensor product between lower and upper 1ndexes (erb fﬁ,?ffg* = 0%y, and
Zk bf‘lbfbc* — 5ac§ )

The new operators d“ and CZZT are the hermitian conjugate of the other and in general
are different, so they cannot be Majorana s operators (the only exception is d“ = daT).

Instead, we have that d% =" T . These ds operators satisfy the following anticommutation
relations:

{dg, db} = 25706y, 1,
{df, db} = 26601, (3.44)
{diT, db1) = 25%6),4,01.

If now we defined a new correlation matrix G that involves the new ds operators in the
following way

- i S
ng = iTr(p[ 2%@]% (345)
it is easy to see that G and G are connected by the orthogonal matrix F:
G=FGF'. (3.46)

Again, the above equation holds either we consider only lower indexes contraction with
fixed upper indexes (G = Z kop FiG kp]-" ) or we consider the bigger F and contract also
over the upper indexes (G7) =3_; .4 Ff,fGCdfbd*).

Using the translatlonal invariance (3 39), we can see what happen to the new correlation
matrix G-

Z}' Gy Fp

(3.47)
Z szr s+R, RJ:SP
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If we call t := s — r and sum over 7 and ¢ (thanks to the periodic boundary conditions) we
get

Z G rFtirp

= Z rk—p t+RR~Ft,p

(3.48)
= 5k P Z Gt+R rFtp
=0rp ) Glippe™".
t
We define now ‘
) = Z G?—?—R,R 6lk't (349)
t

for a generic R thanks to translational invariance. g(k) is a matrix 2 x 2 defined for every
momentum k. Then G is a block diagonal matrix with blocks given by g(k):

=P gk). (3.50)
k

From the properties of antisymmetry, reality and orthogonality of the matrix G
GT'=-@, G¢*=aG, G"é=1, (3.51)

we can obtain some general constraints for g(k). From the antisymmetry:

Gt = Flc"F = —Ffar = -G, (3.52)
from reality:
f GF Z]:rkGrs Z kGrsfs -p — C~TYfk,fpv (3'53)
while from orthogonality:
GG =FGTFFIGF=FIGTGF=F1F=1. (3.54)

For g(k) the above relations reads

g(k)' = —g(k), g(k)* = g(=k), g(k)ig(k)=1. (3.55)

The antihermiticity allows us to parametrize g(k) in a convenient way when they are only
2 x 2, i.e. when our system allow only one physical fermion per site (f = 1). Since the Pauli
matrices (including the identity o9 = llox2) are hermitian matrices, io, are antihermitian
and form a real basis for all antihermitian matrices; then we can generically write

(PR PR PE ) Y,
alk) = ( —g?(k) +ig" (k) i(g°(k) — g*(k)) ) = ig" (K)o, (3:56)
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where g#(k) are real components and can be found from

1
g (k) = 2 r(g(k)oy.). (3.57)
From orthogonality we find
3
1=glg= Z 9"g 0,0,
w,v=0

= g°"0000 + > _g°g'o0oi + > g'gloion+ Y g'goio;

1=1 i=1 3,7=1 (358)

3 ' 3 3
=¢%"1 +2 Zgoglai + Z g9'q’ (z Z €ijk0k + 5ij]1>

i=1 ij=1 k=1

3 3
=¢%°1 +2 Zgogiai + Zgigill.
We can see that to satisfy orthogonality, for each k either we have ¢*(k) = 0 Vi and
°(k) =+1or ¢°(k) =0and Y, g'(k)? = 1.
Ground states of two-bands Hamiltonians
Given a quadratic and translational invariant two-bands Hamiltonian

H= iZZHﬁSI’A‘;A;}, (3.59)

rs ab

with H real and antisymmetric and a,b = 1,2, we try to find its ground state by minimizing
its energy. First we rewrite H in terms of the Fourier transformed operators ds:

2
T=iY Y Hibdbdy!, (3.60)
kp ab
where the matrix of the coefficients H is given by
H=FHF, (3.61)

in complete analogy with the correlation matrix of a gaussian state. Furthermore, if H is
translational invariant we can obtain the coefficients in terms of a 2 x 2 matrix h(k) that

depend only on one momentum:
=P n). (3.62)
k

From the antisymmetry and reality of H we obtain the following constraints for h(k):

h(k)' = —h(k), h(k)* = h(—k). (3.63)
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Then, also h(k) can be written as a linear combination of Pauli matrices:

h(k) = < i(hO(k) + h3 (k)

) h2(k) + ikt (k)
—h2(k) + ih* (k)

z‘?ho((k) — h3(k)) > = ihi(k)oy, (3.64)

with h#(k) real.
Given h(k), we try now to minimize the energy over fermionic states p:

Tr(Hp) —’LZZH Tr(dydytp) = ZZ b Tr([db, dyY]p). (3.65)

kp ab kp ab

We show the validity of the second equality:

—ZZH Tr([d5, dY] ) ZZH Te(dod; p) —fZZH Te(dydbp)

kp ab kp ab kp ab
—ZZZH Tr dbdZTp —fZZH Tr( dZT,db}p)
kp ab kp ab
ZZH Tr(dody p) — ZZH;;;;Tr
kp ab
ZZH Tr dbdZTp)
kp ab
(3.66)
since
2
SN Hpr = te(H) Ztr 0)) + ) (tr(h(k)) + tr(h(—k))) =0  (3.67)
k a k>0

from (3.63). Proceeding with (3.65), we notice that we can substitute part of the expression
with the correlation matrix of p:

ZZH Gh = tr(HG) =Y _tr(h(k)g(k)). (3.68)
kp ab k

The minimization problem then reduces to find the matrices g(k) that minimizes inde-
pendently each term in the sum, with the constraints (3.55). We reintroduce the real
components of g(k) and h(k) and rewrite

(k) = tr(h(k)g(k)) = — S W (R)g" (R)tx(,0,) = —2 3 WA(R)GH(R).  (3.69)
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We first study the case ¢°(k) = 0 and 3.7 ¢'(k) = 1. We use the Lagrangian multiplier
method, searching for the stationary points of f(g) := —2 Zf’ higt + A(1 — Z? g'g"). The
stationary point turns out to be g* = —%. Imposing the constraint Zf’ g'(k) = 1, we find
the multiplier A = 44/ Zf’ h'hi. Choosing the negative solution, we get the coefficients of
the ground state and the minimum energy:

S i (k)i (k)

(3.70)

This solution should be compared with the case g’(k) = 0 and g°(k) = £1. The computation
of the energy with these constraints gives e(k) = F2h°(k), to be compared with the above
solution to find the point of minimum.

If h%(k) = 0Vk, we have found that the correlation matrices g(k) of the gaussian
ground state of are proportional to h(k), the matrix of coefficients (in Fourier transform),
for each k. In some sense also the inverse is true for 2-bands systems: given a gaussian
state described by a 2 x 2 correlation matrix g(k) with g°(k) = 0Vk, all the translational
invariant, quadratic parent Hamiltonians must have a matrix of coefficients in the form

h(k) = —=9(k), (3.71)

with an arbitrary function e(k) > 0. The proof follows exactly the same steps above: in
particular we want to find all the h?(k)s such that the minimum of

3
-2 Z hi(k)g" (k) (3.72)

over the correlation matrix coefficients ¢"(k) is reached when ¢"(k) = ¢°(k). But, as we
have seen, to minimize the above expression we need ¢ (k) o< h*(k) with a proportionality
constant independent on 7, and then we find (3.71).

3.2.2 Construction of GFPEPS

We are ready now to treat gaussian fermionic PEPS. A gaussian fermionic PEPS is defined
to be a FPEPS constructed from a gaussian fiducial state |¢,) := ¢£|0). As in subsection
3.1.2, we will consider the simplest case where we have one physical fermionic mode and two
virtual fermionic modes allowed for each of the N sites. We now follow the fiducial state
construction and find how we can simplify the analytical computations in the correlation
matrices formalism.
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The initial gaussian fiducial state is described by a correlation matrix M 6 x 6°. We
organize this correlation matrix in four blocks, one corresponding to the correlations between
physical modes (A, 2 x 2), an other with correlations between virtual modes (D, 4 x 4) and
a third block corresponding to mixed correlations (B, 2 x 4):

A B
v=( 5 p);

A% — zTlr pslé®, %),
5 Lr(ps[c”, &']) (3.73)

B = S Tr(pgle,47))

1 o
D = §Tr(p¢[’y“ryﬁ]),

where a,b = 1,2 and «, = [, r,u,d (we neglect the subscript r of the site if not necessary);
pe is the density matrix of |¢r): py = |¢r)(pr|. After the action of ¢! on the vacuum for

each site, the correlation matrix M of the total fiducial state |®) =[], $1]0) is given by
the direct sum of the correlation matrices for each site:

M
M=P M= : (3.74)
r M

Explicitly, this big matrix in terms of components is given by ./\/lfSB , where A, B =
1,2,1,r,u,d and r, s are the vectors that span the entire lattice of NV sites. The matrix is
then 6N x 6 N. We call pg the corresponding density matrix: pg = |®)(®|. By a reshaping
of the correlation matrix, we can write it in the four blocks form

M= ( _éT g ) (3.75)

where the blocks A, B and D are given by the direct sum of A, B and D respectively.

The next step in the fiducial state construction involves the projection on entangled
virtual modes by the operator €2 defined in (3.20). Rewriting it in terms of Grassmann

SStrictly speaking, the state ¢{|0) lives in the total Fock space Fp,(N) and then its correlation matrix
should be 6N x 6N; however, since ¢! is an operator constructed only from creation and annihilation
operators on the site 7, the total correlation matrix 6/N X 6N is non trivial only at position r on the diagonal,
where it is described by M. The rest is "trivial", meaning that the rest of the diagonal is composed by

2 x 2 blocks < 0

1 0 ) corresponding to the absence of particles for each site # r and for each mode.
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variables, we find

1 . 1 ‘
) = [T 5 (1 = itbanr) 5 (1= inrgnt) =
T

1

= 53N H 6*74#5«_'_@/1,;6—7417?4_@}1,“ =
2
T

(3.76)

_ 1o POM (TN TR
22N
1 i
= et 1,
22N

We conclude that our projector Q actually can represent a gaussian state. This state
corresponds exactly to the initial virtual state (2.15) in the valence bond construction of
PEPS. Its correlation matrix I" 7?‘7?,‘/ is given explicitly by

/ ! !
| AT 5x7m/+15y’y/504,l504 T 5:p+1,x’5y,y’5a77"5a )

_ 5m,x’5y,y’+16a7u5a ¢ 5%,2’5y+1,y’5a7 504 7u.

Furthermore it can be show that, as a gaussian state, Qis pure because I''T" = 1. To
make the above correlation matrix more explicit, we consider only left and right Majorana
operators on a horizontal line, say x = 1 (but the same holds for every row for translation
: : : o A AT Al AT Al AT :
1nvar.1ance), with the ord.ermg N2 M2 NN, TN, Then we can write a
matrix I', where the entries correspond to the correlations between the operator on the
row and the operator on the column:

0 0 ~1
0 0 1
10 0
T, = 00 1 (3.78)
-1
.0 0
1 0 0

The 1s on the upper right and bottom left corners are due to the periodic boundary
conditions. We could do the same for a vertical line and up and down Majorana operators,
obtaining I', = I'y,.

To compute the final GFPEPS we should then use formula (3.21):

p = Try(Qps). (3.79)

Taking advantage of the gaussianity of the two operators inside the trace, we can do
some calculations using the formula for the trace in the Clifford Algebra (3.13), slightly
generalized to the case of partial trace. We use 1 and v to label Grassmann variables of
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the virtual Majorana’s operators and 6 for the physical ones.

Tl/
p(9)=(—2)2N/DuDve“ Qu)pe(0,v) =
ON uT 1 uTTu 1 LEB,v) (350

= (-2) DuDve N €’ BN
where

£@,v) = 0TvH)M ( f > =0T A0 + 260" Bv + v Du. (3.81)

We reorganize the integration, remembering that quadratic forms of Grassmann variables
always commute with the Algebra:

1 i i ) i
p(0) = 9N /D,UDZ/ e“T”+§“TF“+§9TA9'”9TBV+§VTDV -

1 Tpt+ip™m 107 A0+i0T Bu+LvTD (3.82)
= — | Dv Dpe? Frar i) ea 0" brtgvi Dr
N
Applying the gaussian integration formula (B.9), we get
2 , ‘ ,
p(6) = Q%Pf(m / Dy e 4T 40T A B Dy
(3.83)

_ ——Pf 9TA0/DV€ (DT YHr—i(BTO)Tv

Finally, with the same gaussian integration formula used above, supposing that det(D —
~1) £ 0, we obtain

72 ) )
p(0) = —ZLNPf(r)Pf(D — T 1)es? Az (BTOTP-TTHTHET0)

1 (3.84)
_ 9T _p-1\—1RT

= —ZNPf(F)Pf(D -7 1)629 (A+B(D-I'=H)7'B7)6

Remembering that I'! = —T because orthogonal and antisymmetric, we conclude that the

GFPEPS is actually a gaussian state with correlation matrix G (2N x 2N) given by

G=A+BD+1)'B". (3.85)

GFPEPS in Fourier transform

The formula above is useful to compute the correlation matrix of a generic GFPEPS: all
the information of the state is contained in the matrix G. However, at first sight it seems
that the above formula involves too big matrices (of the order N x N) respect to the
small number of parameters that compose them. It is not even clear how we should take
the thermodynamic limit of the system without further increasing the dimension of such
matrices. All these problems arise because we have not yet take advantage of the translation
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invariance of the system. Indeed, the computation simplifies a lot if we go to momentum
space by Fourier transform.

Our system is translational invariant by construction: we have built a generic GFPEPS
starting from an individual fiducial state placed in each site and projecting in the same
way all neighbouring sites. The projection includes also the first and the last site of each
row and column, implementing in this way the periodic boundary conditions.

As in 3.2.1, the translational invariance permits the definitions

FITF = (k)
k

FIGF = (k) (350
k

for both the correlation matrices of the gaussian virtual projector and the GFPEPS.
Here 7(k) is then a matrix 4 x 4. From the explicit expression of I' in (3.77), we can
find

0 e the 0 0
—etk= 0 0

0 0 —ehv 0

We proceed now in the computation of g(k) starting from (k) and the formula (3.85).
Applying FT to the left and F to the right of equation (3.85), we obtain

G=FAF+FB(D+T)'BTF. (3.88)

We recall that the matrices A, B and D are diagonal in space, so they commute with F:
G=A+BD+FTF) B =A+BD+I) '8 (3.89)

We have found a matrix expression involving only diagonal matrices, then we end up with
g(k) = A+ B(D +~(k))"'B”. (3.90)

In summary, given a fiducial state described by the correlation matrices A, B and D, the
above formula gives the correlation matrix g(k) that describes completely the GFPEPS.
To get more information about the formula above, we rewrite the inverse of the matrix in
terms of the adjugate matrix® and the determinant g(k) := det (D + v(k)):

Adj(D k
g(k) = A+ pAAD+30) pr (3.93)
q(k)
5The adjugate matrix of a matrix A is given by the matrix
Adj(A):; = (—’i)iJrj det A(jyi) (3.91)

where A(; ;) is the matrix formed by deleting the j-row and i-column of A. The following relation holds:
AAdj(A) = det(A)L (3.92)

from which we can find the inverse of A in terms of the adjugate matrix.
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From the particular form of v(k), we deduce that the entries of g(k) will be fractions of
finite-degree polynomials of sin k,, cos k., sin ky, cos ky. In particular, the numerator and
denominator are both of degree < 2 (in general the degree is < 2y, with x the number of
virtual layers).

3.2.3 Parent Hamiltonians

In this section we introduce two types of quadratic Hamiltonians that have a given GFPEPS
as ground state. In the first part, we introduce a family of parent Hamiltonians taking
advantage of the gaussianity of the state: we will write the matrix of the coefficients of the
quadratic operators directly from the correlation matrix of the state. In this family, the
Hamiltonians in general will have very different properties from each other depending on
the correlation matrix and on the choice of the spectrum. The second type of Hamiltonian
corresponds to the parent Hamiltonian constructed in section 2.2.2: taking advantage of
the fact that the state is a PEPS and from the condition (2.33), we can search for a parent
Hamiltonian that is guaranteed to be local and frustration-free.

Parent Hamiltonians for gaussian states

For pure translational invariant GFPEPS p described by the covariant matrix g?°(k), we
define a class of quadratic Hamiltonians

L abrin 3 Ta
H =233 (k) (h)dpdy, (3.94)
k ab

where (k) > 0. It is not hard to see that p is actually a ground state of this Hamiltonian.
We notice that the 2 x 2 case, when we allow only one physical fermion per site (f = 1),
has already been proved in section 3.2.1. The energy bands in this case are given by +e(k).
Furthermore, all parent Hamiltonians for a two level system must be in this form: this
must hold in particular for the second type of Hamiltonian we are going to define in the
next section. This fact is not true in general for f > 1.

We consider now the general case, with a,b = 1,...,2f. If we want to minimize
Tr(f[ p') by a translational invariant gaussian state p’, we should just minimize for each k
independently since, from 3.68, we can write:

Te(Hp) = 3 (k) (), (395)
k

where h(k) = e(k)g(k) and ¢'(k) is the covariant matrix of the minimizing state we want to
find. Then, since a covariant matrix of a pure state must be antihermitian and unitary, g(k)
can be diagonalized in an antihermitian, unitary and diagonal matrix d(k), that therefore
has only +i diagonal entries: moreover, if g(k) is continuous in k in the thermodynamic
limit, the number of +i eigenvalues must remain the same over k; after a permutation of
the diagonal elements, all d(k) matrices are the same for every k, then we can skip the k
dependence. The problem now reduces to minimize

tr(g(k)g' (k) = tr(U(k)g(k)U (k) U (k)¢ (k)U (k)") =: tr(d d' (k) (3.96)
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over the matrices d' (k) := U(k)g'(k)U(k)T, where U(k) is the unitary transformation that
diagonalize g(k) for each k: U(k)g(k)U (k)" = d. Then it is clear that the antihermitian and
unitary matrix d’'(k) must be exactly equal to d to reach the energy minimum. Then we
have g'(k) = g(k) for each k, that means p is actually the ground state of the Hamiltonian
H.

We can now discuss some properties of the system described by this family of Hamilto-
nians when we make particular choices for £(k) [19], remembering that we have

A@(D+JNM)BT>‘

0 (3.97)

h(k) = (k) (A +B

To make some arguments, in the thermodynamic limit (when N — +oo but the lattice is
still discrete), we define the Fourier transform and Fourier antitransform in two dimensions
of a function f(r) (r = (x,y), discrete variable) as

iy =3 e ® 5 (),

- (3.98)
1) = [ Gret b,

First of all we distinguish the cases in which ¢(k) = det (D + 7(14:)) is always # 0 for every
k, from the cases in which it is 0 somewhere.

e When ¢(k) # 0 for every k, we discuss two main cases depending on the choice of
e(k).

— If we choose (k) = q(k), in the above formula (3.97) we are left with no trigono-
metric polynomials in the denominator, so h(k) is a trigonometric polynomial
of finite degrees itself; this implies that in Fourier antitransform, the matrix
H,s = H(r — s) of the coefficients is zero when the distance |r — s| is greater then
the degree of the polynomial. To see this, let’s consider a generic f(k), finite-
degree polynomial of sin k,, cos k,, sin k,, cos ky, that therefore can be written
as

Fk) =" ae ™, (3.99)

[s|<R

with s = (z,y) € Z?, |s| = z + y and R the degree of the polynomial. Then, its
antitransform reads

_ dzk ik-(r—s) __ _ Qr, ’7’| <R
f(r)= Z as/%e = Z as0rs —{ 0 r|>R (3.100)

|s|<R |s|<R

Applying an analogous argument for h(k) and H(r — s), we conclude that the
Hamiltonian is strictly local. Furthermore, in the two bands case (f = 1), since
e(k) > 0, the two bands described by +e(k) do not touch, so the system is
gapped. A gapped Hamiltonian is obtained also in the generic case f > 1 [19].
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— If we choose e(k) = 1, then h(k) = g(k) that is a fraction of finite-degree
trigonometric polynomials. In this case the hopping terms of the Hamiltonian
decay exponentially in r: the Hamiltonian is not strictly local, but it is generically
said to be short range. This is due to the fact that h(k) is infinitely differentiable
and then, from (C.4), H(r) decay faster than any polynomial in |r|. In the two
bands case, it is clear that the energy bands are flat in momentum space and
are separated by a gap AF = 2. Even here, a gapped Hamiltonian is obtained
also in the generic case f > 1.

e We consider now the case ¢(k) = 0 for some k. The correlations now decay depending
on the differentiability of g(k). In particular, from (C.3) (extended in two dimension
[4]), if g(k) has the pth derivative discontinuous, then G(r) decays faster than |r| =277,
This, in particular, implies that every local parent Hamiltonian we can construct
must be gapless, since we know that the correlations of the ground state of gapped
and local Hamiltonians decay exponentially.

— If we choose e(k) = 1 (then h(k) = g(k)), as in the case d(k) # 0, we still obtain
a gapped Hamiltonian. However, for what we have just said, this Hamiltonian

cannot be local: indeed, the hopping terms decay as the correlations of the
GFPEPS, namely algebraically.

— Instead, if we choose (k) = q(k), the singularity in h(k) cancels and we obtain
a local Hamiltonian. However, since (k) = 0 for some k (in the two bands case
the two bands touch), the Hamiltonian is not gapped.

Construction of the frustration-free and local parent Hamiltonian

Following the same philosophy of the section 2.2.2, we show now how to construct a parent
Hamiltonian for a GFPEPS such that is local and frustration-free. We are going to search
for local terms of the Hamiltonian that act on the four sites of a cell of the lattice, i.e. on a
2 x 2 plaquette. We first construct the state pg, analogous to (2.32), on the plaquette by
applying the operator (3.16) of the four sites of the cell, applying then the projectors (3.18)
and (3.19) only on the four internal bonds and tracing out the virtual modes:

po = Try (Qope), (3.101)

where € is the product of the four projectors and pge the density matrix of the fiducial
state.

We search for an Hamiltonian A in the form h = ATA, with A an operator constructed
by a linear combination of the physical Majorana’s operators of the plaquette: A= vied,
with v complex coefficients. In this form, the Hamiltonian satisfies the requirements of
hermiticity and semi-positivity as we already shown; furthermore, H is quadratic, as it must
be to guarantee the gaussianity of the ground state. Rewriting h = ih@eb¢a. the matrix
h of the coefficients is h?® = —iv2v?*. We would like to rescale the Hamiltonian adding
a term proportional to the identity in order to find an antisymmetric and real matrix of



3.2. GFPEPS 47

coefficients h, as in our conventions (3.6). This rescaling does not change the ground state.
In particular, we redefine h by

bk ax,.b
b Urvgt —vttv
his = —= 5 r S, (3.102)
or, if we consider v as a complex vector with 8 f components,
F— (vol)”
VU VU
h=———"—76-Z¥-—"—. 3.103
5 (3.103)
One can see that the new i becomes
~ 1
b= S St — o utelen)
s ab
- Z Z 2Uavb*ébéa Ua*vb{ég, A? ) (3104)
rs ab
= ATA - vTv]l,

so the change implies only a rescale of the energy.

To find the vector v we need then to impose the minimization of the energy of the state
pO, that is Tr(ﬁpg). If we call g the covariant matrix of pg, the energy can be written in a
matrix way:

Tr(hpo) = zZZh“bTr (Eactpn)
:*ZZh 57 7’ )

rs ab
= > hiel
rs ab (3.105)
= tr(hg)
vol — (voh)T
27
= —itr(vvlg)

= tr( 9)

= —ingv.

Imposing that v is normalized (since a normalization factor only change the Hamiltonian
by a multiplicative factor), the minimum energy is reached when v is an eigenvector of the
eigenvalue with minimum imaginary part. We remember that g is a correlation matrix and
then its eigenvalues are all pure imaginary in the interval from —i to ¢. For example, in the
case g has a —i eigenvalue, a corresponding eigenvector is a good choice for v: I'v = —iv and
then Tr(inD) = —1. In chapter 5, we will see that our GFPEPS allows the —¢ eigenvalue
for the correlation matrix of the plaquette: furthermore, it will turn out that —i is not
degenerate, allowing us to find exactly one parent Hamiltonian with local terms on the
2 x 2 plaquette.
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Once we find the local Hamiltonians ﬁr, we should sum up over all the possible 2 x 2
plaquettes; for a lattice on a torus the are exactly equal to the number of sites IV:

H=> h, (3.106)

obtaining a local and frustration free Hamiltonian for the GFPEPS.



Chapter 4

Topology and GFPEPS

4.1 Basic concepts of Topological Condensed Matter

In this section we are going to introduce some concepts of Topological Condensed Matter.
In particular, we are interested in the topological property known as Chern number that
will be computed for the model studied in the following chapter.

4.1.1 Adiabatic theorem

We know that for a time independent hamiltonian H, the general solution of the Schrodinger
equation

. d A
ih— [0 (t)) = HIp(t)) (4.1)

can be found from the solution of the eigenproblem for H, that consists in finding an
orthonormal basis {|¢%)}n o such that

FI|¢%> = En|¢g>> (4'2)

for certain real F,, the possible energies of the system. Here, the index n corresponds to the
energy level, while o counts the possible degeneracy of a certain level. The orthogonality
condition reads

(S510m) = 60, (4.3)
A generic solution of the Schrédinger equation is then given by
[$() = Y ene i gn), (4.4)
n,o

with generic complex coefficients cf .
Let’s consider now a family of Hamiltonians H(R) depending continuously on a vector
of parameters R [21][2]. First, we solve the eigenproblem for each R:

H(R)|¢7(R)) = Eq(R)|¢;(R)), (4.5)
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where
(@5 (R)[d),(R)) = 65md*’ R. (4.6)

We consider now the evolution of the quantum system when we change R in time, following
a curve R(t) in the parameter space, from ¢; to t;. The new Schrodinger equation reads

|¢( )) = H(R())[(1)). (4.7)

The Hamiltonian evolution is then no more time independent. We impose the following
form for the solution of the time dependent Schrodinger equation:

Y(t)) =Y () len(R(1))), (4.8)

where 0(t) is called the dynamic phase factor defined by

b = —% /0 En(R(r))dr. (4.9)

Inserting (4.8) in (4.7), after some cancellation due to the convenient definition of ,,(t), we
find

5 ) (NI RO) + i) Gl RN ) =0, (4.10)

n,x

Applying on the left (¢ (R(t))| we find an equation for ch,(t):
) = = OO ) GRG0 RO
= = 2 R 165 RO (a11)
=3 OO 1) (68, (R(1))| 105 (R (1))

n#m,o
To find (¢, (R(t NI4|62(R(t))) for m # n, we can take (4.5), derive by t and apply
o

($m(R(2))]

n the left, obtaining

(&m(R(1)| s H(R(1))| 65 (R(1)))

(O (R(1))] |¢‘”( (1)) = E.(R(t)) — Em(R(1))

(4.12)

This equation holds only if different energy levels remain separated by gaps V¢ in the interval
[ti,t f].

We notice that such a term is negligible if the change of R and then of H is small
compared with the energy gap between two energy levels

I4R|  AE
PR 4.13
IR <R (4.13)
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the approximation can be done since the presence of oscillation term e?(n(O)=0m(®) ip (4.11)
that, after the integration over dt, keeps the contribution small. We call this process
adiabatic since we slowly change the parameters during the evolution of the system. The
resulting equation for crﬁn(t) becomes

L

Zem(t) = =D () (O (R(1)|— |¢>‘“( (®)))- (4.14)

(07

Defining
X5 () = —(0n(R()) |- |¢O‘( (1)), (4.15)

in the matrix form, the equation becomes

d

%Cn(t) = Xp(t)en(t), (4.16)

where we remember that m is the index of the energy level and the dimensions of X, is
given by the degeneracy of the level. Furthermore, we notice that X (¢) is antihermitian:
this can be shown from the orthonormality conditions (4.6), taking the time derivative. If
we call Uy, (t) the matrix that solve the equation

%Un(t) = X, (t)Un(t) (4.17)
with initial condition

Un(0) =1 (4.18)
for each n, then the solution of (4.16) is

Cn(t) = Un(t)cn(o)' (4'19)

Furthermore, since X (t) is antihermitian, U(t) is unitary'.
The solution of the Schrodinger equation (4.8) is then

() =Y Upf(D)en(0)e™ Vg (R(1)))

n7a718

= > U (0)(@0(0)[$(0))e D60 (R(1))).

n7a718

(4.20)

In particular, we notice that if the initial state is in the eigenspace of E,(R(0)), then
the adiabatic process keeps the state in the corresponding eigenspace, the one of E, (R(t)).
We specify now this result for a non-degenerate energy E,: for that level, the unitary

n(®)
U()

0 it is

"Indeed, if we take the hermitian conjugate of (4.17), we get: 2U,(t)! = U.(t)'X
~Un(t)" X0 (t) due the anti-hermiticity of X, (). Then, & (U ()T Un(t)) = LU (t) Un(t)+Un(t) &
—Un(O)' X0 () Un(t) + Un ()T X0 ())Un(t) = 0. Then U, (¢)TUL(t) is constant in time and, since at t
equal to 1 for (4.18), U, (t) is unitary.
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matrix U, (t) becomes simply a phase, that we indicate with U, (t) = (). ~, (t) is called
geometric phase and it is given from (4.17) and (4.15):

1(0) =i [ (GRS 6a (R

t
=i [ R Valon ) - T ar (1.21)

—i /c (60 (R)|VR|6n(R)) - dR,

where the last integral is done along the curve C in the parameters space, independently
from the choice of the time-dependence, i.e. its parametrization. Then, if we start from the
eigenstate |¢,(R(0))) of E,(R(0)), the state at time ¢ after the adiabatic process will be

[ (1)) = "DV, (R(1))), (4.22)

that means that the state gains a phase beyond the dynamic phase 6,,.

4.1.2 Berry phase

The non-dynamical phase 7, (t) appearing in the adiabatic solution of the time-dependent
Schrodinger equation has interesting properties and physical applications. First, as we just
noted, v, () is geometric, meaning that it depends only on the path from R(0) to R(¢),
but not on the time-dependence of travel along this path (provided that, if we want to find
the state |1(t)) by (4.22), the adiabatic approximation must hold and so the travel must
be slow enough). From now on, we will write the Berry phase in function of the curve in
the parameters space. It is useful to define the Berry connection A, (R) on the parameter
space:

An(R) = Z<¢n(R)’vR’¢n(R)> (4'23)

The Berry phase can then be written simply as
(€)= / A(R) - dR. (4.24)
C

We remember that |¢,(R)) is the eigenstate of the non degenerate level n of the Hamiltonian
H(R): for each R, its definition is independent from a choice of a phase. Let’s suppose we
redefine the eigenstate by

[én(R)) = ¢*®]g,(R)), (4.25)

with a(R) a smooth function of R. Both the connection and the Berry phase are gauge
dependent, meaning that they transform under the above transformation in the following
way:

A,(R) = A,(R) — Vra(R),

Y (C) = 7 (C) — a(R(t)) + a(R(0)). (4.26)
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We notice that for a generic open path the geometric phase can be cancelled out by a suitable
choice of a gauge transformation «(R). However, as noted Berry [3], this cancellation
cannot be done in the case of a close path, from R(0) to R(¢) = R(0). In this case the
geometric phase is gauge independent and it is called Berry phase:

(€)= ?i Au(R) - dR, (4.27)

where C is now a circuit. To express the integral in a explicitly gauge invariant way, we
introduce the Berry curvature Fy,, (R) by

0 0
or v R) ~ G A

where R* and A, are the components of the vectors R and A respectively. In terms of
differential forms, if A,,u are the components of a 1-form, F},, are the components of a
2-form that is the differential of the previous one. Then, by the Stoke’s theorem, if the
space is simply connected, we have

FowR) = (R), (4.28)

1
7€) = f{ App(R)dRF = / ~ Fpp(R) dRP A dRY, (4.29)
c s(c) 2

where S§(C) is a generic surface with the circuit C as a boundary.

We conclude with a result coming from algebraic topology: the integral of the Berry
curvature on a closed 2-dimensional manifold is always a multiple of 27 [9]; this leads to
the definition of the Chern number C), of the energy level n

1
C

n:E

/ Fru(R) dR* A dRY, (4.30)
S

which has to be an integer. Physically, there is a reason why the Chern number should be
an integer. Let’s consider a simply connected circuit that divides the above surface S in
two surfaces with border: S1(C) and S»(C) (we should change the sign of one contribution
if we want to keep the same orientation for C).

1 (1 1

SR / Fow (R) dR" A dR” — - / Fow(R)dRM AR ). (4.31)
2\ 2 S1(0) 2 S2(C)

The two contribution corresponds exactly to the Berry phase: however, since this phase is

defined modulo 27, we could obtain two results that can be different only for 27m, with m

integer:
1
Cn= 5(27rm) =m € Z. (4.32)

It can also be proved [!] that the sum of the Chern numbers for all energy levels (here
we consider no degeneracy for each level) is equal to zero:

> Cn=0. (4.33)
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4.1.3 Berry phase in Bloch bands

In the previous two sections we introduced the Berry phase considering the adiabatic
evolution of a system under a slow change of a set of parameters (R) of the Hamiltonian.
Now, instead, we will apply the same mathematical structure to crystalline solids.
Within the independent electron approximation, the band structure of a crystal is
determined by the single electron Hamiltonian
. P2
H=—+V(r), 4.34
T V() (134)
where V(r) = V(r 4+ a) is a periodic potential and a a vector of the Bravais lattice. In a
crystal, each eigenstate of the Hamiltonian H is also eigenstate of the translation operators
Ta, for each a in the lattice. In particular, due to Bloch’s theorem, each eigenstate can be
written as

Y (r) = €Ki (r), (4.35)

where n is the index of the energy state, u,k(r) = unk(r + a) is a cell-periodic function and
hk is the crystal momentum that resides in the Brillouin zone. The eigenproblem for the
Hamiltonian (4.34) reads

Igllpnk(r) = Enkwnk(r)~ (436)
From equation (4.35) and from the momentum operator definition p = —ihV, we get
hk — ihV)?
<(27;> + V(r)) Unk(r) = Epxtnk(r). (4.37)

If we define the Bloch Hamiltonian as

. (hk — ihV)?

H(K) := e "KHemk = < + V(r)) , (4.38)

2m
we notice that we recover the same mathematical framework of the adiabatic evolution:
we have an Hamiltonian k-dependent, instead of H(R), with eigenstates |uni) =: |un(k)),
instead of the previous |¢,(R)) (again, we restrict ourself to the non-degenerate case that
leads to an abelian gauge connection). So, for example, if k is forced to vary in momentum
space along a circuit, the state will pick up a Berry phase

n(t) = i f{, (10 (1) [ Vi () - . (4.39)

In the last part of this section we restrict ourself to the cases of three and two dimensional
space and we give an explicit computation of the Chern number in a two band system. In
three dimensional space, the momentum k is a three vector k = (k', k%, k3). From the Berry
curvature we can construct a three dimensional vector F,,(k), defining its components by
Fi(k) := eiijnjk(k), where F, (k) is given by (4.28), with the role of R played here by
k. Then we can write equivalently

Fo(k) = Vi x A, (k). (4.40)
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The Berry phase along a circuit C in the momentum space becomes
1 (C) = / F, (k) - dS. (4.41)
S(C)

We notice the analogy of A,, with the vector potential of electromagnetism and F,, with
the magnetic field. In two dimensions the situation is even simpler: k = (k', k?), A, (k) is
a two vector and F},;;(k) has only one independent component, say

0 0
1An2 (k) - @Anl

Fuia(k) = =7 (k) =: 2F, (k). (4.42)

The Berry phase, given by the integral (4.29), is then simply the volume integral
Y (C) = / F(k)dk'dk? (4.43)
s(C)

over a surface enclosed by the circuit, while the Chern number becomes

1

= — | F,(k)dk'dk? (4.44)
271' BZ

Cn
where the integral is done over the Brillouin zone BZ = [0, 27] x [0, 27].
We give now the explicit formula of the Chern number for a two level system described
by the Bloch Hamiltonian

Ay _ h.(k) ha (k) — ihy (k)
H(k) =0 hk) = < hal) by (k) ) (4.45)

where o is the vector of the Pauli matrices and h(k) a three-vector. We rewrite the
Hamiltonian above in terms of h(k), 8(k), ¢(k), the spherical components of h(k):

hz (k) h(k) sin 0(k) cos ¢(k)
hy(k) | = h(k)sinf(k)sinp(k) | . (4.46)
h. (k) h(k) cos 0(k)
The Hamiltonian becomes
A cos sin e io(k)
H (k) = h(k) ( sin 9(13(2(@ —0 ((;2, 6(k) > ‘ (447)

The energy band structure is easily computable and is given by
Ei(k) = £h(k). (4.48)

We notice that the system is gapped if and only if (k) > 0Vk. After computing the
eigenvectors, one can calculate the Chern number of the lowest energy band and find

1 , on'(k) On(k)\ .. 4
Co=- BZh(k)-< e X ) WK, (4.49)
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h(k)

where h/(k) is the normalized vector AR
The above formula for Chern number is still valid for two-bands systems describing
fermions, i.e. systems with Hamiltonians in the form

A=Y"d/" (o h(k))awd, (4.50)
k

where d¢ are the operators defined in (3.40).

The Chern number is a relevant property of systems called topological insulators, where
the Chern number of the occupied bands, defined as the sum of the Chern numbers of these
bands, is different from zero. A topological insulator, like an ordinary insulator, has a bulk
energy gap separating the highest occupied electronic band from the lowest empty band.
The surface, however, necessarily has gapless electronic states because it stands in the phase
transition region between the insulator and the vacuum, that trivially has Chern number
0. These electronic states are also called chiral edge states and are protected against local
perturbations of the bulk. For our purpose, a chiral GFPEPS is simply a GFPEPS with
non trivial Chern number: however, the right definition would involve these chiral edge
states that appears in presence of a boundary.

4.2 Injective GFPEPS and chirality

In this section we show that GFPEPS are related to topology in a particular way. We
remember first the concept of injectivity introduced at the end of section 2.2.2 for MPS: an
MPS is injective if the map ¢, (2.16) from virtual to physical is injective. As we noted,
¢, is a map in the valence bond approach: in the fiducial state construction, instead, the
corresponding object is the fiducial state |¢,) placed on each site of the lattice. The aim
of this section is to show that GFPEPS that have an analogous injectivity property (that
we are going to define) cannot have a Chern number C' # 0 [19]. For MPS, this property
implies that its local parent Hamiltonians are gapped; also for PEPS there are strong
reasons to believe that, even if not proved. So, this result is a strong indication that we
cannot have a chiral GFPEPS that is a ground state of a gapped local Hamiltonian.

We now define properly injectivity for GFPEPS [19]: starting from the vacuum of the
physical +virtual system, consider the procedure of blocking L, x L, sites by tracing over
the internal virtual modes; for each block we are left with d,, = 2f L, L, physical modes and
dy = 2x(Ly + Ly) virtual ones. We then find some matrices A (dp x dp), Bo (d, x d,) and
Dn (d, x dy) such that they give the GFPEPS described by the correlation matrix G' by the
usual formula in Fourier transform: gn(k) = Ag+ Bn(Do + ’yg(k‘))_lBg, where now (k)
is the correlation matrix of the virtual projector needed to connect the remaining bonds of
the lattice, namely the virtual bonds between the various blocks. We say that a GFPEPS
is injective if there exists a finite blocking size such that d, > d, and rk(Bp) = d,, namely
that, in the valence bond perspective, yo(k) is fully mapped onto the physical space.

To proceed with the proof, given an injective GFPEPS with a certain blocking as above,
we use the singular value decomposition (A.1) on Bg: Bg = VEUT where ¥ is a diagonal
matrix d, X d,, strictly positive since B is full rank; here U is an unitary matrix d, x d,
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and V is d, x d, with orthonormal columns (VV = 1). Rewriting the decomposition, we
obtain
go(k) — A = VU (Do 4+ ya(k) " UsvE, (4.51)

If we apply VT on the left, V on the right and take the determinant, we get

det 32

det(VT(gn(k) — A)V) = det(Do + 10 (k))”

(4.52)

We define now a family of gaussian states with correlation matrices g?(k) with ¢ € [0, %]
given by .
g5 (k) := Ao+ Bo(Do ++4(k) ~ BE, (4.53)

where Vg(kr) is given by the same procedure we can find y(k) except that the starting

correlation matrix of the virtual projector is not given by I' in (3.77), but by I'* whose
corresponding I‘i and T'¢ are given by

0 sin ¢ —Ccos ¢
—sing 0 cos @
—cos ¢ 0 sin ¢
—sin ¢ 0 cos ¢

I ="T¢= (4.54)
—Ccos ¢
. 0 sin ¢
cos ¢ —sin ¢ 0

We remember that the entries of I‘i correspond to the ordering

A1 A Al N ~1l ~

Mo Y20 V20 - - VLN, TN, - (4.55)
and for F%

cu ad au ad . ~d

7%,1771,1,’73,17’72,1; e v’YXfy,lv YNy, 1- (4.56)

We notice that go(k) is recovered for ¢ = 0: cos¢ = 1 and sin¢ = 0, then the virtual
correlations are totally shared by Majorana operators of different sites. Instead, in the case

¢ = 5, the correlations are all inside each site. The state of g% (k) is totally disentangled:
it is a product state of states living in each site and therefore it is then topologically trivial.
Now we just need to show that we can follow the disentangling path connecting go(k)

to g2 (k) by an adiabatic process. To do this we notice some properties of (4.52) that,
extended for every ¢, reads:

B det 32
det(Dg + 5 (k)

det(VT(gS (k) — A)V (4.57)

We see that the left part is bounded by a constant M V¢ since all the matrices involved
live in bounded spaces. Furthermore, the numerator of the right part is strictly positive.
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This implies that the absolute value of determinant at denominator is strictly greater then
0 Vo:
det %2

8(1) e 1 de ¢ -
(k) := | det(Dg + (k)| |det(VT(g|%(k’) —A)V) -

> 0. (4.58)

For each ¢, now we construct a parent Hamiltonian H? as defined in (3.94) that has the
gaussian state given by g?(k) as ground state and with (k) = go(k): as we already stated
in 3.2.3, these Hamiltonians are local and gapped. We then have constructed a gapped
path between our injective GFPEPS and a trivial gaussian state: the two states are then
topological equivalent, meaning that the topological property are the same. An injective
GFPEPS is then always trivial.

From what we said in the last part of section 2.3.1, injectivity is a strong indication
that the local parent Hamiltonians we can construct are gapped: this is true for MPS, but
not demonstrated for PEPS. This means that it is highly possible that a GFPEPS with
local and gapped Hamiltonian is always topologically trivial.



Chapter 5

Example of chiral GFPEPS and
perturbation

The model we are going to study [20] is a chiral GFPEPS with one physical mode per site
(f = 1) and one virtual layer (y = 1). We are not going to show why the state is chiral, i.e.
why it has a chiral current at the boundary, since we are considering a lattice with periodic
boundary conditions and then we cannot visualize any edge. In this contest it is sufficient
to know that our state has a non-trivial Chern number: this fact implies, indeed, that if
the system is placed on a lattice with boundary immerse in the vacuum, we overcome a
point of phase transition going from the system to the vacuum, since the two regions has
different Chern numbers. A phase transition at the boundary means that here the system
is gapless, allowing the conduction of current. For this state we can construct two types of
two-bands parent Hamiltonians. One Hamiltonian is flat-band and gapped, but non-local:
in particular, the hopping terms decay as %3, and this is compatible with the fact that,
in the thermodynamic limit, the correlations of the GFPEPS decay algebraically and not
exponentially. Considered as ground state of this Hamiltonian, we can compute the Chern
number of the ground state, that happens to be —1. The other parent Hamiltonian is
local and frustration-free: since in the thermodynamic limit it cannot be gapped, otherwise
the correlations of the GFPEPS would decay exponentially, it is gapless. In this case, the
GFPEPS can be interpreted as being in the quantum phase transition between different
phases having different Chern numbers. Under this Hamiltonian, the Chern number defined
in (4.44) is not a proper quantity: the Chern number is indeed defined for a totally occupied
band well separated in energy from an other bands. Actually, the only Chern number that
would make sense is the one calculated from both the touching bands: but then C' must
be zero for (4.33). From this gapless and local Hamiltonian we will add local quadratic
perturbations to enter different gapped topological phases and find the new gaussian ground
states.

99



60 CHAPTER 5. EXAMPLE OF CHIRAL GFPEPS AND PERTURBATION

5.1 Correlation matrix of the GFPEPS

Our GFPEPS is defined from the correlation matrices (3.73), that we choose to be (the
order of the Majorana’s operator is: ¢, &2, 4%, 4", ’y“,’yd)

(5.1)
1 1 1
0 =% -2 —3
1 1 1
D = _1—1—72 01 > 4
3 —3 0 -5
1 1 1

In D we present a family of GFPEPS in function of A with the same properties of the one
under study, that corresponds to A = %

Equivalently, the above correlation matrices correspond to the following operator that
generates the fiducial state:

alol. (5.2)

To compute the correlation matrix of the GFPEPS, we apply the formula (3.90), from
which one we can find the three real components g‘(k) of the correlation matrix in the
Fourier space

ig3 2 ial )
o0 = sy TOEE® ) =i (5.3

The zero-th component g% (k) happen to be 0. Defining the determinant q(k) := det(D +
v(k)), ¢*(k) turns out to be

2 o k

gl(k’x,ky) - —m Sin Exsinky,
1
9 (kg ky) = m(l — 2(cos kg + cos ky) + 3 cos kg cos ky), (5.4)
2 k.
3 . . 2 y
9°(ky, ky) = ———— sink, sin® —,
( y) Q(k%ky) 2

where 1
q(kz, ky) = 5(3 — 2(cos kg + cos ky) + cos ky cos ky).

It is straightforward to check the properties (3.55) of the correlation matrix g(k). We notice
that g(k,, ky) is singular in (0,0), meaning that we cannot actually invert (D + ~(0,0)).
Nevertheless, going in the thermodynamic limit, k, and k, become continuous variables
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and we can take the limit at (0,0) that happens to be well defined. Indeed, for k|| — 0 we
can find the following expansions:

1
a(ke, by) = (K + k) + O(IIK]),

2k2k
1 x VY 3
k2 4 k2 55
31.21.2 1 4 4 .
skik: — = (k3 + k)
92(k7xaky):_1+ 2 ykzl—ikQ . +O(Hk”4)2_17
x Y
2k, k2
3 Ty 3
9 (ka, ky) = .55 + O([[k[]") = 0.
k2 4 k2

We would like to get some informations about the decay of correlations. Following the
discussion in section 3.2.3, we are in the case q(ks, k,) = 0 for some (k;, ky): then, the
correlations cannot decay faster than |r|~2~%, where d is the maximum degree of continuous
derivative that we can take. Computing explicitly the derivative for the above g*(k,, ky), it
can be found that the first derivatives of g'(ks, k,) and ¢3(ky, k,) are discontinuous. Then,
the entries of the correlation matrix G, decay slower than T%s‘g, We can already say that

every local parent Hamiltonian we can construct from this GFPEPS will be surely gapless.

5.2 Parent Hamiltonians

The first Hamiltonian we construct is explicitly given by equation (3.94) with (k) = 1. In
terms of Majorana’s operator, then reads

. 2
H=23"%ateer, (5.6)

rs a,b

with G the correlation matrix of our GFPEPS. This Hamiltonian is flat band, with energy
gap AFE = 2 between the two energy bands. Without further arguments, we must conclude
that it is not local, otherwise the correlations should decay exponentially.

The second Hamiltonian we construct is given by the standard procedure we explained
in the second part of section 3.2.3. The correlation matrix g 8 x 8 of the physical state
po on the 2 x 2 plaquette was found to be (the ordering of the Majorana’s operator is:

Al A2 Al A2 Al a2 Al A2
Cl,l?01,1’01,2’01,2702,1702,1702,2702,2)

0 -1 20 —16 -2 —34 —8 16
1 0 16 —-16 -2 -2 0 8
20 -16 0 -1 8 16 2 —34
1|16 16 1 0 0 -8 -2 2
9= 2 2 -8 0 0 -1 16 -16
34 2 —-16 8 1 0 16 —20
8 0 -2 2 -16 —16 0 -1
16 -8 34 -2 16 20 1 0

(5.7)
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This state is not pure since g7 g # 1, but still satisfies g7 g < 1.

The eigenvalue of the above matrix with minimum imaginary part is —¢ with multiplicity
one. Following the procedure in section 3.2.3, we use the corresponding eigenvector v to
construct the local terms of the Hamiltonian. With the right normalization, we find

5i
14 2¢
3 — 4i
1 —241
2v/30 | —1—2i
—4 —3i
—241
5

then the physical operator A on the plaquettes reads

A=5iet ) + (14 20)éf ) + (38— 4i)el o + (-2 +1)é3

Al N A2 A a1 o) (59)
+ (_1 - 2Z)C2’1 + (_4 - 31)0271 + (_2 + 1)0272 + 5C272.

We skip know the intermediate passage to find the total parent Hamiltonian. We
remember only that first we should find the form of the local Hamiltonian terms h, (in the
convention that the matrix of coefficients is antisymmetric). Then we should sum all the
local terms over the torus to find the total Hamiltonian H = Do h,. We give the result
in terms of the real components of the matrices of coefficients of H in Fourier transform,
defined in (3.64) (we avoid writing the zero-th component that happen to be always zero).

2 kg
A (ky, k) = —gsin2 5 sin ky,

1
h? (kg ky) = 6(1 — 2(cos ky + cos ky) + 3 cos kg cos ky ), (5.10)

2 k
h? (ky, ky) = 3 sin k, sin? ?y

We notice a property that may appear disturbing at first sight, namely

7 1 )
W (ks ky) = 50" (ks oy )a (s Ry ). (5.11)

Actually we could be able to anticipate this result even before all the hard calculations of
this section. As we just showed in section 3.2.1, all quadratic parent Hamiltonians of a
two band system must be in the form h(kz, k) = % g(kg, ky). Secondly we note that
the proportionality factor between the two matrices, except for an irrelevant constant, is
exactly the determinant ¢(k;, ky). From the discussion in section 3.2.3, we could almost
expected such a behaviour: e(kg, ky) o< q(ky, ky) is the only way to get rid of the singularity
in the hopping terms h(k,, ky) that would have precluded the locality of H. But, since the
above construction of the parent Hamiltonian guarantees its locality, the cancellation of
the singularity was unavoidable, as indeed it has happened.
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Figure 5.1: Single-particle energy spectrum of H. The band-touching point is at k = (0,0).

5.3 Perturbation of the local parent Hamiltonian

In this section we try to perturb the local gapless parent Hamiltonian found in the previous
section. The first aim is to understand if our GFPEPS can be actually the state describing
a quantum phase transition between different topological phases identified by a Chern
number C. To properly define the Chern number we need a gapped system in order to
compute C' for the lowest occupied band. We propose the following local perturbation
depending on two parameters, 4 and v.

H = H+6H(u,v), (5.12)
with

2 Y A1a2 | Al A2 | oAl A2 Als2 A1 42
6H(M7 V) = 2ip E CpCr + E :(CrJricr + CrgCr — CrCryz — Crcr+@)' (5'13)
r r

The first term is an on-site interaction: since zé}né% = &T&i — d:[dr =1 —2N,, for u >0

the interaction encourages the presence of an electron for each site. The second term is
instead an hopping term between neighbouring sites. In terms of the matrix of coefficients,
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0H (p,v) reads

0 -1
5H(N>V)TS—N5TS< 1 0 >

+ Z ( 0 6r+i‘,s + 5r+g},s - 6r,s+i - 5r,s+@ )
2 51"—1—33,3 + 67“4—3},3 - 6r,s+i - 6r,s+'g 0 )
(5.14)

Notice that H (u,v) is antisymmetric in the simultaneous exchange of mode index and
space index: the first term is symmetric in space and antisymmetric for the modes, vice
versa for the second term. From this matrix we can go to Fourier space, obtaining

(5.15)

6h‘(:u7 V7 kz, ky) - < 0 _M + ZV(S]H km + sm ky) >

p~+iv(sink, + sink,) 0
or, in terms of real components:

Sh (p, v, ky, ky) = v(sink, + sinky),
SR (p, v, kg, ky) = —pa, (5.16)
Sh3 (u, v, ki, ky) = 0.

The ground state of this perturbed Hamiltonian will be a gaussian state, since the

perturbation is still quadratic. The ground state and the energy are given by (3.70). In
particular, the energy e(k) of the lower band is given by

(k) = —¢'(k) = =2 /Z Wi(k)2

= —2\/2 (hi(k)? + 26h (u, v, k)hi(k) + 0h(p, v, k)?) (5.17)

= —\/6(]{2)2 + SZéhi(u, v, k)hi(k) + 4Z5hi(,u, v, k)2

Since the energy spectrum is given by +e(k), we would like to understand whether the two
bands are touching for some k or not, leading to a gapless or gapped system. We consider
now only small perturbation in x4 and v. As can be shown, (fig. 5.2), the new Hamiltonian
is gapped almost for every choice of parameters, except for y =0 and v =0, p < 0. We
obtain then the following phase diagram in the space of parameters p and v divided in
regions by the lines of gapless Hamiltonians. We can expect also different Chern numbers
that distinguish these regions. The Chern number is computed by (4.49).

We can conclude that the frustration-free Hamiltonian of our starting GFPEPS is
gapless and thus not topologically protected. Instead, it is at the critical point between
free-fermionic topological phases with different Chern numbers.
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24
C=0 C=-1
(d). (©),
(e) Gy Lo > E
M U u
(f).
C=-2

(a) Phase diagram of the perturbed Hamil-
tonian H (u, v); continuum lines correspond
to gapless Hamiltonians.

(b) > 0,v =0, open gap

(¢) p=0,v >0, close gap (d) u < 0,v > 0, open gap

(e) u < 0,v =0, close gap (f) » < 0,v <0, open gap

Figure 5.2: Phase diagram of the perturbed Hamiltonian (x and v close to 0) and spectra
in different point of the diagram.
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5.3.1 Perturbed GFPEPS

In this section we would like to understand whether it is possible to rewrite the ground
state of the perturbed Hamiltonian as a GFPEPS. The answer is immediate: as we showed
in section 3.2.2, to be a GFPEPS, the components ¢¢(k) should be fraction of finite-degree
trigonometric polynomial. Since, from (3.70), ¢'(k) = %, the only possibility is that
¢'(k) is a trigonometric finite-degree polynomial. However, as can be easily seen from (5.17),
the terms under the square root cannot be put in the form of the square of a trigonometric
polynomial. What remains is the square root of a trigonometric polynomial that is not
what we hoped.

Nevertheless, we can try to approximate the new ground state by a GFPEPS only at
first order of the perturbation. From (5.17), the first order in § ~ p ~ v reads

&' (k) = e(k) <1 NLDY: Wié‘k’;’ k)hz(k)> +0(82), (5.18)

then, at first order, the 2 x 2 matrix ¢'(k) is

J k) = 2}21,((]‘2) = g(k)+2€1(k) <5h(k,u,u) - i’g}i’;ﬁ zi:ahi(u, v, k)hi(k:)> +0(6%). (5.19)
We define
Sq(k) = 2;@ <5h(k,u, V) — i?,g’;g > o, k)h%k)) (5.20)

Perturbation of the correlation matrix

To find the GFPEPS that at first order may describe ¢'(k), we should first make a
perturbation on the gaussian fiducial state, in a way that the new state is still gaussian.
Since the entire information of the fiducial state is contained in the correlation matrix,
perturbing the fiducial state corresponds to perturbing M:

M' =M + M (5.21)

in a way that the new M’ still satisfies the requirements for the correlation matrix of a

pure state, namely
MTM =1, MT =M. (5.22)

To satisfies these requirements, at first order we just need to impose
MM + MM =0, dMT = —6M (5.23)

for the matrix d M. Once properly parametrized M, the aim is to find it such that it gives
g'(k) at first order from the formula (3.90). Keeping only the first order and remembering
the the zero-th order is already satisfied by the initial g(k), this formula becomes

5g(k) =8A+6B(D +~(k)) BT + B(D +~(k))"'6BT

— B(D 4 ~(k))"'6D(D + ~(k)) "' BT (5.24)
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that it is formally obtained differentiating (3.90). The matrices §A, 6B, 5D are the blocks

of 6M
JA 6B
SM = ( BT sp ) (5.27)

that we would like to find in order to satisfy (5.24).

We tried to solve the above equation numerically. We notice, however, that it is quite
hard that it can be satisfied since it must hold for every k (discrete, we don’t necessarily
require a GFPEPS in the thermodynamic limit). One possibility to approach the problem
in a more hopeful way would be increasing the bond dimension of the GFPEPS, namely
increasing the number of virtual layer. This case will be discussed in the next section.

Here we give some other brief details on how we can set up the problem numerically,
keeping the number of virtual layer x = 1, as above. (5.24) is a system of linear equations,
precisely three equations (the number of independent components of dg(k)) for each k. The
variables are the entries of 0A, B and §D, that must be constrained by (5.23). To make
the constraints explicitly, we block diagonalized M by an orthogonal matrix O (this can
always be done as long as M is antisymmetric) in 2 X 2 blocks. From the orthogonality
condition, this blocks are all in the form

( _01 (1) > (5.28)

and then

(5.29)

If we define JA := OTdMO, it is not hard to see that the constraints (5.23) for §A becomes

0 0 a b ¢ d

0 0 b —a d —c

| —a =b O 0 e f
NS b a0 0 f e (5.30)

—c —d —e —f 0 0

—d ¢ —f e 0 0

n particular, to compute the differential §(D + (k)™ = (D + 6D 4+ ~v(k)) ™' — (D + ~(k)) ™" one can
use the following trick for generic matrices P (invertible) and Q:

(P+Q) '=pP'—P'QP+Q) " (5.25)
In particular, calling P = D + v(k) and Q = 6D, at first order we obtain
(D +~(k)™" = —(D +~(k))'6D(D +~(k)) " (5.26)

One can also apply the trick iteratively to find the following orders.
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We found then the we can play with 6 free parameters in order to solve the system of
equations.

As in part expected, the numerical result is disappointing: the equation (5.24) cannot
be satisfied for any choice of parameters. Actually, the situation is even worse: (5.24)
cannot be satisfied for any k independently (except for k = (0,0), if we take the limit (5.5)
as the definition of g(0,0) not even in the thermodynamic limit?).

Perturbation with increasing virtual layer

In the very spirit of tensor networks, now we would like to increase the bond dimension of
the GFPEPS in order to find the right first order approximation of the gaussian ground
state of the perturbed Hamiltonian. We anticipate immediately that even this method
happens to fail miserably.

One of the major problem in the previous section was the great number of linear
equations that we aim to solve, number that increases N, against the fixed number of
parameters in 0 M. In one dimension, the way to approximate states with increasing N is
to increase sufficiently the bond dimension: precisely, for translational invariant systems,
ground states of local and gapped Hamiltonians are well described by MPS, in the sense
that, increasing N, we just need a bond dimension D that increases polynomially in N in
order to approximate the ground state within a certain error. In the GFPEPS formalism,
increasing the bond dimension corresponds to increase the number of virtual modes that we
allow for each site: we define virtual layer to be two virtual fermionic modes, one vertical
and the other horizontal, corresponding to four Majorana’s modes; until now we always
choose one virtual layer x = 1. The correlation matrix M of the fiducial state then increase
from 6 x 6 to 10 x 10, 14 x 14.... More generally, with f physical fermionic modes and
virtual layers, M is a (2f + 4x) x (2f + 4x) matrix. Anyway, for our system f = 1.

To make a perturbation with increased bond dimension, first we need to increase it in
the zero-th case. To do this, we should try to find a family of extended correlation matrices

M (2+4x) x (24 4x) such that they give the same initial GFPEPS g¢(k) by formula (3.90),

®The case k = (0,0) is trivially satisfied because §g(0,0) = 0 and then we could choose M = 0.
0g(0,0) = 0 is not surprising at all if we consider that a generic 2 X 2 matrix satisfying (3.55) for k = (0,0)

must be in the form
0 +1
9(0,0) = ( - 0 ) . (5.31)

Since we require continuity between g(0,0) and ¢'(0,0) varying the perturbing parameters p and v, they
must be equal.
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valid also for y > 1. We parametrize M as

(A B B
M=| -Bf D1 Dy |, (5.34)
-BI' —-DI Dj

where the up left 2 x 2 block has dimensions 6 x 6, while the extension in the last row has
generically 4(x — 1) rows. In summary, this matrix must be antisymmetric, orthogonal
and must give the same GFPEPS g(k) obtained from M. To satisfies these requirements
for every k is not hard to see that the only proper way to increase the bond dimension
is extending M by placing an orthogonal and antisymmetric matrix O in the lower right
corner:

B 0
M=| -BT" D o |. (5.35)
0 O

We notice that in this way, the formula (3.90) for M give the same g(k); furthermore, M is
orthogonal and antisymmetric.

We can now set up the perturbation by the following matrix §M:

§A 0B

OIM=1 _sg7 b

(5.36)

We now get the expression that gives dg(k): it is the same as in (5.24), but with the

3(3.90) still holds with the correlation matrix (k) of the projector properly increased: for the new
virtual layers we should construct new projectors in analogy with (3.18) and (3.19):

-~ hn 1 0 ar
op = 5(]1 + 9y ar)s
) (5.32)
@ = S (U + i),
where we add a new index n = 1,...,x. The correlation matrix 7k of the new bigger projector then
becomes
X
(k) = P k), (5.33)
n=1

where vk is the correlation matrix (3.87).
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extended matrices.

oD ) ()

(D +~(k)~! 0 .
+(B o)< '6 (O+7(k))_1>5B

D )L 0 _
(8 ) (P o Sy )8 540
1

(D +~(k))~ 0 -BT
< 0 (O +~(k)~ ) ( 0 )
=5A+6B(D+~(k))"'BT + B(D +~(k))"*6BT

— B(D +~(k))"'6D(D + ~(k)) "' BT.

As one can notice, we wanted to increase the bond dimension to increase the number of
parameters in order to recover dg(k), but it happens that the new degrees of freedom in
SM do not enter in the expression above due to the presence of the zeros in (5.35).

We conclude that, by increasing the bond dimension, the equation for dg(k) does not
change at first order. This rules out definitely the possibility of approximating the new
chiral ground state of the gapped Hamiltonian with a gaussian fermionic PEPS at first
order. We leave some other possible approaches in the Outlook.



Chapter 6

Conclusions and Outlook

At the end, the conclusion of this work is an impossibility result that cast further doubts
on the possibility of describing chiral systems by GFPEPS. We summarize the main results
we got.

e As we showed in section 4.2, we cannot have topological, in particular chiral, injective
GFPEPS. Together we the strong belief that injective PEPS are ground states of
local and gapped Hamiltonians, we conclude that we cannot have a chiral GFPEPS
that is ground state of local and gapped Hamiltonians.

e Chapter 5 showed that, at least in our model, starting from a GFPEPS on a phase
transition and perturbing quadratically the Hamiltonian in a gapped topological
phase leads to a ground state that cannot be described by a GFPEPS, neither at the
first perturbative order. We remark the fact that, from the previous point, we did
not expect a GFPEPS for the perturbed ground state, but at least a GFPEPS (non
chiral) that is equal to the ground state at some orders in the perturbation.

e Actually in chapter 5 we obtained an other parallel result: whenever we perturb
the fiducial state of a GFPEPS, maintaining its gaussianity but allowing an higher
bond dimension, the new GFPEPS happens to be independent on the the new bond
dimension at first order in the perturbation. Then, the bond dimension does not
influence the perturbation at first order.

Nevertheless, it was shown [19] that GFPEPS can be used numerically to approximate
chiral free fermionic systems in gapped phases with a small bond dimension. However, it is
almost clear that the complete physics of these states can never be stored in a GFPEPS.
This is analogous to MPS of small bond dimension that can be used to study critical system
[19].
There can be further possibilities left open in the study of the model in chapter 5, in
particular one can allow a description of chiral free fermionic systems by FPEPS that are

not GFPEPS.

e In the perturbative framework of chapter 5, a possible new attempt would be to find
a FPEPS that is gaussian only at first order but loses gaussianity at higher orders.
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In this way, one could find a quasi-gaussian FPEPS that is near the chiral topological
ground state: then one should compute the Chern number of the FPEPS and find
out if the FPEPS is trivial or not. Unfortunately, in this framework, the formalism
we developed with correlation matrices is no more usable: this approach should be
investigated numerically.

However, there is one more tight possibility. We remark the fact that, by a quadratic
perturbation, the ground state of the new Hamiltonian is still gaussian. Furthermore,
in the definition of GFPEPS given in 3.2.2, we imposed that the fiducial state was
gaussian, not the GFPEPS itself. Nevertheless, we showed that the GFPEPS obtained
from a gaussian fiducial state is actually gaussian. A natural question arises. Is
every FPEPS that happens to be a gaussian state a GFPEPS? Indeed, it is not clear
whether starting from a non-gaussian fiducial state we can end with a FPEPS that is
gaussian. This would be a good possibility because we investigate in a larger class
of FPEPS and maybe be able to find chiral FPEPS that are ground states of free
fermionic gapped Hamiltonians.



Appendix A

Quantum information tools

A.1 Schmidt Theorem

The Schmidt theorem allows to write in a very compact representation a quantum state
living in a bipartite system AB. At the basis of this theorem there is the singular value
decomposition that guarantees for an arbitrary complex rectangular matrix M of dimensions
n x m (let’s suppose n < m) the existence of the decomposition

M =UDVT, (A1)
where
e U of dimension n x n is an unitary matrix: UTU = 1;

e D of dimension n x n is a diagonal matrix with real and non-negative entries; the
number 7 of positive values is called Schmidt rank of M,

e V of dimension m x n is a matrix with orthonormal columns, i.e. VIV = 1.

The Schmidt theorem is a corollary of the singular value decomposition and states
that, given a quantum state |¢)) in an Hilbert space H = Ha4 ® Hp (with n = dimH 4,
m = dimHp and n < m), it can be always decomposed on the given bipartition as

) =" Ailgn) i),
=1

where r < n, {|¢;)}i_, € Ha and {|¢;)}/_, € Hp are orthonormal sets in the two Hilbert
spaces and \; are real and positive numbers uniquely determined by |¢). The coefficients
A; are called Schmidt coefficients and their number r is called Schmidt number or Schmidt
rank of |¢).

Clearly, a pure state is separable if and only if its Schmidt rank is equal to 1 and then
its only Schmidt coefficient is 1 by normalization, i.e. |1)) = |<b>|g5>

73



74 APPENDIX A. QUANTUM INFORMATION TOOLS

A.2 Entanglement measures

We introduce a measure that quantifies the entanglement of a state or, better, the grade
of entanglement between the two subsystems of a bipartition of the state. To achieve this
aim, we use the Von Neumann entropy, a quantity that indicates the entropy of a mixed
state described by a density matrix p:

S(p) == —Tr(plnp). (A.2)
If we diagonalize the matrix p obtaining the eigenvalues 1 > p; > 0,7 =1,...,rk(p), it easy
to see that S(p) = — >, pilogp;. Therefore, S(p) satisfies some usual properties for an

entropy, namely it is always non-negative, it is zero if p is actually a pure state, it is invariant
under a change of basis UpU?, it is concave in p and it is additive in independent systems
(i.e. if p = pa ® pp, meaning that the two systems do not interact, S(p) = S(pa) + S(pB)).
Furthermore, its maximum value is reached when all the probabilities p; are equal to ﬁ,

then S(p) < logrk(p). In the case of a system in the Hilbert space (C%)®, for example a
lattice with L sites and a d-dimensional spin per site, the maximum possible rank is given
by d”, then we have S(p) < Llogd.

Actually, we could also define another family of measures of entropy in a quantum state
given by the Rényi entropy:

Su(p) = —— InTe(p"), (A3)

l—«

with a > 0. This quantity reduce to the Von Neumann entropy in the limit o — 17. It can
be proven also that S, is not increasing in «.

We now define a proper measure for entanglement. Given a state [1)) we define the Von
Neumann entanglement entropy to quantify the entanglement between a bipartition of this
state: it is simply the Von Neumann entropy computed on either the reduced states of
the bipartition H = Ha ® Hp. Defining p = |¢) (], pa = Trp(p) and pp = Tra(p) this
measure of entanglement is given by

S(pa) = =Tr(palnpa) = =Tr(pplnpp) = S(pB). (A.4)

We notice in particular that if the state has not entanglement between its constituents, i.e.
the state is separable (1)) = |¢)a ® |¢)B), the above expression gives 0, consistently.
Similarly, one can define a Rényi entanglement entropy starting from the Rényi entropy.



Appendix B

Grassmann Algebra

To deal with gaussian formalism for fermions in an efficient way, we will largely use
anticommuting variables, precisely the Grassmann algebra [1]. A Grassmann algebra (G,,) is
an algebra over the complex field generated by 61, ..., 0, (considered as abstract elements)
with the following constraint:

{0,065} = 0.

In particular, we notice that 2 = 0. An arbitrary element f() € G, can be written as

f(@) =a+ Z Z O‘a1,”.,ap0a1 e eap

p=11<a1<--<ap<n

with o, g0, €C . We notice also that even polynomials of 6 (such as 6102, 01030405 +
1+ 36203, but not, for example, §; and 61602035 — 0102) commute with the whole algebra, i.e.
they constitute the center of the Grassmann algebra.

Now we introduce some calculus on this algebra. First we define the partial derivative

% : G, — G, that follows some basic rules:

o)
d aTaeb = dab,

o (Anticommuting Leibniz’s rule)

0 0
Onf) = 0apf — 6 B.1
IStrictly speaking we have not defined the sum between an element generated by 61, ..., 6, and a scalar

a. In general, given an algebra A over the field K, A can be extended to an unital algebra A, ie. an
algebra with an element 1 such that al = la = a,Va € A. The extension can be performed defining
A=K A, where & is the direct product with the sum defined as in the direct product between vectorial
spaces and the product given by (A, a)(u,b) = (Ay, Ab + pa + ab). The unit element is then (1,0). Finally
we can forget the parenthesis and identify (A, a) = X + a.
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From this properties, it follows that the derivatives anticommutes

o 0
{89&7891)} —0. (B.2)

Furthermore, we define the integration to have the same effect of the derivation

9
/d@a = (B.3)

/D0 = /den---/del. (B.4)

With this order we have that f D6 ---0, =1. From the anticommutation relation B.2 it
follows that

We will also use the notation

)
/ DY 50 f(8) =0 (B.5)

so from the Leibniz rule B.1 we can use the anticommuting version of integration by parts:

[ posorgr-©) = [ o 220150, (B.6)

From now on we will consider only even-dimensional Grassmann algebras Go,. We will
usually need quadratic forms in the Grassmann Algebra to work with gaussian states. We
will denote a quadratic form by

2n
0" MO = Mabbabs € Gan, (B.7)
a=1

where M is a real and antisymmetric matrix 2n x 2n. Finally, we present two formulas for
Gaussian integrals that we shall extensively use:

/ DOe*2?" MO — Linpr(M), (B.8)
/ DO OEF0TMO 4 inpp(pf)et (=D gn M, (B.9)

where Pf(M) is the Pfaffian of the matrix M defined as

1
2nn!

PE(M) =

Z sgn(0) Moy 05+ Mgy 1,00, (B.10)

o€E€San



Appendix C

Fourier transform: smoothness and
decay

We present here some results about the Fourier transform in one dimension [3] [16]. These
results are generalizable also for two-dimensions.
We consider a function f(x) € £2(R) with Fourier transform given by

~

k) = \/12? /_ ;OO ek f () da (1)
Also f(k) € £2(R). From f(k) we can recover f(z) by

1 ee ik
f(z) = \/ﬂ/oo ek f(x)dx. (C.2)

The following propositions hold:

e f(k) has p — 1 continuous derivatives in £2(R) for some p > 0 and the pth derivative
in £2(R) with bounded variation' if and only if

f(z)=O(z| P 1) as |z| = oo; (C.3)

o f (k) has infinitely many continuous derivatives in £2(R) if and only if

VM, f(z) = O(|z| ™) as |z| — oc. (C.4)

' A function g(x) on R is said to have bounded variation if there is a constant M such that for any finite
m and any points xo < 21 <+ < Tm, y_;- |9(25) — g(z;-1)] < M.
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Appendix D

Complete formulas for the family of
GFPEPS

We summarize here a slight generalization of the model in chapter 5 [20], involving a more
general family of GFPEPS parametrized by A. All the properties of these GFPEPS are
equivalent to the case discussed in 5, that corresponds to the case A = 4

L
0 1-—2)
A_<—1+2)\ 0 >

1 -1 0 =2
. _\2
B_)\A<_1_1_ﬂo>,
A A (D.1)
_ —1A“ R
vl 01—\
2 3 —1+x 0

3 = VI=1 4 \/}—ﬂam; . \/}m; (D.2)
q(kz, ky) = 2(2 — 4N+ 327 —2(1 — \)*(cos ky, + cos ky) + (2 — 4N+ \?) cos ky cos ky); (D.3)

S1—MA Lk

g  (kpy ky) = — dO k) k) sin ?‘T sin ky,
2
2 2 2
g (ky ky) =———(2 —4AXN+ X* — 2(1 — N\)“(cos k, + cosk
+ (2 — 4\ + 3)\?) cos ky cos ky ),
8(1—X)A . .o k
3 2 By
kg ki) = I ik sin?
9°( y) N sin kg sin” -
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