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Cosmic Microwave Background (CMB) distortions: a new window into the
physics of inflation

Abstract

TheCosmicMicrowave Background (CMB) spectrum in the frequency domain is extremely close to

a perfect black-body. However, we know theremust be tiny distortions of the CMB spectrumwhich are

within the sensitivity of proposed satellite missions, such as PRISM [1] and PIXIE [2]. These spectral

distortions provide apotential powerful sourceof information about theoriginof theprimordial density

perturbations in the early Universe, i.e. the inflationary paradigm.

In order to achieve a more solid comprehension, we will first introduce our theoretical framework,

based on the Cosmological StandardModel, and theTheory of cosmological perturbations, which rep-

resents the traditional approach in Cosmology. In particular we will see how primordial density per-

turbations, of order 10−5, around a background solution produced the seeds for the Universe we see

today.

Thereafter, wewill consider various aspects related toCMB spectral distortions: what they consist in,

theirmain properties andwhy they are so important. Recentworks such as [3] proved that a cross corre-

lation between the so-called μ-type (i.e. chemical potential type) distortions and theCMB temperature

anisotropy ΔT/T could constraint the level of primordial non-Gaussianity (NG) via the parameter flocNL

at very small scales so far unexplored, lesser than about a Mpc, and potentially with a precision much

higher than the present constraints from CMB anisotropies. The most up-to-date and guaranteed con-

straints on primordial NG comes from [4] and give flocNL = 2.5 ± 5.7; however, authors of [3] claimed

that a cosmic variance limited experiment could in principle reachΔflocNL ∼ O(10−3), which is the typical

level predicted by the standard single-field models of slow-roll inflation.

That is a quite bold claim and in this work we will focus on a computation at second-order in the

cosmological perturbations to quantify some non-primordial signals that can act as a source of contam-

ination to themeasurement of the level of primordial non-Gaussianity. One could be lead to think that a

calculation of such kind should in principle follow the same derivation as the bispectrum formulaTTT,

but this idea, although legitimate, is actually incorrect. In fact, we will see that asserting this second-

order contamination is an highly non trivial task and we will discover a few crucial subtleties hidden in
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the calculation which must be treated very carefully.

The procedure we will follow is surely going to shine a light on the very brief and incomplete deriva-

tions and implied assumptions in the research literature. In addition to it, we will develop an analytical

formula, initially not intended, which provides the basis for a full numerical calculation once plugged

into the Second Order Non Gaussianity (SONG) code [5].

Themaingoals of thisThesis are therefore topresent some remarkable results on recentdevelopments

in Cosmology, becoming aware of what we know, and, where possible, to take a step toward what we do

not know, clarifying some aspects about CMB spectral distortions that have not been yet explored.
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1
TheStandardModel of Cosmology

The expansion of the Universe we live in was first discovered by astronomer and astrophysicist Edwin
Hubble in 1929, but it was only in the last decades, starting from the 1960’s, that Cosmology has in-
creasingly grown becoming a physical science with falsifiable theories. First models were entirely bary-
onic and involved simple ad hoc initial conditions. In many ways the basic picture has remained the
same since then: nearly scale invariant and adiabatic initial conditions, in an almost isotropic and ho-
mogeneous Friedmann-Robertson-Walker solution to Einstein’s Field Equations. However, Cold Dark
Matter was introduced in the 1980’s, leading to the Standard CDM picture and by the end of the 1980s
better fits to the available data were achieved thanks to the addition of a cosmological constant Λ, soon
associated with the concept of Dark Energy. Thus, by the mid-to-late 1990’s, the ΛCDM model was
established, not without some initial debate among cosmologists, but even now we refer to that as the
model that best fits all the present observations.

In the next sections, in order to have a better understanding of our working environment, we are
going to present the basic ΛCDM model assumptions and a brief introduction to the General Theory
of Relativity, the very supporting pillar onwhich all modernCosmology is based. Wewill also deal with
three great problems that are innate in the Standard Model and we will see that the theory of Inflation
brilliantly solves all of them and, maybe more surprisingly, does it at the same time.

As starting point, we are now going to introduce some basic concepts (present in any textbook, e.g.
[6]) in a qualitative way, but we are going to get back on them in §1.2 et seq with a deeper examination.
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1.1 The homogeneous and isotropic Universe

Our Universe began in a hot dense state about 14 billions years ago and we have good evidence that it
never stopped expanding since then. This depiction falls into the so called Hot Big Bang model and, as a
matter of fact, the ΛCDM theory is the most updated parametrization of it.

At the heart of this model there is the Cosmological Principle, that is the assumption that the universe
is homogeneous and isotropic on large scales (for a comoving observer). We are not going to discuss
about the implications nor the history behind this basic principle in Cosmology, we just limit ourselves
to say that it was originally a mere hypothesis formulated for the sake of simplicity and to reflect the
Copernicandesire not to occupy a preferred position in theUniverse, but, later on, it found its validation
in astronomical observations. Talkingof observations, whatweare going todo instead is introduce some
fundamental quantities which will help us along the way.

The expansion process is conveniently described by a scale factor a(t), a function of time; its present
value is set to 1, as a normalization, and at earlier times a was smaller than it is today. Let us since now
highlight that the factor a is crucial to have a proper definition of distance in an expandingUniverse. We
can imagine space as a grid which expands uniformly with time as in Fig. 1.1.1; the distance between
the coordinates of two points is called comoving distance and remains constant, whereas the physical
distance is proportional to the scale factor and in consequence does evolve with time.

Figure 1.1.1: Hypothetical grid representing expansion of the Universe (Picture taken from [6]).

In general, coordinateswhich are fixed in the frameof the expandingUniverse, i. e. that donot change
with time, are said to be comoving. For instance, if λ is a generic coordinate:

λphysical = a(t)λcomoving. (1.1)

We have implied so far that the scale factor a is a function of time, but we did not specifiedwhat time:
it is the cosmic time, which represents the proper time of comoving observers. It is important to notice
that the dependence of a on t varies as the Universe evolves, according to what form of energy density
ρ is most present in the Universe.

At early times, radiation (meaning all relativistic species) used to dominate while later, after the so-
called matter-radiation equality, non-relativistic matter came into play. These two different kind of evo-
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lution are then

a(t) ∝ t
1
2 radiation,

a(t) ∝ t
2
3 matter.

However, it is now believed that matter-dominated epoch has ended and a new form of energy has
come to dominate the cosmological landscape: Dark Energy. This peculiar kind of energy is causing the
today’s acceleration and the most plausible possibility is that this energy density remains constant with
time, acting as a cosmological constant. This possibility was first introduced by Einstein but he started
from the wrong hypothesis, as he believed in the Steady State Universe, and he ended up abandoning it
defining this idea as the ”biggest blunder” of his life.

We said that scale factor a evolves with time, so to quantify its rate of change and its relation to the
energy density it is useful to define the Hubble rate:

H(t) ≡ 1
a
da
dt
.

This quantity measures the rate of expansion of the Universe and therefore it allows us to define two
reference parameters:

H(t)−1 Hubble time,

cH(t)−1 Hubble radius.

The latter is also called horizon because it provides an estimate of the distance that light can travel
while theUniverse expands appreciably and reflects the property of causal connection in a time interval
H−1. That is to say, in a region much smaller than the Hubble distance, during a time interval much less
than the Hubble time, i.e. in a region of space-time that is small on the Hubble scale, the expansion of
the Universe does not violate the principle of causality in physical processes such as the propagation
of waves and the establishment of thermal equilibrium. On larger scales, such processes are no longer
causally connected.

The Hubble rate is determined by measuring (at least at the lowest redshifts) the velocity of distant
galaxies and dividing by their distance from us, so it is often written in units of velocity per distance.
Present measurements are parameterized by h:

H0 = 100h km sec−1Mpc−1,

where, here and throughout, the subscript ”0” denotes values of quantities today. Latest measure-
ments [7] have set
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Figure 1.1.2: The distribution of galaxies is clumpy on small scales, but becomes more uniform
on large scales and early times (Picture taken from [8]).

h = 0.6774± 0.0046 at 68% CL.

Notice that, since H depends on time, measuring separately the Hubble rate today H0 and the age of
the universe today would represent a powerful test of this cosmological model.

We should now introduce another fundamental quantity inCosmology: the redshift z. In the expand-
ingUniverse galaxies aremoving away fromeach other, sowe see them receding fromus. We know from
the physics of waves that the wavelength of light or sound emitted by a receding object is stretched out
so that the observed wavelength is larger than the emitted one. In this sense, z represents a stretching
factor:

1+ z ≡ λobs
λemit

=
a(t0)
a(t1)

=
1

a(t1)
,

where we used the normalization a(t0) = 1; λ is the wavelength, and ”obs” and ”emit” stand respec-
tively for ”observed” and ”emitted”. For low redshifts, the standard Doppler formula applies and we find
z ≃ v/c.

Redshift z, rather than years or Megaparsecs (Mpc) ¹, is often used in Cosmology to specify both
times and distances as it is very conveniently assimilated in the context of an expanding Universe.

In Fig. 1.1.2 we can see how the cosmological principle is implemented in the practice. According
to our definition, the higher the redshift the further we are looking into the Universe. The figure shows
that on small scales, close to us, the Universe is everything but homogeneous and isotropic (just think
at the Solar System, whose isotropy, for instance, is broken by the presence of orbiting planets); on large

¹We remind that the parsec is the most used unit of length in the astronomical field and 1Mpc ≃ 3.26× 106light years ≃
3× 1022metres
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Figure 1.1.3: Energy density vs scale factor for different constituents of a flat Universe, in this
case: non-relativistic matter, radiation and cosmological constant. All are in logarithmic scale and
in units of the critical density today (Picture taken from [6]).

scales, say ≳ 10Mpc the distribution of galaxies becomes more and more uniform and we can start to
treat them as linear perturbations in the homogeneous and isotropic Universe.

One final remark in this introductory section is about the geometry of our smooth Universe. There
are three possible cases and a key role to distinguish among them is played by a critical value of the
energy density ρcr. Thus the Universe is said to be

open if ρ < ρcr

flat if ρ = ρcr

closed if ρ > ρcr.

To better understand what this means just consider two freely traveling particles which start their
journey moving parallel to each other. A flat Universe is Euclidean, so the particles remain parallel as
long as they travel freely. In a closed Universe, gradually the initially parallel particles converge, as all
lines of constant longitude meet at the North and South Pole. In the open case, instead, the initially
parallel paths diverge, as would two marbles rolling off a saddle.

Our Universe is very close to a flat one and it can be shown that, according to the different epochs,
the energy density scales as

ρ ∝


a−4 radiation
a−3 matter

a0 = const. dark energy.

These trends are illustrated in Fig. 1.1.3, where aeq is the scale factor evaluated at the time of matter-
radiation equivalence.

We will see more about this in the next section, in particular we will learn that the connection be-
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tween geometry and energy (density) is made possible by Einstein’s Equations in the General Theory
of Relativity.

1.2 General Relativity

Up to now, we have just presented some phenomenological features of our Universe, namely, that it is
homogeneous and isotropic on large scale (Cosmological Principle), that it is subject to an accelerated
expansion (conveniently described by the scale factor a) and that it is filled with different form of en-
ergy density ρ coming from asmany different constituents (radiation, non-relativisticmatter and, at late
times, Dark Energy).

This is all elegantly formulated in the General Theory of Relativity (GR) and a proper comprehension
of this work would be almost impossible without spending at least a few words on it. On the other
hand, most of Cosmology can be learned with only a passing knowledge of GR, such as the concepts of
a metric, geodesics and 4-dimensional formalism and indeed we are not going to need anything more
than this.

The mathematics employed in the formal construction of the Theory can be quite challenging but
the physical idea behind it is as simple as outstanding and it is enclosed in the

Equivalence Principle (EP), which states the equivalence between gravitational and in-
ertial mass.

This implies that acceleration is independent of the nature of the body, or, in other words, no external
static homogeneous gravitational field could be detected in a freely falling elevator since the observers,
their test bodies and the elevator itself would respond to the field with the same acceleration. Notice
that ”freely falling” means that no external forces are acting on the elevator but the gravity itself, thus,
the trajectory traced by it is a geodesic, which represents the shortest path between two point in space.

The Principle can be easily applied in a system of N particles subject to some external force that give
the system an acceleration a: one just need to write down the equations of motion and perform a non-
Galilean space-time coordination transformationx′ = x− 1

2gt
2

t′ = t.
(1.2)

to immediately realize that things go along exactly as if the system were within a gravitational field of
strength g = −awithout any external forces.

Fromwhat we said, it seems that the Principle holds only in the case of static and homogeneous grav-
itational field: had g depended on x or t, we would not have been able to produce an exact cancellation
between inertial and gravitational forces with the coordinate transformation 1.2. However, if we restrict
our attention to such a small region of space and time that the field changes very little over the region,
we can still expect an approximate cancellation and this lead us to state the Equivalence Principle in its
final form:
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at every space-time point P, labeled by a set of coordinates xμ
P in an arbitrary gravitational

field, it is possible to choose a locally inertial coordinate system ξα such that, within a suffi-
cient small region of P, the laws of nature take the same form as the ones predicted by the
Special Relativity (SR) in the absence of gravitation.

The change of coordinates

xμ
P 7−→ ξα(x)

is also called diffeomorphism and represents a notion of paramount importance in GR. Just like every
other fundamental theory in physics is built on an invariance principle which descends directly from
simple and basic phenomenological data, one of the main assumptions in GR is that, in the presence of
a gravitational field, every physical law has to be invariant under diffeomorphism.

The invoked principle in this case is the one ofGeneral Covariance and it can be proved to be precisely
equivalent to the Equivalence Principle.

It has now come the time to deal with the mathematical aspect of GR we mentioned earlier. We
are going to disclose some extremely powerful mathematical tools which will help us to implement the
General Covariance Principle in practice.

We have already hinted at the fact that the notion of ”distance” in Cosmology is far from trivial by
pointing to the expansion of the Universe, but there is actually more than that. As it is nowadays well
known, matter in Universe is able to curve the space-time that, consequently, in this view, becomes a
specific geometrical structure: a four-dimensionalDifferentiableManifold. A proper presentation of this
subject should be carried out in the context of Differential Geometry, but we are not going to do this at
all since we will just need an intuitive idea for our purpose. Specifically, just bear in mind the standard
visual analogy in Fig. 1.2.1: matter curves space-time in the same way as a rubber sheet is stretched by
something heavy placed on it, for instance a ball.

Figure 1.2.1: A very simplified view of the differentiable manifold that represents our space-time
is offered by the analogy with a rubber sheet stretched by a ball placed on it; the heavier the ob-
ject, the deeper the resulting gravitational well. The interplay between matter and geometry runs
quite deep: matter tells space how to curve and, then, curved space tells matter how to move.

Instead, what is of greatest interest for us are other particularmathematical objects called tensors; their
importance lies in the fact that they fulfill the General Covariance Principle in a manner that is said to
be ”covariant by sight” in the four-dimensional formalism framework.
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One of the most fundamental tensors is without any doubt the metric. We already saw that, in the
case of a smooth expanding Universe, the scale factor connects the coordinate distance with physical
distance, but, more generally, this task is assigned precisely to the metric which is then an essential tool
in order to make quantitative predictions in an expanding Universe.

The metric depends on the space-time point P we are considering and it can be easily derived by
defining the interval between P and an infinitesimally nearby point Q. They are both events and are
labeled by a set of coordinates xμ, so

P ≡ xμ ; Q ≡ xμ + dxμ.

According to the EP, there exist a locally inertial frame ξμ(x) in P so thatxμ 7−→ ξμ(x)

xμ + dxμ 7−→ ξμ(x + dx) = ξμ(x) + ∂αξμdxα

⇓

dξμ ≡ ξμ(x + dx)− ξμ(x) = dxα∂αξμ,

where we made use of the notation ∂μ ≡ ∂/∂xμ.
In the ξμ(x) coordinate system we can use results coming from Special Relativity. In particular, the

distance between P and Q is defined by the line element

ds2 = dξαdξβηαβ,

with ηαβ = diag(−1, 1, 1, 1) the Minkoskian metric.
Going back in the coordinates xμ we finally obtain

ds2 = dxμ∂μξαdxν∂νξβηαβ = dxμdxνgμν(x),

where gμν(x) ≡ ∂μξα∂νξβηαβ is the metric in x. Notice that gμν is symmetric in the two indexes, it
admits an inverse gμν such that gμαgαν = δμ

ν and it is independent from the chosen locally inertial frame.
If we perform a diffeomorphism xμ 7−→ x′μ(x):

gμν transforms exactly as a second rank covariant tensor

g′μν(x
′) =

∂xα

∂x′μ
∂xβ

∂x′ν
gαβ(x),

ds2 is invariant by construction

ds2 = dxμdxνgμν(x) = dx′μdx′νg′μν(x
′).
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Figure 1.2.2: Parameterization of an arbitrary path in spacetime xμ(λ) (Picture taken from [8]).

It can be seen that on certainmanifolds ametricwould be unnecessary or inconvenient forwhichever
problem is being considered. But in our case themetric is absolutely fundamental, since it will carry the
information about the rates atwhich clocks run and the distances between points, just as it does in SR.A
differentiablemanifold onwhich a symmetric covariant tensor field gμν has been singled out to act as the
metric at eachpoint is called aRiemannianmanifold. ² It is important tounderstand that in pickingout a
metric we add structure to themanifold; we shall see that themetric completely defines the curvature of
the manifold. Thus, by our choosing one metric gμν the manifold gets a certain curvature (perhaps that
of a sphere), while a different g̃μν would give it a different curvature (perhaps an ellipsoid of revolution).
The differentiablemanifold itself is ”primitive”: an amorphous collection of points, arranged locally like
the points of Euclidean space, but not having any distance relation or shape specified; giving the metric
gμν gives it a specific shape.

This specific shape is precisely what cause particles to follow complicated paths in general space-
times. The notion of straight line gets generalized to a geodesic, the path followed by a particle in the
absence of any forces, i. e. whenonly gravity acts. If we consider theworld line of a particle parametrized
by λ xμ(λ) (Fig. 1.2.2), it can be shown that the geodesic equation takes the form

duα

dλ
+ uμuνΓα

μν(x) = 0,

where uα ≡ dxα

dλ is the 4-velocity while Γα
μν(x) = ∂μ∂νξρ ∂xα

∂ξρ is a very peculiar object called Affine
Connection, but also known as Christoffel Symbols. Like the metric, it is symmetric in the two subscripts
and depends on the point x, but, surprisingly, despite its appearance, it is not a tensor. This is to be read
in the sense that, under a change of coordinates xμ 7−→ x′μ(x), Γα

μν(x) does not transform following the
general formula

(T′)α1α2...αn
β1β2...βm

(x′) =
∂x′α1

∂xμ1

∂x′α2

∂xμ2
...
∂x′αn

∂xμn

∂xν1

∂x′β1
∂xν2

∂x′β2
...

∂xνm

∂x′βm
(T)μ1μ2...μn

ν1ν2...νm(x). (1.3)

Notice that this transformation formula implies that a tensor is null in a certain coordinate system if
and only if it is null in every coordinate system (pointwise).

However, the affine connection proves itself to be an extremely convenient quantity in Differential
Geometry and, therefore, in GR.

First of all, one can see that it is intimately related to the metric gμν and its derivatives:

²Strictly speaking, only if themetric is positive-definite - that is,VμVνgμν = VμVμ > 0 for all vectorsVμ ̸= 0 - is it called
Riemannian; indefinite metrics, like SR and GR, are called pseudo-Riemannian.
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Γμ
αβ(x) =

1
2
gμν(x)

(
∂βgαν(x) + ∂αgβν(x)− ∂νgαβ(x)

)
.

Secondly, it exactly compensates for the fact that not even the standard derivative of a vector ∂μVν

is a tensor since from Γμ
αβ we can define the covariant derivative operator Dμ; this is the only intrinsic,

coordinate-independent derivative operator on a general manifold, and its action on scalars, contravari-
ant vectors and covariant vectors is given by:

Dμφ ≡ ∂μφ for a scalar field,

DμVν ≡ ∂μVν + Γν
αμV

α for a contravariant vector,

DμVν ≡ ∂μVν − Γα
μνVα for a covariant vector.

For general tensors the covariant derivative is the same, with one positive Γ - term for each upper
index and one negative Γ - term for each lower one.

Wecannowspecify that theGeneralCovariancePrinciplenotonly contains the conceptof invariance
under diffeomorphism, but also the idea that physics laws, in presence of a gravitational field gμν(x),
reduce themselves to the corresponding laws of Special Relativity if one puts

a) gμν = ημν,

b) Γμ
αβ = 0 ←→ ∂ρgαβ = 0.

These two conditions define what we already called the locally inertial coordinate system and it can
be proved that such coordinate system exists for every point P of the manifold.

We shall now introduce themost standardway to express curvature of Riemannianmanifolds, i.e. the
Riemann curvature tensor. Very intuitively, it is a tensor field thatmeasures the extent towhich themetric
is not locally isometric to a Euclidean space. Its components are expressed in terms of the Christoffel
symbols:

Rμ
ναβ = ∂βΓμ

να − ∂αΓ
μ
νβ + Γγ

ναΓ
μ
βγ − Γγ

νβΓ
μ
αγ.

It is important to notice that

Γ ∼ g · ∂g =⇒ R ∼ ∂Γ + ΓΓ ∼ ∂∂g + (∂g)2.

The presence of second derivatives of the metric in the Riemann curvature tensor is crucial. We saw
that for every space-time point it always possible to move ourselves into a locally inertial coordinate
system where the metric is constant and its first derivatives cancel. Unfortunately, this process stops
here: we cannot cancel second derivatives of the metric just by changing coordinate system as they
represent a much more intrinsic property of the manifold. Therefore, metric and Christoffel symbols
are deceptive in order to measure the degree of curvature of the manifold they are defined on and we
shall trust only the Riemann tensor, in the sense that
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a manifold endowed with a metric tensor gμν(x) is flat

⇕

Rμ
ναβ(x) = 0 ∀x.

Moreover, there are two more standard geometrical objects descending from the precedents:

Ricci tensor Rμν = Rα
μαν = Rνμ,

Curvature Scalar R = gμνRμν.

Eventually, we can give the prescription to implement the General Covariance Principle in the Gen-
eral Relativity context; it is also known as Minimal Coupling and it is founded on four fundamental
substitutions:

1. ημν −→ gμν,

2. ∂μ −→ Dμ,

3.
∫

d4x −→
∫ √gd4x,

4. δ4(x− y) −→ δ4(x−y)√g ,

where g ≡ − det gμν > 0.

Robertson-Walker (RW) metric

We just stressed the fundamental role played by a metric tensor on a differentiable manifold, of dimen-
sion four in our case. Thus, let us specify what this metric looks like in the Universe we live in; it is
usually expressed in terms of the line element we defined in the previous paragraph, as it is an invariant
quantity in GR.

The metric has to reflect all the most important properties of the Universe, i.e. that it is expanding
and appears homogeneous and isotropic on large scales. Having this clear in mind, one can find

ds2 ≡ gμν(x)dxμdxν = −dt2 + a(t)2
[

dr2

1− kr2
+ r2dΩ2

]
, (1.4)

where

• dΩ2 = sin2 θdφ2 + dθ2 is the solid angle element;

• t is the proper time of an observer comoving with the Universe expansion;

• (r, θ, φ) are spherical comoving coordinates;

• a(t) is the scale factor;
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• k parametrizes the spatial curvature of the Universe so that
k = −1 for an open universe

k = 0 for a flat universe

k = +1 for a closed universe.

Notice that, being (r, θ, φ) a set of comoving coordinates, they can be dimensionless and so the pa-
rameter k; this means that the dimension is carried by the scale factor a(t)which in particular has units
of a length. To better understand this, just think back at relation 1.1.

Avery interestingpropertyof theRobertson-Walkermetric is that, ifweperformtheparticular change
of coordinates

t −→ η ; dη = dt
a (conformal time),

r2 = Sk(χ2) =


sin2 χ if k = +1

χ2 if k = 0

sinh2 χ if k = −1,

we get

ds2 = a(η)2 [−dη2 + dχ2 + Sk(χ2)dΩ2] ,

which is the so-called conformal metric. If we forget about the angular part for a moment, the metric
we obtained is proportional to the Minkowskian one by a factor a(η). As a matter of fact, it is therefore
evident that the causal structure of theRWmetric in the coordinates η and χ will appear as inMinkowski
space.

Einstein Equations

We are starting to give structure to the Universe. As we anticipated, Einsteins Equations provide an
extremely deep connection between geometry, in particular spatial curvature, and energy (density) ρ
of the species that populate the Universe. These constituents, both relativistic and non relativistic, are
conveniently described by an Energy-Momentum Tensor Tμν.

The equations can then be derived through a variational principle starting from the total action I[φ, g]

I[φ, g] = IM[φ, g] + IE.H.[g],

which is a sumof the action for thematter component IM and the action accounting for the geometry
of the spacetime IE.H., called Einstein-Hilbert action. In square brackets we indicated that these actions
are functionals that may depend on the metric g, a generic scalar, vectorial or tensorial physical field φ
(and possibly its first and second derivatives), or both. It can be seen that, introducing the concept of
functional derivative, the object defined by
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Tμν(x) ≡ − 2√
g(x)

δIM
δgμν(x)

can be regarded as the Energy-Momentum tensor of our system; in fact, Tμν(x) = Tνμ(x) and
DμTμν(x) = 0. Then, enforcing the variational principle δI = 0 and using the explicit expression
for the Einstein-Hilbert action

IE.H.[g] =
1

16πG

∫
d4x√gR,

with G being the gravitational constant, we finally obtain the Einstein Equations

Gμν ≡ Rμν −
1
2
gμνR = 8πGTμν. (1.5)

Gμν is called Einstein Tensor and is symmetrical in the two indices by construction.
As we know, (1.5) stresses the very deep connection between geometry and physics that we men-

tionedearlier: the left-hand sideof theEinsteinEquations contains thegeometryof ourUniversewhereas
the right-hand side describes the physical properties of its constituent.

In themodel involving a cosmological constantΛ ̸= 0, the Einstein-Hilbert actionmust be corrected
as

IE.H.[g] =
1

16πG

∫
d4x√g(R + 2Λ),

so that (1.5) becomes

Rμν −
1
2
gμνR−Λgμν = 8πGTμν

⇕

Rμν −
1
2
gμνR = 8πG

(
Tμν +

Λ
8πG

gμν

)
≡ 8πGT̃μν.

(1.6)

Notice that the addition of this term does not invalidate the initial assumptions we started from to
derive the Einstein Equations, since it is a term proportional to the metric.

The two ways of writing the Einstein Equation reflect the two corresponding way of interpreting Λ:
we can leave it left of the equal sign and look at it as a fundamental constant of nature, or we can take
it to the right of the equal sign and consider it as a source. Anyway, the value of Λ represents one of
the biggest discrepancy in modern physics; if Λ comes from quantum effects, the theoretical value is
Λtheo = L−2

p ≃ 1066cm−2 where Lp =
√

ℏG/c3 = 10−33cm is the Planck length against the observed
experimental value Λobs ≃ 10−56cm−2. This leads to the following strong discrepancy

Λtheo

Λobs
∼ 10120.

As regards the sign of the cosmological constant, it can be shown that Λ > 0 implies a negative pres-
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sure P < 0. Notice that this makes completely sense as an energy density mimicking a repulsive effect
which at the same time prevents the Universe gravitational collapse and allows the cosmic accelerated
expansion.

Filling the Universe

In the previous paragraph we introduced the Energy-Momentum tensor Tμν as a quantity able to carry
most of the information about the physical properties of thematter in theUniverse, both relativistic and
non relativistic.

For instance, if we consider the Energy-Momentum tensor of a relativistic perfect fluid, then the con-
ditions that, in the coordinate system comoving with the fluid, make it ’perfect’ are

• no heat (≡ energy) conduction;

• no shear stresses, i.e. complete absence of viscosity.

Thus, for a general metric gμν, the explicit expression is

Tμν = (p + ρ)uμuν − pgμν, (1.7)

where uμ = (1, v⃗)/
√
1− v2 v⃗=0

= (1, 0, 0, 0) is the 4-velocity of a particle in the fluid while ρ and p are
respectively the proper energy density and the isotropic pressure and are both relativistic scalars. These
two quantities are tied by the equation of state

pi

ρi
= wi,

where the subscript i stands for a particular species in the Universe.
If we imposeDμTμν = 0we get the energy conservation equation from the temporal component and

the Navier-Stokes equation from the spatial one.
When considering a Tμν written as in (1.7) in the cosmological field, there may be some ambiguity

about the significance of uμ, so we specify that it refers to the velocity of a ’model’ galaxy that is in a
free fall motion as the only force acting on it is the gravitational field. Galaxies and particles form the
so-called ordinary matter for which the Energy-Momentum tensor takes the particular form

Tμν =
N∑

r=1

mr

∫
uμ
r u

ν
r
δ(4)(x− yr(sr))√g

dsr,

where N is the total number of particles (or galaxies) and sr parametrizes the world line of particle r.
For ordinary matter it can also be proven that

0 ⩽ p ⩽ 1
3
ρ

and the upper and lower limit are given by
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ultra-relativistic particles: vr ≈ 1 −→ p = 1
3 ρ,

non relativistic particles: vr ≪ 1 −→ p≪ ρ.

Notice that ρ is an energy density so it is necessarily positive defined; this means that if in some cases
a negative pressure is needed, it is clear that we are no longer considering ordinarymatter. This is exactly
the case of the cosmological constant Λ: in the previous paragraph we showed that we can look at Λ as
a source for the gravitational field when placed at the right-hand side of Einstein equation. As a matter
of fact, all we were saying was that we could define a particular Energy-Momentum tensor

Tμν
Λ = (pΛ + ρΛ)u

μuν − pΛgμν,

so that in (1.6) T̃μν = Tμν + Tμν
Λ . Now, since

Tμν
Λ =

Λ
8πG

and recalling that Λ > 0, we can make the identificationpΛ = − Λ
8πG < 0

ρΛ = −pΛ = Λ
8πG > 0.

Therefore, the Dark Energy sourced by the cosmological constant has an equation of state is charac-
terized by wΛ = −1.

Friedmann equations

We have already said that Einstein Equations represent an extremely powerful tool in Cosmology and
now we want to provide one of the most important examples. In 1922, physicist and mathematician
Alexander A. Friedmann derived a set of equations governing the expansion of space in homogeneous
and isotropic models of the Universe. He started from (1.5) plugging the Robertson-Walker metric
(1.4) and the Energy-Momentum tensor of a perfect fluid (1.7).

The complete procedure that leads to the equations can be found in any textbook, such as [9], so we
present here just the final result, usually known as Friedmann Equations:H2 =

( ȧ
a

)2
= 8πG

3 ρ− k
a2

ä
a = −

4πG
3 (ρ + 3p) .

(1.8)

The overdot indicates the (cosmic) time derivative and we remind that we are in natural units where
c = 1.

Notice (1.8) is a set of 2 equations but the starting point, the Einstein equations, is a set of 10 equa-
tions (remember gμν is symmetric); this simplification is made possible precisely by the properties of
homogeneity and isotropy of the Universe.
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Now, a careful eye may have spotted that Friedmann equations are 2, but there are 3 variables to be
determined, namely p, ρ and a. Actually, we have already introduced the additional condition given by
the equation of state p = wρ and then, thanks to it, the system can be solved.

It is customary to introduce also a third Friedmann equation, better known as Continuity Equation:

ρ̇ + 3H(ρ + p) = 0.

It can be obtained from the first two equations with some basic algebraic manipulations and the pro-
found reason is that it comes directly from the Bianchi Identity DμGμν = 0 = DμTμν.

One last remarkable feature of the equations concerns the issue of cosmic acceleration. We know that
ourUniverse is experiencing an accelerated expansion, that is ä > 0; in order to achieve it, since a and ρ
are positive defined, the only possibility is that p < 0. As we alreadymentioned a possibility is provided
by the cosmological constant, which, in (1.8), would giveρ = ρm + ρΛ = ρm + Λ

8πG

p = pm + pΛ = pm − Λ
8πG ,

where the subscriptm stands for ’ordinarymatter’. If in the future ρm and pm will become alwaysmore
negligible, we will be left with

ρm, pm
t→∞−→ 0 =⇒

 Λ
3 −

k
a2 =

ȧ2
a2

ä
a =

Λ
3 .

In this hypothetical limit, the evolution of the scale factor with time would be a(t) ∝ eHt, with H =√
Λ
3 = const.
In general, models of universes where the scale factor a(t) grows exponentially and that are charac-

terized by an equation of state with w = −1 are called de-Sitter Universes.

1.3 The CosmicMicrowave Background

So far, we have been given a particular structure to the Universe, focusing on its geometrical properties,
but it has now come the time to introduce what, for us and for the purposes of this work, is of most
interest: the Cosmic Microwave Background Radiation (CMBR).

Be aware that the cosmic inventory is extremely wide and varied as it includes, for instance, photons,
baryons, cold darkmatter, neutrinos and dark energy. However, we will skip an appropriate description
of them with the exception of the photons, which compose the CMBR.

A curious note before going into details is that this radiationwas found by chance byAmerican scien-
tists Penzias and Wilson in 1965. They were conducting some experiments about radio astronomy and
satellite communications when they noticed that their antennas had an excess in temperature of∼ 4K
which they could not account for. After some initial discussions with other scientists, they eventually
realized that the antenna temperature was indeed due to the microwave background. This accidental
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Figure 1.3.1: On a cloudy day, we can look out through the air and water vapor to the water
droplets in the clouds which obscure our view beyond them (Picture taken from the WMAP official
website).

discovery, which was later rewarded with a Nobel prize to both the American scientists, definitely in-
creased the scientists interest in this field as the origins and evolution of the Universe became a physical
science with scientific data to collect and analyze.

Right after the Big Bang, a photon-baryon plasma pervaded the Universe and all present particles in-
teractedwith eachother, for example protons and electrons interacted via theCoulomb forcewhile elec-
trons, in turn, interacted with photons via Compton scattering. When the Universe was about 380000
years old, at redshift z∗ ∼ 1000, the space expansion rate became larger than the interaction rate, so
electrons and protons started combining to form neutral Hydrogen during an epoch called recombi-
nation. Hydrogen is almost completely transparent to the cosmic background radiation, thus photons
decoupled from ordinary matter in the sense that could propagate freely through the Universe.

The appearance of the sky on cloudy days is a good analogy to the appearance of the Cosmic Mi-
crowave Background Radiation. Water droplets scatter optical light, much like the free electrons scatter
the photons of CMB; nevertheless, water vapor is nearly transparent to optical light, just as neutral Hy-
drogen is nearly transparent to photons.

This cosmic background ”cloud surface” is called the Last Scattering Surface (LSS) - Fig. (1.3.1). Pho-
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tons coming from the LSS literally come from the earliest moment of time, if there were any features
imprinted in this surface of last scatter (i.e. regions that were brighter or dimmer than average) they
will remain imprinted to this day because emitted light travels across the Universe largely unimpeded.
Therefore, observations of the cosmic background radiation is the most powerful probe for the early
Universe.

Notice that the LSS has a thickness because the time of last scattering is modeled by a visibility func-
tion whichmeasure the probability that a particular photon last scattered in a redshift interval dz. Con-
veniently, this is well approximated by a Gaussian at mean redshift z∗ = 1100 with width Δz ≃ 80,
pretty much independent of all cosmological parameters.³

In 1990, the FIRAS instrument on the COBE satellite revealed in the CMB an almost perfect black-
body spectrum of temperature T0 = 2.725± 0.001K (95% CL):

Iν =
2hν3

c2
1

e
hν

kBT0 − 1
, (1.9)

with possible deviation from black-body limited to ΔIν/Iν ≲ 10−5; we defer an accurate discussion
on this subject to §3.1. Later on, in 1992, the COBE DMR experiment reported the first detection of
cosmological anisotropy in the CMB temperature field, aside from the dipole induced by the motion
of our galaxy of about 3.5 mK, at an rms level of ΔT/T = O(10−5). These fluctuations, detected on
scales larger than the 7◦ resolution of theCOBEDRM instrument, represent the direct imprint of initial
gravitational potential perturbations through their redshifting effect on the CMB photons, called the
Sachs-Wolfe effect, and are of the right amplitude to explain the large-scale structure of the Universe.
From 1992 onwards, lots of experiments detected a rise and fall in the level of anisotropy from degree
scales to arcminute scales (see Fig. 1.3.2).

These observations contributed to build a working cosmological model for our Universe: namely,
that the universe is spatially flat, consists mainly of dark matter and dark energy, with the small amount
of ordinary matter necessary to explain the light element abundances, and all the rich structure in it
formed through gravitational instability from quantummechanical fluctuations when the Universe was
a fraction of a second old.

One of the most important fact about CMB anisotropies is that the photon distribution is quite uni-
form with very small perturbations and this is in stark contrast to the matter in the Universe, which on
scales less than about 10Mpc is organized in very non-linear structures like galaxies and clusters, follow-
ing on from gravitational instability. This disparity is due to radiation pressure that prevents photons
from clumping. Thus, even though both inhomogeneities in thematter in theUniverse and anisotropies
in the CMB apparently originated from the same source, these appear very different today. Note that,
thanks to the smoothness of the photon distribution we can use linear response theory and predictions

³This assumes that there is no very early reionization of the intergalactic medium by ultraviolet photons emitted by the
earliest generations of stars and quasars, which could create free electrons that can scatter themicrowave photons. However,
in inflation-based models, which we will see soon, it is thought that reionization happens at z ∼ 6, clearly not early enough
to rescatter all of the microwave background photons to create a new LSS.
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(a) FIRAS spectral measurement (b) Temperature anisotropies

Figure 1.3.2: (a)The almost perfect black-body spectrum of the CMB; error bars too small to be
displayed. (b)Resolution enhancement in the CMB temperature anisotropies detection (Pictures
taken from the JPL-Caltech official website).

can bemade as precisely as their sources are specified; besides, if the sources of the anisotropies are also
linear fluctuations, anisotropy formation falls in the domain of linear perturbation theory.

Temperature Field

As we said before, the CMB spectrum is an extremely good black-body with a nearly constant tempera-
ture across the sky T0, so we generally describe its intensity as a function of frequency and direction on
the sky n̂ in terms of a temperature fluctuationΘ(n̂) = ΔT(n̂)/T0.

The CMB temperature is a two-dimensional field measured everywhere on the sky, i.e. with two
angular coordinates. Thus, instead of Fourier transforming (as in the case, for example, of the galaxy
distribution) the CMB temperature, one typically expands it in spherical harmonics, a basis more ap-
propriate for a 2D field on the LSS:

Θ(n̂) =
ΔT(n̂)

T0
=

∞∑
ℓ=0

ℓ∑
m=−ℓ

aℓmYℓm(n̂),

where we introduced the multipole moments:

aℓm =

∫
dn̂Y∗

ℓm(n̂)Θ(n̂).

Expanding in multipoles is also useful because it makes it easier to separate large from small scales,
since, roughly speaking:

θ ∼ π
ℓ
,

where ℓ represents the ”angular frequency”; see Fig 1.3.3. In particular, large multipole moments
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Figure 1.3.3: Angular projection of the temperature anisotropies on the LSS.

corresponds to small angular scales with ℓ ∼ 102 representing degree scale separations.
For example, recalling Fig. 1.3.2b), COBE had an angular resolution of 7◦ allowing a measurement

up to ℓ = 180/7 = 26, WMAP had resolution 0.23◦ reaching to ℓ = 180/0.23 = 783, and the Planck
satellite has resolution 5′, which allow us an enhancement up to ℓ = 2160.

These fluctuations must be analyzed statistically; if they are Gaussian, then the statistical content is
encapsulated in the two point temperature correlation function since every correlation of an odd number
of points is zero and every correlation of an even number of points can be connected to the case with
only two points.⁴

When written in the spherical harmonics basis, this two point function is more frequently called
angular Power Spectrum (PS):

⟨a∗ℓmaℓ′m′⟩ = δℓ
′

ℓ δm′

m Cℓ.

Note that the amplitude of the fluctuations is isotropic, that is it depends only on ℓ and not on m.
It has become customary to plot the angular power spectrum as ℓ(ℓ + 1)Cℓ/2π in order to better

highlight some of its properties; so, defining the quantity

ΔT2 ≡ ℓ(ℓ+ 1)
2π

CℓT2,

the observations of ΔT along with the prediction of the working cosmological model gives the spec-
trum in Fig. 1.3.4.

From the plot we can clearly see that the first two multipoles are not depicted:

• ℓ = 0: it is a constant, an offset, and if we wanted to know it we would need to average on the
ensemble represented by all possible universes, but unfortunately we can see only one of them;

• ℓ = 1: it is the dipole effect dominated by the peculiar velocity of our galaxy; the earth we live in
is indeed not fixed in the CMB frame, this means we are not comoving observers so we see the
CMB redshifted in the direction we are moving toward and blueshifted behind.

⁴This descends directly from the Wick Theorem and we are going to use it often later on.
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Figure 1.3.4: Temperature fluctuations in the Cosmic Microwave Background detected by Planck
at different angular scales on the sky. Error bars on the measurements, indicated by red dot, ac-
count for measurement errors as well as for an estimate of the uncertainty that is due to the lim-
ited number of points in the sky at which it is possible to perform measurements. The green curve
represents the best fit of the Standard Model of Cosmology’ to the Planck data; the pale green
area around the curve shows the predictions of all the variations of the Standard Model that best
agree with the data (Picture taken from ESA official website).

We neglect these two points also because the Power Spectrum exhibits large errors at lowmultipoles
and the reason is that the predicted PS is the average power in the multipole moment ℓ an observer
would see in an ensemble of universes. However we only observe one realization of this ensemble and
thus Cℓ must be estimated with 2ℓ + 1measurements for each ℓ (since m runs from−ℓ to+ℓ); this is
particularly problematic for the monopole and dipole (ℓ = 0, 1).

In fact, while the observations on small and intermediate angular scales agree extremely well with the
model predictions, the fluctuations detected on large angular scales on the sky – between 90◦ and 6◦

degrees – are about 10%weaker than the best fit of the standardmodel to Planck data. At angular scales
larger than 6◦, there is one data point that falls well outside the range of allowed models. These anoma-
lies in the CosmicMicrowave Background patternmight challenge the very foundations of Cosmology,
suggesting that some aspects of the Standard Model of Cosmology may need a rethink.

We can then say that at low ℓ there is a fundamental limitations set by a cosmic variance which leads
to an inevitable error of

ΔCℓ =

√
2

2ℓ+ 1
Cℓ.

Considering bands of Δℓ ≈ ℓ, we see that the precision in the PS determination scales as ℓ−1, i.e.
∼ 1% at ℓ = 100 and ∼ 0.1% at ℓ = 1000. The cosmic variance therefore limits the accuracy of
comparison of CMB observations with theory, especially for large scales (low ℓ).
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Figure 1.3.5: Compressing a gas heats it up. Letting it expand cools it down. The CMB is locally
hotter in regions where the acoustic wave causes compression and cooler where it causes rarefac-
tion (Picture adapted from [11]).

Anisotropies in the CMB

Employing analytic andnumerical results, anisotropies formationprocess has been constructed in a crit-
ical, open, close, and cosmological constant Universe with adiabatic or isocurvature initial conditions
allowing for possible early reionization. Anisotropy formation is a simple process and it is governed by
the Compton scattering of photons off electrons and their gravitational coupling to the other particle
species in the Universe (see, for example, [10]).

Fluctuations in the total matter density, which includes decoupled species such as the neutrinos and
possibly collisionless dark matter, interact with the photons through the gravitational potentials they
create. These primordial perturbations were produced during the very first moments after the Big Bang
(we weill see the inflation epoch in the next section) and began to grow when the Universe became
dominated by matter. This growth was led by gravitational attraction, i.e. infall into fluctuations’ own
potential wells, to eventually form large scale structure in the universe becoming the non-linear struc-
ture we see today. The presence of fluctuations in the early universe is also responsible for anisotropy
formation. Before redshift z∗ ∼ 1000, the CMB was hot enough to ionize hydrogen. Compton scatter-
ing off electrons, which are in turn linked to the protons via Coulomb interactions, strongly couples the
photons to the baryons and establishes the photon-baryon fluid wementioned earlier. Photon pressure
resists compression of the fluid by gravitational infall and sets up acoustic oscillations. At z∗, recombina-
tion produced neutral hydrogen and the photons last scattering.

Regions of compression and rarefaction at this epoch represent hot and cold spots respectively. Pho-
tons also suffer gravitational redshifts from climbing out of the potentials on the last scattering surface;
see Fig. 1.3.5. The resultant fluctuations appear to the observer today as anisotropies on the sky.

The little spheres in the figure represent an effective mass of the fluid, which is increased by the pres-
ence of baryons. This changes the balance between pressure and gravity in the fluid. Gravitational infall
now leads to greater compression of the fluid in the potential well. Just like a mass on a spring, gravity
shifts the zero point of the oscillator. Compressions are enhanced over rarefactions of the fluid inside
potential wells. Thus the relative heights of the peaks provide one way of measuring the baryon content
of the universe. In the scale-invariant adiabaticmodel, this is how the anisotropy depends on the baryon
content.
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Figure 1.3.6: First peak shows the universe is close to spatially flat; constraints on the second
peak indicate substantial amounts of dark baryons; third peak will measure the physical density of
the dark matter; damping tail will provide consistency checks of underlying assumptions (Picture
taken from [11]).

Positions and relative heights of the acoustic peaks give us important information about some of the
fundamental cosmological parameters, for example see Fig. 1.3.6.

Odd peaks represent the compression phase (temperature crests), whereas even peaks represent the
rarefaction phase (temperature troughs), inside the potential wells.

Theory of Baryon acoustic oscillations and its peaks represents one of the main branches in the cos-
mological field; unfortunately, it does not fall within themajor topic of this work sowewill not examine
it more.

1.4 Problems in the StandardModel and Inflation

In the previous sections we have been giving some hints about the evolution of our Universe and the
fact that there have been some initial fluctuations which lead to the formation of structures. It is then
right and proper to introduce now the process that most of all is responsible of howwe see theUniverse
today: inflation.

Just to be clear, inflation is actually a theory but it wonderfully fits the data we have, that there is really
no reason to search an alternative to it as it would be an utterly overwhelming challenge.

In themodern view, without the shadow of a doubt themost important property of inflation is that it
can account for the origin of perturbations in the Universe; this allows the possibility of testing various
aspects of the inflationary scenario. However, the historical motivation for inflation was rather different
and arose largely from the question of whether the initial conditions required for theHot Big Bang seem
likely or not. In particular, inflationwas introduced as amechanism able to solve three notable problems
in the Standard Model.
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Horizon Problem

How can the Universe be homogeneous and isotropic if not all its region have always been in
causal contact?

Let us start by defining the particle horizon, which is the distance that light could have traveled since
the beginning of the Universe at t = 0:

dH(t) = a(t)
∫ t

0

dt′

a(t′)
.

It gives the causal connetion properties between two point in the Universe since we can imagine that
inside the sphere with radius dH(t) there are all those points that could have communicated with the
observer in the center of the sphere itself.

Another useful quantity is the comoving Hubble radius

rH(t) =
H(t)−1

a(t)
=

1
ȧ(t)

,

which is the comoving scale of causal correlation and grows with time.
Considering the comovingparticle horizonwecan see that it is related to the comovingHubble radius

by

dH(t)
a(t)

=

∫ a

0

da′

a′
rH(a′).

These quantities may look similar but there is a conceptual distinction: if particles are separated by
distances grater than dH/a, they never could have communicatedwith one another; if they are separated
by distances greater than rH, they cannot talk to each other now.

Now, the comoving distance on the LSS defined by rH(tdec) subtends an angle θ ∼ 2◦ but we observe
photons with comoving angular distances θ > 2◦ with almost the same temperature (ΔT/T ∼ 10−5);
this means that microwaves coming from regions separated by more than the horizon scale at last scat-
tering cannot have interacted before decoupling.

The horizon problem is then a problem about causal connection and can be visualized in Fig. 1.4.1.

Flatness Problem

How can the Universe be so old and yet so flat?

There is another fundamental quantity in Cosmology which we have not introduced yet, the density
parameter Ω

Ωi(t) =
ρi(t)
ρcr(t)

,
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Figure 1.4.1: Horizon problem: the region inside the cone at any time is causally connected to us.
Photons emitted from the LSS started outside this region and, although they were not in causal
contact with us nor with each other, their temepratures are almost identical (Picture taken from
[6]).

where ρcr(t) = 3H2/8πG and i corresponds to different constituents. Recalling the meaning of the
critical density we can say that the space is closed (k = 1), flat (k = 0) or open (k = −1) according to
whether the density parameter is greater than, equal to, or less than unity.

Now, from the first Friedmann equation, with some algebra and including the cosmological constant
Λ in the density parameter, we get

H2 =

(
ȧ
a

)2

=
8πG
3

ρ− k
a2

−→ Ω(t)− 1 = kr2H(t).

As we said, rH(t) grows with time and this causes Ω(t) departing more and more from 1. However,
we know from observations that Ω0, i.e. the density parameter at present times, is very close to unity
and thismeans that atmuch earlier times itmust have been extremely close to one. To be quantitative, if
we take the Planck time tP ≃ 10−43 as a reference epochwhen theUniversewas dominated by radiation,
it can be easily seen that [9]

Ω(tP) ≃ 1+ (Ω0 − 1)10−60.

Thismeans that, since current constraints [7] giveΩ0 = 1.0023+0.0056
−0.0054 at 68%CL, the kinetic term in

the Friedmann equation at tP must have differed from the gravitational term by about one part in 1060.
The flatness problem is then a fine-tuning problem: almost all initial conditions lead either to a

closed Universe that recollapses almost immediately, or to an open Universe that very quickly enters
the curvature-dominated regime and cools below 3 K within the first second of its existence. Never-
theless, the Universe has survived for 1010 years and our presence here witnesses that. In Fig. 1.4.2 we
can see how Ω goes with cosmic time, in particular how rapidly it diverges from 1. Each curve repre-
sents a possible universe. The blue curve is a universe similar to our own, which at the present time has
a |Ω0 − 1| ≲ 10−3 and therefore must have begun with Ω very close to 1 indeed. The red curve is a
hypothetical different universe in which the initial value of Ω is not enough close to 1: by the present
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Figure 1.4.2: Density parameter Ω as a function of cosmic time t. Neither axis to scale.

day it would have diverged extremely and would not be able to support galaxies, stars or planets.

Unwanted Relics

How canwe get rid of cosmic relics, forbidden by observation but thatmay survive to the present?

If the Hot Big Bang begins at a very high temperature, it may have originated some so-called topo-
logical defects and very massive particles X which, withΩX ≫ 1, would tend to close the Universe, but
this is not what we observe.

Some examples of these relics are:

• topological defects like magnetic monopoles (point-like defects), cosmic strings (one dimen-
sional), domain walls (two dimensional) and textures (three dimensional); they are likely to
emerge when the symmetry of a Grand Unified Theory is broken spontaneously;

• gravitino: a spin-3/2 particle which occurs in supergravity and has only gravitational-strength
interactions;

• moduli: they occurs in superstring theory and are spin-0 particles corresponding to the fields that
parameterize the vacuum in the absence of supersymmetry breaking.

Historically, themain issuewas representedbymagneticmonopoles as other topological defectswere
indeedproblematic, butmoremodel dependent; from themodern viewpoint, instead, perhaps themost
problematic relic is the gravitino.

The inflationary scenario

Initially, such problems (the horizon, the flatness and the relics problems) were dealt with just by as-
suming some particular initial conditions. Of course this was only a temporary relief and cosmologist
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investigatedmore in details where those initial conditions came from. Soon after, starting by the begin-
ning of the 80’s, first models of inflation were introduce as a mechanism able to draw the Universe into
these extremely peculiar and unlikely initial conditions.

According to the inflationary theory, the Universe experience an exponential expansion from 10−36

seconds after the Big Bang to sometime between 10−33 and 10−32 seconds. It is convenient to label these
initial and final times respectively as tI and tF. After this period the expansion kept going, but at a less
rapid rate.

Notice that the inflationary cosmology (Guth1981, Albrecht andSteinhardt 1982, Linde1982-1983)
is not a replacement for the Hot Big Bang model, but rather an add-on that occurs at very early times
without disturbing any of its successes. On a basic ground, the definition of inflation is simply any epoch
during which the scale factor a(t) of the Universe is accelerating:

INFLATION ⇐⇒ ä > 0.

Theproblemswe listedabove are indeedpresent in standardmodels ofFriedmann-Robertson-Walker
(FRW) dominated by radiation ormatter where, in particular, the expansion of space is not accelerated,
i.e. ä < 0. Interestingly, there is an analogy between the de-Sitter universes we mentioned in the previ-
ous section and inflation since such universes can be considered as reference points for all inflationary
models, which (considering the present constraints) are based on small deviations from winf = −1;
we gave an example of de-Sitter universe when we described how the cosmological constant Λ will af-
fect the Friedmann equations. Actually, it is easy to see from the Friedmann equations (1.8) that the
condition for inflation can be rewritten as

ρ + 3p < 0,

ρ being positive defined, so one would need

winf < −
1
3
.

If we recall the concept of Dark Energy (DE) for a moment, it is interesting to notice that latest anal-
ysis in [7], combining Planck data with other astrophysical data (including Type Ia supernovae), con-
strained the equation of state of DE to wDE = −1.006± 0.045 at 95%CL, which is consistent with the
expected value for a cosmological constant and allows inflation.

Now, let us see how inflation can easily solve all the Standard Model problems at the same time.
First of all, it is quite immediate to see that

ä > 0 =⇒ ˙rH(t) < 0.

This means that during inflation the comoving Hubble radius decreased with time whereas we saw
that if we limit ourselves to FRWmodels rH(t) can only increase as time passes. In Fig. 1.4.3 is then easy
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Figure 1.4.3: Scales of cosmological interest were larger than the Hubble radius until a ≈ 10−5

(where today is at a(t0) = a0 = 1). However, at very early times, during inflation, all scales of
interest were smaller than the Hubble radius and therefore susceptible to microphysical processing.
Similarly, at very late times, the scales of cosmological interest are back within the Hubble radius.
aI = a(tI) and aF = a(tF) (Picture taken from [8]).

to see how the horizon problem is solved.
The shrinkingHubble spheremeans that particles whichwere initially in causal contact with another,

i.e. separated by a distance λ < (aIHI)
−1 can no longer communicate after a sufficiently long period of

inflation: λ > (aH)−1. However, at any moment before horizon exit ⁵ the particles could still talk to
each other and establish similar conditions. Everything within the Hubble sphere at the beginning of
inflation, (aIHI)

−1, was causally connected. Since the comovingHubble radius is easier to calculate than
the comoving particle horizon (which is an integral) it is common to use the Hubble radius as a means
of judging the horizon problem.

Looking at Fig. 1.4.3 it is easy to understand that the solution is guaranteed only if inflation lasts a
sufficiently long period of time; the natural unit used for such measure is the number of e-folds N:

N ≡ ln
(

a(tF)
a(tI)

)
= ln

(
aF

aI

)
=

∫ tF

tI
H(t)dt.

The condition to impose in order to find the minimal value for N is

rH(t0) ⩽ rH(tI)

and it can be shown [9] that this condition requires N ⩾ 60.
This is quite the same value found to solve also the flatness problem. In Fig. 1.4.4 we can see that

during inflation the density parameter Ω is driven toward 1 and, regardless of the conditions before
inflation, at the end of the accelerated expansionΩ is extremely close to 1, by about one part in 1060 as
we said we needed.

Indicating withΩI andΩ0 respectively the density parameter at the beginning of inflation and today,
the condition to impose is

⁵Careful here: we used ’horizon exit’ and wemay use it again but we actually mean exit of theHubble radius, as depicted
in Fig. 1.4.3.
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Figure 1.4.4: Schematic of the inflationary solution to the flatness problem. By definition, during
inflation Ω is driven toward 1 and it will finish so close that in all the subsequent evolution up to
now it remains extremely close to 1, for one part in 103 . Only in the distant future it will move
away again. Axis are not in scale (Picture taken from [12]).

1−Ω−1
I

1−Ω−1
0
≥ 1,

and ΩI can be both≫ 1 or≪ 1. From this condition, a straightforward calculation [9] leads to
N ≳ 70, even though today’s numerical values [7] are for the range 50 ⩽ N ⩽ 60.

Therefore, by choosing this value forN in order to solve the flatness problem, we automatically solve
also the horizon problem, and vice-versa; this is one of the greatest outcome of inflation. On the con-
trary, inflationary models that do not reach such values for N, are rejected.

Finally, the unwanted cosmic relics problem is also taken care of because thanks to the inflationary
accelerated expansion, any topological defects formed (like themonopole) during inflationwill be dras-
tically diluted as the Universe expands so that their present density will be negligible.

Dynamics of a scalar field

In order to obtain inflation, we need a form of matter with the unusual property of a negative pressure.
The easiest case is that of a scalar field φ, describing scalar (spin-0) particles. In particular, inflation is
based upon the idea that the vacuum energy ρφ ≃ V(φ) of a scalar quantum field, dubbed the inflaton,
dominates over other forms of energy, hence giving rise to a quasi-exponential (de-Sitter) expansion,
with V(φ) ≃ const. and scale factor a(t) ≈ eHt.

Quantum vacuum oscillations of the inflaton give rise to fluctuations in the energy density, which
provide the seeds for CosmicMicrowave Background radiation temperature anisotropies and polariza-
tion, as well as for the formation of Large Scale Structures in the present Universe. All the matter and
radiation which we see today must have been generated after inflation, during the so-called reheating
phase, since all previous forms of matter and radiation have been tremendously diluted by the acceler-
ated expansion (Cosmic no-hair conjecture).

Thestandardway to specify a particle theory is via its Lagrangian, fromwhich the equationsofmotion
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Figure 1.4.5: Slow roll phase of a scalar field. We can think at the inflaton as a particle moving
under a force induced by the potential V.

ca be derived. So, e.g., let us consider the simplest possibility

Lφ[φ, gμν] =
1
2
gμνDμφDνφ− V(φ).

This Lagrangian is composed by a standard kinetic term and the inflaton potential term describing
the self-interactions of the inflation field (and eventually its interactions with the rest of the world). In
Cosmology, the scalar field is usually split as

φ = φ(x, t) = φ0(t) + δφ(x, t), (1.10)

where, in a FRW context, φ0(t) = ⟨0|φ(x, t)|0⟩ is the classical background value of the field and
δφ(x, t) represent its quantum fluctuations; also, we have ⟨0|δφ(x, t)|0⟩ = ⟨δφ⟩ = 0. Notice that the
splitting (1.10) is possible if it holds the condition ⟨δφ2⟩ ≪ φ2

0(t).
The vacuum expectation value φ0(t) of the inflaton scalar field behaves like a perfect fluid, but, unlike

standard fluids, can be characterized by a negative pressure:ρφ = −T0
0 =

1
2 φ̇

2
0 + V(φ0)

pφ = Ti
i =

1
2 φ̇

2
0 − V(φ0).

At this point it is customary tomake the assumption that the kinetic term is smaller than the potential
term, i.e. (dropping the subscript0) 1

2 φ̇
2 ≪ V(φ). Theequationof state that pressure andenergydensity

must obey becomes then

wφ =
pφ

ρφ
=

1
2 φ̇

2 − V(φ)
1
2 φ̇

2 + V(φ)
≃ −1.

As we already saw, wφ ≃ −1 corresponds to a quasi de-Sitter phase and therefore this scalar field
can drive inflation. In particular, a field with this properties is said to be in a slow-roll phase where the
inflaton potential is very flat; Fig. 1.4.5 shows it quite clearly.

The equation of motion for such field can be then obtained by applying the Klein-Gordon equation
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in the FRW background with k = 0; after a few steps one finds

□φ =
∂V
∂φ

=⇒ φ̈ + 3Hφ̇− 1
a2
∇2φ = −∂V

∂φ
. (1.11)

Notice that inGR theMinimalCoupling acts on the operator□with the substitution□ = ∂μ∂
μ −→

□ = DμDμ.
This typeof dynamics is conveniently describedby the two slow-roll parameters ε and ηwhichdescend

from the two slow-roll conditions

1) 1
2 φ̇

2 ≪ V(φ) =⇒ ε ≡ − Ḣ
H2 ≃ 1

16πG

(V′

V

)2
,

2) φ̈≪ 3Hφ̇ =⇒ η ≡ 1
3
V′′

H2 ,

where prime indexes stand for derivatives with respect to the field φ.
The meaning of these parameters is that inflation takes place precisely if ε, |η| ≪ 1. Moreover, they

are usually introduce also because they provide information about the shape of the potential, as they
depend on V′ and V′′, and this shape is essentially what characterizes the different models of inflation.
In principle, other parameters of next orders related to V′′′ and V′′′′ can be introduced, but they would
result in a higher order than the ones we are interested in.

Another important remark is that, regardless of the model, the second derivative of the potential is
directly related to the mass of the scalar field that drives the inflation, so that

m2
φ = V′′(φ = 0).

Before ending this paragraph, some final remarks are due. There exist many different versions of the
inflationary universe. The first was formulated by Guth (1981) [13], although some of his ideas had
been presented previously by Starobinsky (1979) [14]. In Guth’s model inflation was assumed to occur
while the Universe is trapped in a false vacuum with φ = 0 corresponding to the first-order phase tran-
sition which characterizes the breaking of an SU(5) symmetry into SU(4)xU(1). This model, dubbed
old, was subsequently abandoned for reasons which, for the sake of brevity, we shall not mention. The
next generation of inflationary models shared the characteristics of a model called the new inflationary
Universe, whichwas suggested independently byLinde (1982) [15] andAlbrecht andSteinhardt (1982)
[16]. Inmodels of this type, inflation occurs during a phase in which the region which grows to include
our observable patch evolves slowly from a false vacuumwith φ = 0 towards a true vacuumwith φ = φ̄,
as it is indeed displayed in Fig. 1.4.5. In fact, it was later seen that this kind of inflation could also be
achieved in many different contexts, not necessarily requiring the existence of a phase transition or a
spontaneous symmetry breaking.

In 1983 Linde [17] considered the variant version of the slow-roll inflation called chaotic inflation,
in which initial conditions of scalar fields are chaotic. According to this model, our homogeneous and
isotropic Universe may be produced in the regions where inflation occurs sufficiently. While old and
new inflationmodels are basedon the assumption that theUniversewas in a state of thermal equilibrium
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from the beginning, chaotic inflation can occur even without such an assumption. In addition chaotic
inflation can start out in the regime close to Planck density, thereby solving the problem of initial con-
ditions.

Anyway, from an explanatory point of view, the new inflationarymodel appears to be one of the clear-
est. It is based on a certain choice of parameters for an SU(5) theory which, in the absence of any ex-
perimental constraints, appears a little arbitrary. This problem is common also to other inflationary
models based on theories like supersymmetry, superstrings or supergravity which have not yet received
any experimental confirmation (see, for instance, [18] for a review in such a direction).

Even though no particular version of the inflationarymodel has received any strong physical support
fromparticle physics theories, it is fair to say that suchmodel has becomea sort of paradigm for resolving
some of the difficulties with the Standard Model and providing the primordial density fluctuations, as
we will better see in the next Chapter.

Four our purposes, we can stop here the discussion about the variety of the inflationary scenario and
we refer to textbooks such as [12] and [9] for amore complete description, or to [19] for amore recent
review. We will come back to inflation later in §3.2 when we will be interested in the Non-Gaussianity
property that may arise from different models.
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2
Cosmological PerturbationTheory

In the first Chapter we have hinted at some basic assumptions in Cosmology and we are now going to
say something more about them.

So far, we have treated the Universe as perfectly homogeneous. To understand the formation and
evolution of large-scale structures, we have to introduce inhomogeneities. As long as these perturba-
tions remain relatively small, we can treat them in perturbation theory. Just think at objects like galaxies
and clusters, which have a typical distance of∼1Mpc and represent non - linearities; theymust be taken
into account on scale below the 10 Mpc threshold but can be treated as linear perturbations in the ho-
mogeneous and isotropic Universe. These structures arose from initial tiny density perturbation with
10−5 order of magnitude and grew via the process of gravitational instability [9]. Notice that such tiny
amplitudes point out that perturbative approach is really legitimate when doing large scale Cosmology.

Moreover, we will see that it is the vacuum quantum fluctuation δφ of the scalar field driving the in-
flationary process that provided the seeds for the first primordial energy density perturbations [20];
subsequently, they led to the structure formation and, above all, our major interest, CMB anisotropies.
In the inflationary picture, the primordial cosmological perturbations are created from these quantum
fluctuations that have remained constant after they exited the horizon during an early period of accel-
erated expansion of the Universe (inflation). Today, they are observable as temperature anisotropies in
the CMB.

At the end of the Chapter, whenwewill have defined some of themost important physical quantities
in Cosmology, we will briefly present the current constraints on the cosmological parameters. They are
largely used to parameterize the ΛCDM fiducial model and, during years, have been lowered to a key
number of six. The exact values are not predicted by theory but several estimates have been carried out
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Figure 2.1.1: Gauge problem: a point on the background manifold M0 does not have unique cor-
respondence to a point on the physical spacetime M.

with increasingly sensitivity.

2.1 Perturbation theory in General Relativity

Before we start, we have to address an important subtlety that comes up when using the perturbation
approach in GR. This is because we perturb not only fields, but also geometry itself. In particular, Ein-
stein Equations are built on the invariance under diffeomorphisms and this implies that the definition
of perturbation itself will necessarily present some ambiguities.

Recalling that our space-time is a differentiable manifold as explained in the first chapter, the per-
turbation method in Cosmology is enforced by imaging that the physical space-time M we live in is a
perturbation of an FRW background space-time M0. As a matter of fact, the Universe is homogeneous
and isotropic on large scales but every piece of information we have about it comes from galaxies, clus-
ters, anisotropies in the CMB and other inhomogeneities.

If we consider a generic tensor T representing a certain geometrical or physical quantity, the pertur-
bation to T is given by

δT = T− T0,

where T is the value of the tensor assumed in the physical space M and T0 is the value in the back-
ground space M0; for example, T can be the metric tensor gμν or the energy-momentum tensor Tμν of a
fluid or a scalar field (inflaton).

Here is where the crucial aspect arises, also known as the gauge problem. M and M0 are two different
manifolds so if we want to confront T and T0 in order to estimate δT, we need a prescription that allow
us to map a point in M0 to a point in M and viceversa. This prescription is provided by a choice of a so-
called gauge, a one-to-one map identifying points of M with points of M0. However, diffeomorphisms
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in GR give us the liberty to change coordinates without changing the physics and this, in turn, creates
arbitrariness in the choice of the map since the same point in M can correspond to two different points
in M0 as depicted in Fig. 2.1.1. Xλ and Yλ are two different gauge choices and the diffeomorphism
Φλ = X−1

λ ◦ Yλ is exactly what gives the gauge transformation Xλ → Yλ. But be aware that a gauge
transformation is not a coordinates transformation (inGR), in fact a gauge transformation is a change of
themapbetweenpoints inM0 andpoints inMwhile the coordinate system xμ chosen in the background
is fixed. Actually, we can see a gauge transformation as a change of coordinates in the physical space and
at the same time a change of the point in M0 corresponding to a certain point in M.

This can be all summed up in two opposite approaches:

• active approach: the transformation q → p maps every point of M0 into another one, keeping
coordinates system fixed;

• passive approach: the transformation q→ p can be seen as a change of coordinates in the physical
space;

and the approach we generally use the passive one since we already know the transformation law of a
tensor under a change of coordinates.

We are not going to enter the conceptual difference between the two different approaches, but we
want to conclude this section by introducing a mathematical tool which plays a prominent role in the
gauge problem.

First of all, notice that choosing a coordinate system xμ means choosing a threading in lines of the
space-time (keeping spatial coordinates fixed) and a slicing in spatial hyper-surfaces (keeping the time
fixed). The choice of coordinates is arbitrary to first-order and the definitions of the first-order metric
and matter perturbations are thus gauge-dependent. Let us now consider the diffeomorphism (i.e. a
change of coordinates)

xμ 7−→ x′μ = xμ − ξμ(x).

Using the General Covariance Principle and the linearity of Einstein Equations, one can see that if
gμν(x) is a solution of (1.5), then

g′μν(x) = gμν(x) + Lξgμν

is also a solution. Lξgμν is theLie derivative of gμν along ξ and it can be seen as a ’transport law’ allowing
us to compare two tensors, one the evolution of the other, along the same curve which is a solution of
an appropriate vector field. The proper definition of Lξ requires some mathematical insight but since
we are not going to need it, we just give here some remarkable results:
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LξS = S;λξλ for a scalar field,

LξVμ = Vμ;λξλ + Vλξλ
;μ for a covariant vector,

LξVμ = Vμ
;λξ

λ − Vλξμ
;λ for a contravariant vector,

LξTμν = Tμν
;λ ξ

λ − Tλνξμ
;λ − Tμλξν

;λ for a contravariant tensor,

LξTμ
ν = Tμ

ν;λξ
λ − Tλ

νξ
μ
;λ + Tμ

λξ
λ
;ν for a mixed tensor,

where ’;α’ is the very short notation for Dα. We wrote these Lie derivatives with the covariant deriva-
tives to make them covariant by sight, but it can be proved that if we open all the Dα, the Γ coefficients
cancel each other out and we are left with standard derivatives ∂μ.

Basically, going back to the issue of perturbations, since they are gauge-dependent we have that T =

T0 + δT becomes, in another gauge, T̃ = T0 + δ̃T and we will use the rule:

δ̃T = δT + LξT0, (2.1)

which holds at linear order, as the ’Lie-dragged’ tensor is the one in the background space.

2.2 Cosmological Perturbations

In cosmological context, the study of fluctuations around a well known background solution is an es-
sential tool as it gives us the possibility to linearize Einstein Equations. In fact, they are highly non linear
as they contain all the dynamics in the Universe, for instance the formation and evolution of large-scale
structures. However, expanding the Einstein Equations order-by-order in perturbations to the metric
and the stress tensor makes the complicated system of coupled PDEs manageable.

Of course, we start by fixing a spatially flat (k = 0) FRWbackgroundwhich is going to represent our
M0 and we perturb around it. In conformal time, then, we define the perturbations to the components
of the metric gμν as

g00 = −a2(η)

[
1+ 2

∞∑
r=1

1
r!
ϕ(r)

]
,

g0i = gi0 = a2(η)
∞∑
r=1

1
r!

ω(r)
i ,

gij = a2(η)

{[
1− 2

∞∑
r=1

1
r!

ψ(r)

]
δij +

∞∑
r=1

1
r!

χ(r)ij

}
,

where χ(r)ij is the traceless component of the spatial perturbation and index r gives the order of the
perturbation so that r = 1 correspond to the linear order, r = 2 is the second order and so on; ψ(r) and
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φ(r) are respectively called lapse and shift functions. Notice that, in perturbation theory, Latin indexes
are raised and lowered by δij and δij.

It is convenient to separate the cosmological perturbations of the metric tensor in the scalar S, vec-
torial V and tensorial T component because it can be seen that at first order they evolve independently.
So we can split

ω(r)
i = δiωS

(r) + ωV
i(r) with ∂ iωV

i(r) = 0,

χ(r)ij = DijχS + ∂iχV
j + ∂jχV

i + χT
ij with


∂ iχV

i = 0

∂ iχT
ij = 0

χ i,T
i = 0

,

and we defined Dij ≡ ∂i∂j − (1/3)δij∇2.
Subsequently, we have to perturb the source in the Einstein Equations, that is to say the energy-

momentum tensor. Perturbations are evaluated around the Tμν for a perfect fluid, admitting also off-
diagonal components for anisotropic stress:

Tμν = (ρ + p)uμuν + pgμν + Πμν,

where Πμν is the tensor taking into account anisotropic stresses and perturbed energy density, pres-
sure and 4-velocity are given by

ρ = ρ0 +
∞∑
r=1

1
r!
δ(r)ρ with ρ0 ≡ ρ0(t),

p = p0 + δp = p0 +
∂p
∂ρ

∣∣∣∣∣
S=const

δρ + δS with generally p = p(ρ, S),

uμ =
1

a(η)

(
δμ
0 +

∞∑
r=1

1
r!
vμ
(r)

)
.

δS is the entropic perturbation, ∂p
∂ρ

∣∣∣∣∣
S=const

= c2s is the squared adiabatic speed of sound, which comes

from the equation of state between p and ρ, and, again, vi
(r) can be split into

vi
(r) = ∂ ivS

(r) + vi,V
(r) with ∂ivi,V

(r) = 0.

An interesting remark is that, thanks to the normalization uμuμ = gμνuνuμ = −1 which holds at
every perturbative order, we can determine vμ

(r) as a function of the metric perturbations. For instance,
at linear order we have v0(1) = −ψ(1); notice then that, for a comoving observer, uμ = (1/a, 0).

Let us now go back to the gauge problem for a moment.
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Consider again the diffeomorphism xμ 7−→ x′μ = xμ − ξμ(x); without losing any generality, we can
write

ξμ =
(
ξ0, ξi

)
= (α, ∂ iβ + di) with ∂idi = 0.

We have 4 degrees of freedom: 2 coming from the scalars α and β, and 2 from the vector di (3-1
as we imposed the divergence free condition). Thus, choosing (or fixing) a gauge means to impose 2
conditions on the scalar perturbations and a condition on the vector perturbations.

In order to give an example, we can apply rule (2.1) on the cosmological perturbation of the energy
density ρ(x, t):

ρ −→ δ̃ρ = δρ + Lξ[ρ0].

The Lie-derivative of a scalar quantity is simply

Lξ[ρ0] = Dμρ0ξ
μ = ∂μρ0ξ

μ = ρ′0α,

wherewe used the fact that the background energy density ρ0 depends only on (conformal) time and
the notation ′ ≡ ∂/∂η. So we have

δ̃ρ = δρ + ρ′0α.

It may be educational to show a couple of particular gauge choices:

• Poisson gauge

scalars

ωS = 0

χS = 0
; vector

{
χV
i = 0 .

This is one of the most used gauge and it is also known as (conformal) Newtonian gauge, longi-
tudinal gauge, or orthogonal zero shear gauge. The last name descends from the fact that, in this
gauge, the geometrical shear σ defined by

σ ≡ −ωS +
χS

2

is null;

• uniform density gauge

δρ = 0 in general =⇒ δ̃ρ = 0 = δρ + ρ′0α,

which consequently fixes
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α = −δρ
ρ′0
.

Notice that this condition is general in the sense that it is imposed on the Lie-dragged perturba-
tion and not on the starting perturbation.

Let us now get to the point of this whole argument. We have said that in general the value of a cos-
mological perturbation can change according to a chosen gauge, and this is essentially what the gauge
problem is. However, a physical observable cannot depend on a gauge choice, therefore theremust exist
some quantities which are gauge-invariant. By a quick study on the degrees of freedom, it is easy to see
that one should seek 2 gauge-invariant combinations for scalars and 1 for vectors.

We will focus on a particular scalar gauge-invariant quantity which will represent an extremely inter-
esting subject of study in the next Chapters as it possesses a very useful property. We are talking about
the curvature perturbation on uniform density hyper-surfaces, indicated by ζ and defined by [20]

ζ(1) ≡ −ψ̂(1) − a′

a
δ(1)ρ
ρ′0

,

where ψ̂(1) ≡ ψ(1) + (1/6)∇2χS is another curvature perturbation of the metric.
We are interested in finding an evolution equation at linear order for the curvature perturbation ζ. In

order to ease the calculation we can take advantage of its gauge-invariance property and write it in the
uniform density gauge:

δρ = 0 =⇒ ζ = −ψ̂,

where we omitted the superscript (1) everywhere. From the temporal component of the continuity
equation DμTμ

0 at linear order then one gets [20]

ζ ′ = −a′

a
δpnon adiabatic

ρ0 + p0
− 1

3
∇2(V + σ) = 0,

where V ≡ vS + ωS and δpnon adiabatic is the non-adiabatic perturbation to the pressure, which can be
also seen as a perturbation to the entropy; notice that the adiabatic component c2s δρ = 0 in the uniform
density gauge.

Here comes the interesting part: trying to solve the evolution equation in Fourier space,∇2 becomes
k2, which is negligible on super-horizon scales, since k≪ aH; then, if we have only adiabatic perturba-
tions, we finally obtain:

ζ ′ = 0 =⇒ ζ = const.

Therefore, after this curvature perturbation ζ is created in the inflatory epoch, it remains constant
once it exits the horizon until it re-enters during radiation or, more likely, matter dominated epoch.
This is indeed a remarkable result because it means that not only ζ is a gauge-invariant variable but it is
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something that ’keeps memory’ of physical processes acting in the very first moments of life of the Uni-
verse. Moreover, we will see that ζ characterizes the fluctuations amplitude during inflation and that’s
why our attention should nowmove fromcosmological perturbations to perturbations of the scalar field
φ driving the inflationary process.

2.3 Quantum fluctuations of a scalar field

Perturbations to φ appear in the form of quantum fluctuations δφ; first of all, we shall start by inserting
the splitting of the scalar field (1.10) into the equation ofmotion (1.11) in order to obtain the equations
for the fluctuations: δφ̈ + 3Hδφ̇− 1

a2∇
2δφ = −V′′δφ

φ̈0 + 3Hφ̇0 = −
∂V
∂φ0

.
(2.2)

What we are interested in is find an expression for the modulus of the perturbation |δφ| (which is
precisely what will be converted in CMB anisotropies) but, of course, we must solve the first equation
in (2.2) before. We use the very powerful tool represented by the Fourier expansion:

δφ(x, t) =
∫

d3k
(2π)3

δφk(t)e
ik·x.

Note that

- the Fourier integral is 3-dimensional and not 4-dimensional because symmetries in the RWmet-
ric are intended only on its spatial part;

- the plane wave expansion eik·x can be used because we consider a space-time with curvature k =

0.¹

Thus, (2.2) becomes then

δφ̈k + 3Hδφ̇k +
k2

a2
δφk = −V′′δφk. (2.3)

Solutions to this equation can be sought in different simplified cases, tomake someof the terms of the
equation above negligible in respect with the others. However, we want to remain as general as possible
so we are going to consider

• scalar field φ with a mass mφ ̸= 0:

m2
φ = V′′ ≪ H2 =⇒ η =

V′′

3H2 =
m2

φ

3H2 ≪ 1;

¹Have we considered a curved space-time, we should have used solutions of the Hellmotz equations instead of plane
waves:

∇2Qk + k2Qk = 0,

where∇2 is the curved Laplacian.
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• quasi De-Sitter expansion phase:

H ≇ const. =⇒ Ḣ = −εH2 ≪ 1.

The solution to (2.3) will depend on a particular perturbation mode k to which we can associate a
comoving wavelength λ = 2π/k. Tomake things simpler, recalling Fig. 1.4.3, we can imagine to set two
borderline cases:

1) sub-horizon regime
For physical scales that are smaller than the Hubble radius: λphys ≪ H−1

λphys = aλ ∼ a
k

=⇒ k≫ aH;

2) super-horizon regime
For physical scales that are greater than the Hubble radius: λphys ≫ H−1

λphys = aλ ∼ a
k

=⇒ k≫ aH.

Now, note that δφ is a comoving quantity, so if we want a physical quantity we must consider δφ̂ =

aδφ. Being a quantum fluctuation, we can write δφ̂ in terms of creation and annihilation operators ak
and a†k and then Fourier expand it:

δφ̂(η, x) =
∫

d3k
(2π)3

[
uk(η)akeik·x + u∗k(η)a

†
ke

−ik·x
]
, (2.4)

with

i) uk(η) = classical functions of k and η with the normalization,
uk(η)∗uk(η)′ − uk(η)uk(η)∗

′
= −i (primes denotes derivatives w.r.t. η);

ii) ak|0⟩ = 0 ∀k

⟨0|a†k = 0 ∀k

[ak, ak′ ] = [a†k, a
†
k′ ] = 0

[ak, a†k′ ] = ℏδ(3)(k− k′)
;

iii) vacuum choice of Bunch-Davies: for a scalar field on a curved space-timewe demand that the flat
case is restored on very small scales, that is

uk(η) −→
k≫aH

eikη√
2k
.

It is then customary to rewrite equation (2.3) in terms of the uk(η) functions; with some easy algebra

41



one finds: uk(ηc)
′′ +

(
k2 − ν2− 1

4
η2c

)
uk(ηc) = 0

ν2 ≃ 9
4 + 3ε − 3η,

(2.5)

where conformal time is indicated with ηc to distinguish it from the slow roll parameter η. Notice
that ν is the parameter that takes into account the corrections terms coming from the littlemass of φ and
the fact that the expansion phase is not De-Sitter, but quasi; in particular, in the simplest case where the
field is massless and the expansion is perfect De-Sitter, ε = 0 = η and ν2 = 9/4.

Solutions to (2.5) that one finds, without entering the technical details of the procedure, correspond
to an oscillating δφ at sub-horizon scales whereas δφ ≃ const. at super-horizon scales [20]. After the
horizon crossing the fluctuation no longer propagates and its amplitude remains constant; basically, it
is a gravitational amplification mechanism and the modes once inside the horizon are then stretched
outside of it, until they re-enter the horizon during radiation or matter dominated epoch.

Finally, recalling that δφ = δφ̂/a ∼ uk/a we can give the main result of this paragraph:

∣∣δφk

∣∣ ≃ H√
2k3

(
k

aH

) 3
2−ν

. (2.6)

Notice that in the simplified case when ν2 = 9
4 the term in round brackets is just 1. The moment of

horizon crossing of the fluctuations corresponds, in the momentum space, to the condition k = aH.

2.4 Power spectrum of cosmological perturbations

When we split the field in (1.10) we said that vacuum expectation value of its fluctuation is zero, i.e.
⟨δφ⟩ = 0; this descends from the fact that the origin of the perturbation is of quantumnature. However,
⟨δφ2⟩ ≠ 0 in general and we want to have a rough idea of what it is.

Since the creation of fluctuations is a statistic process, we will find extremely useful the two points
correlation function for a scalar field:

⟨0|δφ(x, t)δφ(x+ r, t)|0⟩ ≡ ξ(x, x+ r, t).

Actually, δφ is an operator so the process of averaging over the vacuum state is necessary if we want
a stochastic variable. Going more general, we can consider a perturbation δ(x, t) which may be a per-
turbation in the scalar field φ or a primordial energy density perturbation δρ/ρ(x, t). As usual, it is very
convenient to move into the Fourier space:

δ(x, t) =
∫

d3k
(2π)3

δk(t)eik·x.

Let us now assume that our system is isotropic so that the function ξ depends only on the difference
of the coordinates of the two chosen points x − (x − r) = r.Therefore, in the Fourier space, the two
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points correlation function takes the form

⟨δk1δk2⟩ = (2π)3P(k1)δ(3)(k1 + k2), (2.7)

where k1 is the modulus of the vector k1 and P(k1) is the power spectrum, a quantity that measures the
amplitude of the fluctuations at a given scale k. The property of isotropy is reflected by the fact that the
power spectrumdepends on k1 andnot onk1, while the presence of theDirac delta function δ(3)(k1+k2)
introduces also a translation invariance, i.e. homogeneity. Notice that, according to our definition (2.7),
we are implying that P(k) is the Fourier transform of the correlation function ξ.

Another interesting statistic quantity is the variance

⟨δ(x)2⟩ =
∫ ∞

0
d ln kΔ2(k) with Δ2(k) ≡ k3

2π2P(k)

and Δ2(k) is the dimensionless power spectrum; recalling that k = 2π/λ is the wave number, we see
that P(k) has dimension of length cubed and then it gives the probe scale of the fluctuations.

We shall now enter a specific case for our discussion and consider the power spectrum for the inflaton
fluctuations.

The object we are interested in is the correlation function ⟨0|δφk1δφ
∗
k2|0⟩where δφk is written in term

of creation and annihilation operators ak and a†k. Using the properties in ii) of the (2.4) we have

⟨0|δφk1δφ
∗
k2|0⟩ = (2π)3|δφk1 |

2δ(3)(k1 − k2),

where we used that δφ∗
k2 = δφ−k2 . The power spectrum P(k) generated by the perturbations asso-

ciated with the inflaton is precisely |δφk1 |
2 and the dimensionless version of it can be obtained directly

from the definition of Δ(k) and (2.6):

Δ2
δφ(k) ≡

k3

2π2P(k) =
k3

2π2

H2

2k3

(
k

aH

)3−2ν

=

(
H
2π

)2( k
aH

)3−2ν

. (2.8)

It is interesting to evaluate such quantity at the horizon crossing:

Δ2
δφ(k)

∣∣∣∣
k=aH

=

(
H
2π

)2
∣∣∣∣∣
k=aH

,

and the dependence on the mode k is hidden in the time of horizon crossing tH(k) at which we cal-
culate the Hubble constant H.

In order tobetter study the shapeof the power spectrumΔ(k), it is customary to introduce the spectral
index n

n− 1 ≡ d ln Δ2(k)
d ln k

;

- if n =const., meaning that it does not depend on k, the spectrum is a power law:

Δ2(k) = Δ2(k0)
(

k
k0

)n−1

, (2.9)
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where k0 = 0.002Mpc−1 is a common pivot scale;

- if n = 1, Δ2(k) is the Harrison-Z’eldovich spectrum:
it is a scale invariant spectrum in the sense that there is no fluctuation dependence on the cosmo-
logical scale.

We can now benefit from one of the many great results of the inflation theory. In fact, the so-called
method of formalism δN [21] permits us to understand how quantum fluctuation in an expanding Uni-
verse δφ gave birth to the primordial energy density perturbation δρ/ρ.

Considering the number of e-folds and the fact that H ≃const. during inflation we have

N =

∫ tF

tI
H(t)dt −→ δN ≃ Hδt.

It can be seen [20] that there is a temporal shift in the fluctuations δt = −δφ/φ̇0 in the sense that
different points of the Universe experience the same history but at slightly different times, as the accel-
eration rate may vary from point to point. Then, since the inflaton dominates the energy density during
the inflationary epoch, it is easy to see that

δN ≃ Hδt = −H
δφ
φ̇0
≃ −H

δρ
ρ̇
.

This is where the curvature perturbation quantity ζ comes into play. Thanks to its gauge-invariancy,
we can write it in the spatially flat gauge where ψ̂(1)

= 0 so that:

ζ = δN = −H
δφ
φ̇0
≃ −H

δρ
ρ̇
. (2.10)

Therefore, thanks to the fact that ζ ≃const. on super horizon scales, we can see that it is really tied to
primordial inhomogeneities; for instance, if we assume that a particular comovingmode λ re-enters the
horizon during radiation dominated epoch, it can be easily proved that the inhomogeneities generated
by quantum fluctuations δφ are anisotropies δT/T in the CMB. Fig. 2.4.1 can be helpful to visualize
that.

Of course, fromthedynamics equationswecan see that the typeof primordial perturbationgenerated
is strictly related to the shape of the potential V(φ), i.e. to the model of inflation considered.

With the relation (2.10) it is then possible to calculate the Power Spectrum for the curvature pertur-
bation; some simple algebra leads us to

Δ2
ζ(k) ≃

H2

φ̇2 Δ
2
δφ(k)

∣∣∣∣∣
tH(k)

=

(
H2

2πφ̇

)2
∣∣∣∣∣
tH(k)

,

with tH(k) the time at which the mode k exits the horizon.
Interestingly, for the spectral index of Δ2

ζ(k), a straightforward calculation leads to the relation
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Figure 2.4.1: Evolution on super-horizon scales of a perturbation mode λ.

ns − 1 = 2η− 6ε,

where we remind that η and ε are the two slow-roll parameters. If ns > 1, the spectrum presents a
’blue-tilt’ meaning that perturbations havemore power on smaller scale, whereas if ns < 1 the spectrum
has a ’red-tilt’ and the perturbations have less power on smaller scale. Notice that deviation from unity
of ns is as tiny as important because it indicates an inflationary dynamics. We should also mention that
more recent theories and experiments take into account the possibility that the spectral index is not
scale invariant but presents a running, i.e. :

dns

d ln k
̸= 0.

However, we will not consider any running for ns, also because otherwise we would have to change
the shape of the power spectrum (2.9).

Since we are talking about power spectrum, before ending this section we should mention that also
tensor perturbation produce their own spectrum Δ2

T(k). These perturbation are an inevitable conse-
quence of every inflationary models, they indeed would be created as vacuum fluctuation in the same
way as the energy density perturbations. Tensor perturbations to the metric appear to us in the form
of primordial gravitational waves, characterized by two degrees of freedom that propagate as two mini-
mally coupled massless scalar fields. In fact, it can be proved that tensor perturbations and scalar quan-
tum fluctuations behave similarly: they are both almost constant outside the horizon (see, e.g. [22])
and start to oscillate and decay once they enter it; this variation of amplitude generates anisotropies and
polarization in the CMB. Gravitational waves were first guessed by Einstein himself as solutions to the
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Einstein Equations in vacuum and their recent discovery made GR an even more robust theory.
We will not be interest in the metric tensor perturbations for more than concerns the fact that also

their spectrum can be described by a spectral index nT which satisfies the relation

nT =
d ln Δ2

T

d ln k
= −2ε.

Usually, from the comparison with observations in the CMB, it is convenient to introduce the ratio

r ≡ Δ2
T

Δ2
ζ
.

Single field slow roll inflationarymodels predict the consistency relation (’the holy grail of inflation’)

r = 16ε = −8nT,

which does not actually depend on the particular model considered. If experimentally verified, this
relation would be an unequivocal prove for the inflationary theory since it does not exist anothermech-
anism that can produce such relation. This is of course a very demanding task because one should mea-
sure r and nT separately.

2.5 Current constraints onCosmological Parameters

We have now all the ingredients to finally give the most recent constraints on the six parameters we
mentioned at the very beginning of this work and that parameterize the ΛCDMfiducial model. We said
that they are a total number of six but there is a high degree of arbitrariness on which six parameters are
picked out. The ones we consider are:

• baryon density parameterΩb;

• dark matter density parameterΩc;

• scalar spectral index ns;

• curvature fluctuation amplitude Δ2
ζ (k0);

• reionization optical depth τ;

• angular scale of the sound horizon at last-scattering θ∗.

Without entering the details, we limit to say that the choice is based on what particular analysis tech-
niques are enforced and this is also why they may be presented in more convenient expressions, for
instance the angular scale of the sound horizon at last-scattering is listed as θMC that approximates θ∗ in
the CosmoMC code.
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Table 2.5.1: Parameter 68% confidence limits for the base ΛCDM model from Planck CMB
power spectra+lensing.

Parameter Value

Ωbh2 0.02230± 0.00014
Ωch2 0.1188± 0.0010
ns 0.9667± 0.0040
ln
(
1010Δ2

ζ (k0)
)

3.064± 0.023
τ 0.066± 0.012
100θMC 1.04093± 0.00030

Current constraints on the parameters can be found in one of the latest Planck collaboration releases
[7] and are given in Table 2.5.1. Calculations have been made in combination with lensing reconstruc-
tion at 68% confidence limits.

Notice that not only the six parameters are arbitrary, but other parameters can be derived from them
according to what is the topic studied and what quantities are kept fixed. For example, in [7] we can
also find a constraint on the tensor-to-scalar ratio r:

r0.002 < 0.11 at 95% CL.

The subscript on r refers to the pivot scale k0 in Mpc−1. For Planck, r0.002 is usually quoted, since a
pivot scale of 0.002Mpc−1 is closer to the scale at which there is some sensitivity to tensormodes in the
large-angle temperature power spectrum.

The list is quite long but we end it here as in the next chapters we are going to focus on different
subjects which are of much more interest for us.
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3
Beyond the StandardModel

In this Chapter we are going to analyze twomain features of the CosmicMicrowave BackgroundRadia-
tion that, in someways, gobeyond theStandardModel inCosmology: spectral distortions and primordial
non-Gaussianity (NG).

Themeasurements of COBE/FIRAShave shown that theCMB spectrum is extremely close to a per-
fect black-body. There are, however, a number of processes in the earlyUniverse that should create devi-
ations from the black-body, i.e. spectral distortions, at a level which is within reach of present day/near
future technology [23]. Accurate descriptions and understanding of the CMB spectral distortions can
in fact lead us to a new world into the physics of inflation. We will firstly introduce the subject, describ-
ing what spectral distortions are and why they are important, and then we will focus on particular type:
the so called μ (i.e. chemical potential)-type of distortions. They arise from dissipation (Silk damping)
of acoustic waves on very small-scale range unexplored so far, namely 0.6 kpc ≲ λ ≲ 1 Mpc (or mul-
tipoles 105 ≲ ℓ ≲ 108) [24]. For our purposes, we will derive an analytic estimate for the μ-distortion
and the associated power spectrum.

In the second instance,wewill take into considerationprimordial non-Gaussianity in theCMB.There
can be a wealth of information that is contained in deviations from a perfectly Gaussian distribution for
the primordial perturbations - [3], [20], [25], [26] and [27] just tomention a few. In fact, cosmological
measurements of primordial NG are a powerful way to bring us closer to the ultimate goal of particle
physics, which is to determine the action (i.e. the fields, symmetries and couplings) as a function of
energy scale. At low energies, E < 1 TeV, physics is completely described by the Standard Model of
particle physics; whereas, to probe the physics at energy scales far exceeding the TeV scale, which will
explain the inflationary era in the early Universe or be relevant for alternatives to inflation, we are likely
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to require cosmological data.
Since the observed cosmological perturbations are of the order of 10−5, one might think that first-

order perturbation theory will be adequate for all comparison with observations. Actually, things have
changed as we have now reached a generation of satellite, starting from Planck, that are sensitive up to
the second or higher order in the cosmological perturbations, hence to their level of non-Gaussianity
[4]. Such level is tested on various cosmological scales through statistical properties like the bispectrum
and the trispectrumof theCMB,which can also determine if theNGcomes from secondary anisotropies
or systematic effects [28], [29]. Accurate theoretical predictions for the statistics of CMB anisotropies
can therefore convey fundamental information on primordial perturbations originated during or right
after inflation.

Wewill end thisChapter bymentioning a fewpractical examples thatwill helpus tobetter understand
how primordial non-Gaussianity signals are generated in different inflationary models.

3.1 Spectral Distortions

TheCosmicMicrowave Background temperature and polarization anisotropies provide themost strin-
gent and robust constraints to theoretical models, allowing us to determine the key parameters of our
Universe and address fundamental questions about inflation and early-Universe physics. But the CMB
holds another, complementary and independent piece of invaluable information: its frequency spec-
trum. In particular, departures of the CMB frequency spectrum from a black-body are of paramount
interest; they are commonly referred to as spectral distortions and encode information about the thermal
history of the early Universe, from when it was a few month old until today [23]. As we have already
anticipated, since themeasurementswithCOBE/FIRAS, the averageCMBspectrum is known to be ex-
tremely close to a perfect black-body, with possible distortions being limited to ΔIν/Iν ≲ 10−5 − 10−4.
This impressive measurement, together with the discovery of anisotropy in the CMB, was awarded the
Nobel prize in Physics 2006, and already rules out cosmologies with extended periods of significant
energy release, disturbing the thermal equilibrium between matter and radiation in the early Universe.

No average CMB distortion was actually found, but it is still interesting to think about CMB spectral
distortions since there is a long list of processes that could lead to them. These include both pre-and
post-recombination epoch standard sources of distortions. The former, at high redshifts, are: cooling
by adiabatically expanding ordinary matter, heating by decaying or annihilating relic particles, evapo-
ration of primordial black holes and superconducting strings, dissipation of primordial acoustic modes
and magnetic fields, cosmological recombination radiation; the latter, at low redshifts, are: signatures
due to first supernovae and their remnants, shock waves arising due to large-scale structure formation,
Sunyaev-Zel’dovich effect from clusters and effects of reionization and other exotic processes. Most im-
portantly, many of these processes are part of our cosmological Standard Model and therefore should
lead to guaranteed signals to search for.

Another reason for spectral distortion being interesting is due to technological advances. Proposed
experimental concepts like PIXIE (Primordial Inflation Explorer) [2] andPRISM(PolarizedRadiation
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Imaging and Spectroscopy Mission) [1] may dramatically improve, in the future, our knowledge of the
CMB spectrum, which is still in a similar state as more than 20 years ago. These types of experiments
could possibly enhance the limits of COBE/FIRAS bymore than three orders of magnitude, providing
a unique way to learn about processes that are otherwise hidden from us. CMB spectral distortions
posses indeed an immense potential which is becoming more and more recognized by the Cosmology
community.

The energy spectrum of theCMB tells the tale about the thermal history of theUniverse at very early
times, well before any structures had formed and when the baryonic matter and radiation were tightly
coupled viaCompton scattering. It is well known that any perturbation of the full thermodynamic equi-
librium between photons and baryons in the early Universe inevitably leads to spectral distortions in
the CMB. However, the memory of any event which injects energy into the electromagnetic plasma is
quickly erased in this thight coupling regime (apart from the change in the temperature of the plasma
and the photons), through the process of thermalization.

At early times, i.e. for z ≫ 106, the Universe is well described by a hot photon-baryon plasma. The
number density of photons n(ν) per frequency interval is given to very high accuracy by the Planckian
black-body spectrum

nP(ν) =
1

ex − 1
,

where ν is the photon frequency, T is the temperature of the electromagnetic plasma and, in natural
units, x ≡ ν/T is the dimensionless frequency. The equation that describes the subsequent evolu-
tion of the photon number density is the full Boltzmann equation, which, when restricted to Compton
scattering, is known as the Kompaneet’s equation. This equation has three interesting regimes:

• before z ≃ zμ,i ≡ 2× 106 any energy released into the photon-baryon plasma is quickly thermal-
ized by elastic and double Compton scattering e− + γ → e− + 2γ, which are still very efficient.
The end result is again a black-body spectrum with now a higher T and a larger total number of
photons N. After zμ,i, double Compton scattering, as well as bremsstrahlung, becomes less effi-
cient and the total number of photons is approximately frozen;

• for z ≳ zμ,f, with zμ,f ≡ 5 × 104, equilibrium is still achieved after an energy injection due to
elastic Compton scattering e−+ γ → e−+ γ, but since this process does not change the number
of photons the end result is a Bose-Einstein distribution, i.e.

nBE(ν) =
1

ex+μ(x) − 1
,

where μ is a frequency dependent chemical potential, already rescaled by T so that it is dimen-
sionless. The Kompaneet’s equation shows that μ(x) deviates from a constant only at very low
frequencies, i.e. μ(x) = μ0e

−xc/x, with xc ≃ 5 × 10−3. Henceforth we can approximate μ as
constant, which is valid everywhere except deep in the Rayleigh-Jeans tail (ν → 0). Distortions
created in this period are called μ-type;
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Figure 3.1.1: Energy releases at different heating redshifts zh alter the CMB spectrum. At
z ≳ few × 106, there is a temperature shift. Pure μ and y spectral distortions appear, respectively,
around z ≃ 3 × 105 and at at z ≲ 104. Intermediate distortions, which are neither μ nor y but a
superposition of the two of them, contain information about the time dependency of the process
that releases energy (Picture taken from [23]).

• finally for z ≲ zμ,f even Compton scattering is not efficient enough to establish kinetic equilib-
rium between matter and radiation. The distortion created after this moment is known as y-type
and is relevant for example for the Sunyaev-Zel’dovich effect (amechanism generating secondary
anisotropies in theCMBvia inverseCompton scatteringwhenphotons travel across a ionizedgas,
typically inside a cluster of galaxies).

Of course this is a simplified picture since there is no sharp transition between one regime and the
next. It was shown that the distortion signature from different energy-release scenarios is generally not
just given by a superposition of pure μ- and y-distortion. From Fig. 3.1.1 we see that the small residual
beyond μ- and y-distortion contains information about the exact time-dependence of the energy-release
history.

Using future CMB spectroscopy, some interesting scenarios from inflation can be constrained. For
more in depth reading and overview we refer to [30], [31], [32], [33] and [34]; a few examples, just
to illustrate the potential of CMB spectral distortions [23], are: reionization and structure formation,
decay and annihilation of long-lived relic particles with lifetimes tX ≃ 109sec − 1010sec, shape of the
small-scale power spectrum if the amplitude of primordial curvature perturbations exceeds Δ2

ζ(k) ≃
few × 10−8 at wavenumber k ≃ 45Mpc−1 and cosmological recombination of hydrogen and helium¹.
More recently, it has been also demonstrated that measurements with a PIXIE-like experiment could

¹Notice that without improvements accounting for several previously omitted atomic physics and radiative transfer ef-
fects in the recombination calculation, the value for ns would be biased by Δns ≃ −0.01 to ns ≃ 0.95 instead of ns ≃ 0.96.
In other words, we would be discussing different inflation models without these corrections.
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Figure 3.1.2: Thermal history of the Universe during pre- and post-recombination era is probed
by CMB spectral distortions. Energy release at z ≳ few × 106 only causes a change of the CMB
temperature. μ-type and y-type distortions arises, respectively, from energy release at 3× 105 ≲ z ≲
few × 106 and z ≲ 104. A superposition of μ- and y-distortion is created at 104 ≲ z ≲ 3 × 105). In
the recombination era, 103 ≲ z ≲ 104, atomic transitions of hydrogen and helium cause additional
spectral features (Picture taken from [23]).

provide constraints on gravitino decay and the scale of inflation [35] as well as dark matter interactions
with Standard Model particles [36].

CMBspectral distortionsmeasurements thus provide a uniqueway for studying early-Universemod-
els and particle physics at very different stages of the Universe, as indicated in Fig. 3.1.2.

Recent works (see, e.g. [37], [31] and [24]) developed efficient methods for computing the CMB
spectral distortions and we are getting to a more and more precise understanding of the energy-release
processesmentioned above. For instance, information from intermediate distortions, which are neither
pure μ nor pure y but a superposition of the two of them, can be used to study the time dependency
of processes occurring at 104 ≲ z ≲ 3 × 105, allowing us to build an exact energy-release scenario.
There are also effects from pre-recombination (i.e. at z ≳ 103) atomic transitions that can make the
thermalization problem even richer; μ- and y-eras can be in fact deeper investigated by studying the
spectrum of the cosmological recombination radiation.

In this thesis, we will focus exclusively on the μ-type distortions and how they can be used to probe
primordial non-Gaussianity, as we are going to see in the next Chapter. Being interested in analytical
estimates, wewill take the period responsible for their creation to be 5×104 ≡ zμ,f ≲ z ≲ zμ,i ≡ 2×106.
We will see that the dependence on the size of this interval is logarithmic and so, even if we change the
values for z by factors of order unity, themain results will not be altered. Nevertheless, it should be clear
that if one is looking for precise predictions, a numerical study of the system is needed.
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μ-distortion

We know very little about primordial curvature perturbations on scales smaller than about a Mpc and
measurements of the μ-type distortion of the CMB spectrum provide the unique opportunity to probe
these scales over the unexplored range from 50 to 104 Mpc−1 [3]. It is very hard to find accurate probes
of the initial conditions of our Universe since most of the scales specifying the probability distribution
function of the adiabatic mode have evolved in a complicated and often non-linear way until today.
However, CMB radiation together with large scale structures today, which still have not entered a fully
non-linear regime, represent two notable exceptions. Because Silk damping on the one side and com-
plicated non-linear dynamics on the other, both probes are useful only at scales of order aMpc or larger.

We have seen that the physics of the processes that inject energy into the electromagnetic plasma is
very rich. For our purposes, we will be interested in the energy injection coming from the dissipation
of acoustic waves of the adiabatic mode, basically a Silk damping, as these re-enter the horizon and
start oscillating. For the moment, our working assumption here is that either all other sources lead to a
smaller and therefore negligible distortion, as it is the case if the primordial power spectrum is not too
red tilted, or that all other relevant effects are understood with a high enough precision to be subtracted
off leaving the μ-distortion caused by Silk damping as the only signal.

Theprimordial perturbations excite standing soundwaves in the tightly coupled baryon-photon fluid
as they enter the horizon. The mean free path of the photons for Thomson scattering on free electrons
is very small during this time, they can however still diffuse to scales larger than the ones given by this
mean freepathbydoing a randomwalk in the seaof electrons. Thediffusiondamping scalekD(z) is given
during the radiationdominatederaby (includingboth thermal conductivity and radiative viscosity) [6]:

kD(z) =
[∫ η

0
dη′

1+ z
6(1+ R)neσT

(
R2

1+ R
+

16
15

)]−1/2

≃ (1+ z)3/24.1× 10−6Mpc−1,

whereR ≡ 3ρb/4ργ , ρb is the baryon energy density, ργ is the photon energy density, σT is theThom-
son cross section, ne(η) is the electron number density and, of course, η in conformal time. Notice that
the diffusion (or dissipation) scale depends on the gravitational redshift z and we have

kD(zμ,i) ≃ 1.1× 104Mpc−1,

kD(zμ,f) ≃ 46Mpc−1.

The photon diffusion erases the perturbations on the diffusion scales, moving the energy in the per-
turbations or sound waves into the local CMB monopole spectrum, giving a chemical potential to the
spectrum.

Now, following [38], [39] and [37], wederive a formulawhich relates the late time μ-distortion to the

53



primordial curvatureperturbations ζ; inorder todo that, let us start bydefining adeformationparameter
μ(x)which depends on the position in space x.

From the Bose-Einstein distribution properties together with the fact that the total number of pho-
tons is constant it can be shown that an amount of energy (density) δE released into the photon-baryon
plasma gives

μ ≃ 1.4
δE
E
.

Inorder to consider the energy injectiondue todampingof acousticwaves, let us recall that the energy
density in acoustic waves in the photon-baryon plasma (neglecting the baryon energy density) is

Q =
ργ⟨δγ(x)2⟩pc2s

1+ c2s
,

where c2s ∼ 1/3 is sound speed squared and δγ ≡ δργ/ργ is the dimensionless perturbation in the
photon density at position x averaged over a period (indicated by ⟨⟩p to differentiate it from the quan-
tum/ensemble average ⟨⟩).

Then one has

δE
E
≃ −

∫ zμ,f

zμ,i

d
dz

Q
ργ
≃ 1

4
⟨δγ(x)2⟩p

∣∣∣∣zμ,i

zμ,f

. (3.1)

One can perform the following Fourier space expansion

δγ(x) =
1

(2π)3

∫
d3keik·xδ̃γ(k) =

1
(2π)3

∫
d3keik·xζkΔγ(k).

Notice that the fundamental relationbetween μ-distortion and theprimordial curvatureperturbation
ζk lies in the quantity δ̃γ(k), as it can be directly connected to the primordial quantity ζk via the transfer
function Δγ(k). Intuitively, a good approximation is to write it as an oscillating term times a decreasing
exponential term which mimics a process of Silk damping [40]:

Δγ(k) ≃ 3 cos(kr)e−k2/k2D ,

where, using that the baryon-to-photon ratio R≪ 1, [3]

kr =
∫ t

0

kdt′

a
√

3(1+ R)
≃ kt

a
√
3
,

with r a physical distance so that the combination inside the cosine kr is dimensionless.
We are now ready to evaluate (3.1):
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⟨δγ(x)2⟩p = 1.45
⟨

1
(2π)3

∫
d3k1eik1·xζk1Δγ(k1)

1
(2π)3

∫
d3k2eik2·xζk2Δγ(k2)

⟩
p

= 1.45
∫

d3k1d3k2
(2π)6

ζk1ζk2⟨Δγ(k1)Δγ(k2)⟩pei(k1+k2)·x.

The numerical coefficient 1.45 has been added a posteriori as a term that adds the contribution of
neutrinos [39]. An important remark is due here: we can see that μ ∼ ⟨δ2γ⟩p is not linear but it is
intrinsically of second order in the primordial curvature perturbation ζ; we shall bear this fact in mind
for what we are about to see in the next Chapter.

Therefore, the deformation parameter μ(x) is related to ζ by

μ(x) ≃ 1.4
δE
E
≃ 1.4

4
⟨δγ(x)2⟩p|zμ,i

zμ,f

=
1.4
4
1.45

∫
d3k1d3k2
(2π)6

ζk1ζk2

∫
d3k3δ(3)

(
3∑

n=1

kn

)
⟨Δγ(k1)Δγ(k2)⟩p|zμ,i

zμ,f

e−ik3·xW
(

k3
ks

)
= 4.6

∫
d3k1d3k2
(2π)6

ζk1ζk2

∫
d3k3δ(3)

(
3∑

n=1

kn

)
⟨cos(k1r) cos(k2r)⟩p

[
e−(k21+k22)/k2D(z)

]zμ,i

zμ,f
e−ik3·xW

(
k3
ks

)
. (3.2)

W(k3/ks) is the Fourier transform of the top-hat filter

W(x) ≡ 3
j1(x)
x

,

which accounts for the fact that μ arises from a thermalization process and smears the dissipated
energy over a volume of radius k−1

s ≳ k−1
D,f.

Having the CMB revealed itself compatible with a black-body so far, the bound on μ-distortion put
by COBE/FIRAS is |μ| < 9× 10−5, whereas a PIXIE-like experiment could achieve Δμ ≃ 10−8 at 1-σ
[2].

It is interesting to estimate the vacuum expectation value, that is the quantum/ensemble average, of
μ(x):
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Figure 3.1.3: The different k-space windows responsible for different observables. The CMB
anisotropies are visible at k ≲ 0.1 Mpc−1, where the smale-scale cut-off is introduced by Silk damp-
ing. The purple area indicated by μ is the difference of the power spectrum (including the window
function Wμ) between zμ,i and zμ,f. Once integrated over logk this gives the μ-distortion. R = −ζ is
an alternative variable to indicate the primordial curvature perturbation (Picture taken from [27]).

⟨μ(x)⟩ ≃ 4.6
∫

d3k1d3k2
(2π)6

⟨ζk1ζk2⟩
∫

d3k3δ(3)
(

3∑
n=1

kn

)
e−ik3·xW

(
k3
ks

)
⟨cos(k1r) cos(k2r)⟩p

[
e−(k21+k22)/k2D(z)

]zμ,i

zμ,f
.

Wecan take ks to be kD(zf) aswe are interested in a lower bound on the μ distortion, then the function
W (k3/ks)

[
e−(k21+k22)/k2D(z)

]zμ,i

zμ,f
filters the squeezed limit k1, k2 > kD(zf) > k3, i.e. W (k3/ks) ≃ 1 and

e−ik3·x ≃ 1:

⟨μ(x)⟩ ≃ 2.3
∫

d3k1d3k2
(2π)6

(2π)3δ(3)(k1 + k2)
2π2Δ2

ζ(k1)
k31

[
e−(k21+k22)/k2D(z)

]zμ,i

zμ,f
,

where, as customary, we used the estimate ⟨cos(k1r) cos(k2r)⟩p ≃ 1/2. We also employed the defini-
tions

⟨ζk1ζk2⟩ ≡ (2π)3δ(3)(k1 + k2)Pζ(k),

Pζ(k) ≡
2π2Δ2

ζ(k)
k3

,

which descend directly from (2.7) when the perturbation considered is the primordial curvature ζ
that generates the power spectrum Pζ(k). The dimensionless power spectrum Δ2

ζ(k) is a power law ex-
actly like the one in (2.9):
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Δ2
ζ(k) = Δ2

ζ(k0)
(

k
k0

)ns−1

,

withΔ2
ζ(k0) ≃ 2.142× 10−9, taken directly fromTable 2.5.1. We remind that we are not considering

any running for ns.
Thus, we finally obtain:

⟨μ(x)⟩ ≃ 2.3
∫

d3k
4π

Δ2
ζ(k)
k3

[
e−2k2/k2D(z)

]zμ,i

zμ,f

= 2.3
∫

d log kΔ2
ζ(k)

[
e−2k2/k2D(z)

]zμ,i

zμ,f
. (3.3)

To visualize this, in Fig. 3.1.3 we plot the power spectrum with Silk damping probed at different
scales by different observables. The purple-filled region quantifies the amount of dissipated energy and
hence μ-distortion. Interestingly, it is the usual logk-integration of a power spectrum coming from a
cosmological perturbation and appearing in the variance of the cosmological perturbation, now with
an extra window term, which reminds us that μ-distortions occur only at small scales. Evaluating the
expression (3.3) using a scale invariant spectrum, i.e. ns = 1 and Δ2

ζ(k) = Δ2
ζ(k0) = 2.142 × 10−9,

yields to ⟨μ⟩ ≃ 2.7× 10−8.

3.2 Primordial non-Gaussianity in the CMB

Simple inflationarymodels predict that theCMBanisotropyfield is nearlyGaussianwith randomphases,
and that two-point statistics completely specify statistical properties of CMB. However, our Universe
may not be so simple and theremay be deviations from a pureGaussian statistics in themechanism cho-
sen by Nature to produce the structures we see today. Said deviations could give rise to non vanishing
higher-order connected correlation functions of CMB anisotropies, i.e., using the curvature perturba-
tion ζ as a parameter:

⟨ζk1ζk2 · · · ζkn
⟩ = (2π)3δ(3)(k1 + k2 + · · ·+ kn)S(k2, · · · , kn),

where S(k2, · · · , kn) is the polyspectrum and is defined as the Fourier transform of the n-point corre-
lation function ξ:

S(k2, · · · , kn) ≡
∫

d3x2 · · · d3xne−i(k2·x2+···+kn·xn)ξ(x2, · · · , xn).

Notice that, because of homogeneity, the polyspectrum only depends on n-1 out of the n wavevec-
tors in the n-point function. Remind that if the fluctuation is Gaussian, then the two–point correlation
function specifies all the statistical properties of ζk, for all odd-n polyspectra vanish and the two–point
correlation function is the only parameter left.

Potential probes of the physics of generating the primordial fluctuations are represented by the first
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two higher order statistics: the three-point correlation function in Fourier space, called bispectrum, and
the four-point correlation function in Fourier space, the trispectrum. Since gravitationally induced non-
linearities are small at z∗ ∼ 1300, CMB is expected tobe the best probeof the primordial non-Gaussianity
[41]. The adjective ’primordial’ descends from the fact that we are considering non-Gaussianity (NG),
i.e. non-linearity, in the primordial curvature perturbation ζ produced in the very early Universe by
inflation (or an alternative). Both the functional form, i.e. the shape, and strength of the bispectrum
and the trispectrum are model dependent, therefore constraints on different inflationary scenarios can
be obtained by fitting their predicted bispectrum and trispectrum shapes to the data, and extracting the
corresponding amplitude parameters fNL (for the bispectrum), gNL and τNL (for the trispectrum).

Thefirst inflation-motivated primordialNGmodel to be considered in the literaturewas the so called
local model, which is characterized by the following ansatz in real space [28]

ζ(x) = ζg(x)−
3
5
flocNL

(
ζg(x)

2 − ⟨ζ2g⟩
)
+

9
25

gloc
NL

(
ζg(x)

)3
,

where ζg is the Gaussian part of the curvature perturbation field and the NG components are local
functionals of theGaussian part. At linear order during thematter-dominated epoch and on large scales
ζ = −5/3ϕ and this fixes the coefficient 3/5 in front of the flocNL parameter. One can also considermodels
in which ζg is modulated by a second, uncorrelated, Gaussian field σ, giving rise to a τ loc

NL trispectrum:

ζ(x) = ζg(x) +
√

τ loc
NLσ(x)ζg(x).

Aswe justmentioned, different primordialmodels can generate a large variety of different bispectrum
and trispectrum shapes, and to each of them correspond different NG amplitudes.

The focus of our work will however be specifically on local-type bispectra, i.e. we will consider the
case when gloc

NL = 0 = τ loc
NL.

A crucial aspect when consideringNGof the primordial type is that it suffers from contamination by
other non-linear effects which mimic a three-point correlation function similar in shape to the primor-
dial one. Namely, different sources for a non-Gaussian CMB [42] are:

1) second-order non-Gaussianity: arising from non-linearities in the transfer function relating ζ to
the CMB temperature anisotropy ΔT/T at recombination;

2) secondary non-Gaussianity: generated by ’late’ time effect after recombination (e.g. lensing);

3) foreground non-Gaussianity: created by galactic and extra-galactic sources.

which are generated during inflation by substantially two classes of mechanisms:

i) quantum-mechanical effects at or before horizon exit;

ii) classical non-linear evolution after horizon exit.
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All of these sources contribute to the observed signal and it is important to understand them both
theoretically and empirically. Only if we understand the secondary non-Gaussianity well enough can
we hope to extract the primordial signal reliably. Having said that, for the remainder of this workwewill
focus entirely on the microphysical origin of primordial non-Gaussianity and a contamination like the
one in point 2) given by a particular term in the temperature anisotropy at second order (Sachs-Wolfe
effect).

Let us now examine a bit more the primordial bispectrum, which is important since it represents the
lowest order statistics able to distinguish non–Gaussian fromGaussian perturbations. We start from the
definition

⟨ζk1ζk2ζk3⟩ ≡ B(k1, k2, k3).

For perturbations around an FRW background, the momentum dependence of the bispectrum sim-
plifies considerably: because of homogeneity, or translation invariance, the bispectrum is proportional
to a delta function of the sum of the momenta, B(k1, k2, k3) ∝ δ(3)(k1 + k2 + k3), i.e. the sum of the
momentum 3-vectors must form a closed triangle. Because of isotropy, or rotational invariance, the bis-
pectrum only dependence on the magnitudes of the momentum vectors, but not on their orientations,
so we obtain:

B(k1, k2, k3) = (2π)3δ(3)(k1 + k2 + k3)B(k1, k2, k3).

If the bispectrum is scale-invariant, its shape only depends on two ratios of ki’s, say x2 ≡ k2/k1 and
x3 ≡ k3/k1:

B(k1, k2, k3) = k−6
1 B(1, x2, x3).

These two variables x2 and x3 define a plane with all possible configurations for the modulus of k1, k2
and k3; we can see fromFig. 3.2.1 that there are three particular configurations to whichwe usually refer
to:

• squeezed: k2 ∼ k3 ≫ k1;

• equilateral: k1 = k2 = k3;

• folded: k1 = k2 + k3 (and cyclic).

Going into details, the bispectrum of local non-Gaussianity (see, e.g., [44]) is found to be:

Bloc(k1, k2, k3) =
(
−6
5
flocNL

)
× [Pζ(k1)Pζ(k2) + 2 perm’s]

=

(
−6
5
flocNL

)
A2
(

1
k4−ns
1 k4−ns

2
+ 2 perm’s

)
,
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Figure 3.2.1: Momentum configurations of the bispectrum in terms of the two ratios x2 ≡ k2/k1
and x3 ≡ k3/k1. The fact that the sum of the momentum 3-vectors must form a closed triangle
comes from the presence of the Dirac delta δ(3)(k1+k2+k3) in the definition of B(k1, k2, k3) (Picture
taken from [43]).

where in the second line we assumed a weak scale dependent spectrum like the one in (2.9), Pζ(k) =
A/k4−ns with A the normalization and ns the scalar spectral index.

Notice the presence of two permutations: they come from the fact that in the three-point correlation
function ⟨ζk1ζk2ζk3⟩, the second order correction in the ζ(k) is taken into account, by turns, in the first,
in the second and in the third place. Moreover, the bispectrum is proportional to the magnitude of
the parameter flocNL and, similarly, if we had considered a first order, Gaussian, correlation we would have
obtained ⟨ζg(k1)ζg(k2)ζg(k3)⟩ = 0.

Without loss of generality, let us order the momenta such that k1 ≤ k2 ≤ k3. The bispectrum for
local non-Gaussianity is then largest in the squeezed limit, i.e. when k1 ≪ k2 ∼ k3; by momentum
conservation, the other two momenta are then nearly equal and the bispectrum takes the form:

lim
k1≪k2∼k3

Bloc(k1, k2, k3) =
(
−6
5
flocNL

)
· 2 · Pζ(k1)Pζ(k2). (3.4)

There is an important statement onhow the local non-Gaussianity canbeused todistinguish inflation
models [45]:

a detection of a large local non-Gaussian component in the bispectrum can rule out all single field
inflation models.

The size of local non-Gaussianity which can be detected with high confidence level in the near future
is flocNL ≫ 1. By single field inflation models, we include not only the slow-roll single field models with
Bunch-Davies vacuum, but also all other inflation models that have one field responsible for both the
inflation and creation of curvature perturbation. The statement is based on Maldacena’s consistency
condition for the single field models ([46], [45]), that relates a particular geometrical limit of the 3-
point function of density perturbations to the spectrum and tilt of the 2-point function:
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lim
k1→0
⟨ζk1ζk2ζk3⟩ = −(2π)

3δ(3)
(

3∑
i=1

ki

)
(ns − 1)Pζ(k1)Pζ(k2).

By a comparison with (3.4) we can immediately see that flocNL ∼ ns − 1, which is of order the slow-
variation parameterO(ε) ∼ O(0.01) at the leading and non-oscillatory order. Therefore these models
predict very small local non-Gaussianity.

Notice that the derivation of this condition relies on a very general assumption: for single field, the
only effect of a long wavelength mode on short wavelength modes is to provide a constant rescaling of
the background scale factor. In fact, it is easy to see [47] that the effect of a background wave is exactly
balanced by a coordinate transformation.

It canbeproved that alsohigher-derivative correctionsduring inflationcan lead to largenon-Gaussianities
[4]. A key characteristic of derivative interactions is that they are suppressedwhen any individualmode
is far outside the horizon. This suggests that the bispectrum ismaximal when all threemoves havewave-
lengths equal to the horizon size. Thebispectrum therefore has a shape that peaks in the equilateral con-
figuration, k1 = k2 = k3. The CMB analysis that searches for these signals uses the following template
for the bispectrum formula [48]:

Bequil(k1, k2, k3) = −
18
5
A2fequilNL

[
− 1

k4−ns
1 k4−ns

2
− 1

k4−ns
2 k4−ns

3
− 1

k4−ns
3 k4−ns

1

− 2
(k1k2k3)2(4−ns)/3

+

(
1

k(4−ns)/3
1 k2(4−ns)/3

2 k4−ns
3

+ 5 perm’s

)]
,

which is also obtained starting from a weak scale dependent power spectrum Pζ(k) = A/k4−ns .
Finally, a third shape can be introduced by considering that the CMBmay be truly non-Gaussian but

was searched with the wrong bispectra templates. As we explained above, assuming isotropy, the shape
function depends only on two momentum ratios x2 ≡ k2/k1 and x3 ≡ k3/k1 and we can define the
scalar product of two different shapes B1 and B2 as

B1 · B2 ≡
∫
V
B1(x2, x3)B2(x2, x3)dx2dx3,

where the integrals are only over physical momenta satisfying the triangle inequality: 0 ≤ x2 ≤ 1
and 1 − x2 ≤ x3 ≤ 1. Thus, there exist a phenomenological shape that is orthogonal to both the local
and equilateral templates [49], i.e. Bortho · Bloc = Bortho · Bequil ≡ 0:

Bortho(k1, k2, k3) = −
18
5
A2forthoNL

[
− 3

k4−ns
1 k4−ns

2
− 3

k4−ns
2 k4−ns

3
− 3

k4−ns
3 k4−ns

1

− 8
(k1k2k3)2(4−ns)/3

+

(
3

k(4−ns)/3
1 k2(4−ns)/3

2 k4−ns
3

+ 5 perm’s

)]
,
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Table 3.2.1: Latest constraints obtained by Planck measurements of CMB temperature (T) and
temperature+polarization (T+E) data. Results are at 68% CL.

T T+E

flocNL 2.5± 5.7 0.8± 5.0
fequilNL −16± 70 −4± 43
forthoNL −34± 33 −26± 21

which peaks in the folded limit k1 = k2 + k3 (and cyclic) and, just like the equilateral shape, emerges in
models characterized by more general higher-derivative interactions.

Currently, the most stringent constraint on the primordial non-Gaussianity parameters comes from
Planck measurements of the CMB temperature and polarization bispectra [4]; results are given at 68%
CL and are summarized in Table 3.2.1. We separately show the constraints obtained first from the tem-
perature data alone (T) and then combining temperature and polarization data (T+E). Notice that,
unfortunately, flocNL and fequilNL are still compatible with 0 in both measurements.

Non-Gaussianity from inflation

As we said, different classes of inflationary models generate a distinctive NG signal. Within each class a
common underlying physical process gives rise to the corresponding NG shape, illustrated by concrete
realizations of inflationarymodels. Following primarly [4] and [20], we are nowgoing to illustrate some
of the most pedagogic and common examples, but, of course, the list is much more longer.

1.General single-field models of inflation

This class of models includes inflationary models with a non-standard kinetic term (or more general
higher-derivative interactions), in which the inflaton fluctuations propagate with an effective sound
speed cs which can be smaller than the speed of light. For example, models with a non-standard ki-
netic term are described by an inflaton Lagrangian L = P(X, ϕ), where X = gμν∂μϕ∂νϕ, with at most
one derivative on ϕ, and the sound speed is given by

c2s = (∂P/∂X)/(∂P/∂X + 2X(∂2P/∂X2)).
Since usually there are two dominant interaction terms of the inflaton field giving rise to the over-

all NG signal, there are two characteristic NG shapes in this class of models: the equilateral and the
orthogonal, which we already saw.

The higher-derivative operators considered are of the form Xn/Λ4n−4 and, in principle, they could
lead to strong interactions. In fact, non derivative operators such as ϕn/Λn−4 form part of the inflaton
potential and are therefore strongly constrained by the background. In other words, the existence of a
slow-roll phase requires the non-Gaussianity associated with these operators to be small.

For instance, the leading correction to the slow-roll Lagrangian Ps.r.((∂ϕ)2, ϕ) is
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P(X, ϕ) = Ps.r.((∂ϕ)2, ϕ) +
X2

8Λ4 .

Physicallywell-motivatedexamplesof theP(X, ϕ)-model areprovidedbyDirac-Born-Infeld (DBI)inflationary
models basedon string theory. Theyare characterizedbyanalmost equilateralNGwith fequilNL = −(35/108)c−1

s

for cs ≪ 1, which typically is fequilNL < −5.
Furthermore, equilateral and orthogonal shapes emerge also in models characterized by more gen-

eral higher-derivative interactions, such as ghost inflation, effective field theories of inflation, or the so
’Galileon-like’ models of inflation. The latter model is constructed starting from some specific underly-
ing symmetry for the inflaton field, and is characterized by strongly constrained derivative interactions.

2.The curvaton scenario

In order to generates initially adiabatic perturbation deep in the radiation era, the curvatonmechanism
represents an alternative to the standard scenario described in the previous sections. In fact, in the cur-
vaton scenario the cosmological perturbations are produced from quantum fluctuations of a light scalar
field σ (different from the inflaton) during a period of inflation, in the case where the perturbations
from the inflaton field ϕ are considered to be negligible. The scalar field is sub-dominant during infla-
tion and thus its fluctuations are initially of isocurvature type, i.e. a curvature perturbation is sourced
on large scales. The curvature perturbation will become relevant when the energy density of the cur-
vaton field is a significant fraction of the total energy. This happens after the end of inflation when the
curvaton field begins to oscillate around the minimum of its potential once its mass has dropped below
the Hubble rate, behaving like non-relativistic matter. Finally, well before primordial nucleosynthesis,
the curvaton field is supposed to completely decay into thermalized radiation thus generating a final
adiabatic perturbation. From this epoch onwards the ’standard’ radiation dominated phase takes place.

The curvaton mechanism produces a bispectrum that peaks in the squeezed limit; in the (simplest)
adiabatic models, when the curvaton field has a quadratic potential, the local fNL parameter was found
to be

flocNL =
5
4rD
− 5

6
rD −

5
3
,

where rD = 3ρcurvaton/(3ρcurvaton + 4ρradiation) is the ’curvaton decay fraction’ evaluated at the epoch
of the curvaton decay in the sudden decay approximation. It is then easy to see that, for low values of
rD, a high level of NG can be generated.

Notice that, in order to achieve an flocNL = 2.5± 5.7 (68% CL), one would need rD ≳ 0.15 at 95% CL.

3. The inhomogeneous reheating scenario

This mechanism acts during the reheating stage after inflation and can be also found with the name
’modulated reheating’. As in the curvaton scenario, it is supposed that the perturbations coming from
the inflaton fluctuations are negligible. To reheat the Universe the inflaton has to couple to ordinary
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particles and has to decay into radiation with a decay rate Γ which depends on the couplings of the
inflaton field. In the standard scenario of inflation such a coupling is constant, i.e. δΓ = 0. In fact it may
be determined by the vacuum expectation value of fields χ’s of the underlying theory. It could be the
caseof supersymmetric theories or theories inspiredby superstrings, with the scalar fields χ’s being some
scalar super-partner or the so-called moduli fields. If those fields are light during inflation fluctuations
δχ ∼ H/2π, where H is the Hubble rate during inflation, are left imprinted on super-horizon scales.
These perturbations lead to spatial fluctuations in the decay rate Γ of the inflaton field to ordinarymatter

δΓ
Γ
∼ δχ

χ
̸= 0,

thus producing fluctuations in the radiation and in the reheating temperature in different regions of
the Universe. These fluctuations are of isocurvature type and will be converted into curvature fluctua-
tions after reheating, once the thermalized radiation starts do dominate the energy density.

Unsurprisingly, also in this case we find a bispectrum of the local shape, as the non-Gaussianity is
coming from local non-linearities in real space. Using the δN formalism and expanding δΓ = Γ′δχ +
1
2Γ

′′(δχ)2 we find

flocNL = 5
[
Γ′′Γ
(Γ′)2

− 1
]
.

This can lead to large non-Gaussianity if the dependence of the decay rate on the modulus χ is non-
linear, Γ′′Γ≫ (Γ′)2.

4. Multi-field models

This class of models can be seen as a generalization of the curvaton scenario as it is characterized by
the presence of additional light scalar degrees of freedom besides the inflaton. Fluctuations of these
fields give rise, or contribute, to the final primordial curvature perturbation at the end of inflation. This
includes the case of ’multiple-field inflation’, where inflation is driven by more than one scalar field, as
well as scenarios inwhich additional scalar fields remain subdominantduring the inflationary expansion.

From the point of view of primordial NG, the element in common to all thesemodels is that a poten-
tially detectable level of NG in the curvature perturbation is generated via a transfer of super-horizon
non-Gaussian isocurvature perturbations in the second field (not necessarily the inflaton) to the adia-
batic (curvature) density perturbations, accompanied by non-linearities in the transfer mechanism.

In fact, as wemay have already pointed out, in the single fieldmodels perturbations along inflationary
trajectory are ’born’ adiabatic and so they areGaussian because of slow-roll. But when other fields come
into play, new isocurvature directions are available and thanks to their arbitrariness they produce non-
Gaussian perturbations. The conversion from isocurvature to adiabatic perturbations is provided by the
turning of these trajectories, the modulated reheating and the curvaton mechanism.

This process typically takes place on super-horizon scales, thus implying a local form of NG in real
space. When going to Fourier space, this leads to a correlation between large and small scale modes.
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The bispectrum for this class of models is indeed largest on squeezed triangles, generating a local shape
with generally flocNL ∼ O(1).

Just to have an idea of how this model works, consider inflation with many (scalar) fields; assuming
gradient flow, at any point in field space we can compute the number of e-foldsN(φ) until the adiabatic
attractor is reached. On super-Hubble scales, the δN formalism gives

ζ = δN =
∂N
∂φI δφ

I + · · · ,

so that the observed perturbations come from the gradient of N(φ) (Fig. 3.2.2 (a)). Consider then
constant V surfaces normal to the gradient ∂V/∂φI ≡ V,I; in effective single field, the gradients of V
and N are parallel, but in multifield models we can define (Fig. 3.2.2 (b))

cos θ ≡ φ̇IN,I
|φ̇I||N,I |

.

Notice that, in fact, cos θ ̸= 1 is exactly the definition of multifield.

(a) Gradient flow of N(φ) in constant N
lines

(b) Gradients of constant N (green) and
constant V (red) surfaces

Figure 3.2.2: Definition of multifield model of inflation.

Before ending, we should report a final remark. We have already seen that a few observables such as
isocurvature perturbations and local NG can rule out single fields models, but ruling out the multifield
paradigm is more of a demanding task as computing multi-field predictions requires understanding of
inflation, reheating, coupling to StandardModel physics and thermalization. Anyway, be aware that one
should investigate quite complicated models since there are simple multifield models that produce no
local primordial NG, e.g.

V(φ1, φ2) =
1
2
m2

1φ
2
1 +

1
2
m2

2φ
2
2.

Thus, in the pessimistic view where flocNL < O(1), new single field consistency relations should be
tested both for tensors and, more recently, scalars:
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r = 8nT cos θ2,

fequilNL =
dns

d ln k
.

As might be expected, these two relations are extremely challenging to test observationally.
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4
Probing primordial non-Gaussianity via CMB

spectral distortions

It has finally come the time to get to the heart of the matter. In the previous Chapter we introduce two
peculiar features of the CMB, namely spectral distortions and non-Gaussianity, and we are now ready
to see how they mix together to convey precious information about the primordial Universe.

In particular, in the context of more futuristic scenarios, the enhancement sensitivity on NG param-
eters has recently been one of the goals in modern Cosmology. In order to achieve it, three main ap-
proaches have been proposed. One is to look at the higher-order correlation functions of full-sky 21-cm
radiation surveys, in the redshift range 30 < z < 100 (e.g., [50]). Another possibility is to study scale-
dependent bias in future radio surveys probing high redshifts (e.g., [51]). The third approach, which
is the focus of this work, was recently introduced in [3]. It consists in measuring cross-correlations be-
tween CMB chemical potential (μ) spectral distortions, arising from dissipation of acoustic waves in
the primordial photon-baryon plasma, and temperature anisotropiesΔT/T. As already anticipated and
originally pointed out by the authors of [3], the μTcorrelation probes the local bispectrumatwavenum-
bers 50Mpc−1 ≲ k ≲ 104 Mpc−1, i.e. on scales which are unaccessible by CMB temperature or polar-
ization anisotropies, or by any other cosmological probe, including future galaxy and 21-cm surveys.

An ideal, cosmic-variance dominated experiment could extract a very large number of modes in this
range of scales, allowing in principle constraints on flocNL ≲ 10−3 [3] . Moreover, by the same reasoning,
cosmic variance dominated μμ measurements could constrain τ loc

NL with an significant level of precision
as well. These original findings have been followed by further studies from several groups, showing that
μT correlations could be used to study several other NG signatures besides standard local-type NG.
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Recent flocNL constraints with this technique were obtained in [52] using Planck data.
However, notice that there is one interesting primordial NG parameter that μT and μμ correlations

are unable to determine, and it is the gloc
NL trispectrum amplitude. It was in fact shown in [28] that μμ

correlations are not sensitive to gloc
NL-type local NG, but it can still be measured by going beyond two-

point correlations and using the TTμ bispectrum. Authors of [28] showed that TTμ allows to measure
not only gloc

NL, but also to extract additional information on τ loc
NL. By a simple Fisher matrix forecast, they

concluded that TTμ bispectrum estimates could in principle allow a sensitivity Δgloc
NL = O(1) in the

ideal, cosmic variance dominated case. This high level of precision is made possible thanks to the very
large number of primordial bispectrum modes that are contained in the TTμ three-point function.

It is then clear that from μT cross correlation we can extract plenty of information about primordial
NG; but, for the remainder of our work, wewill focus only on the μT local bispectrum shape and one of
its possible contamination, which we will see in the next Chapter. In order to ease the notation, we are
going to drop the label locof flocNL aswe are not going to consider any otherNG shape and so no ambiguity
will be present.

4.1 μT cross correlation and primordial NG

In this sectionwe take advantage of the fact that the μT two-point correlation is proportional to the very
squeezed limit of the primordial bispectrum and hence measures fNL.

Our first aim is to reproduce formula (16) of [3] in order to give a rigorous derivation andunderstand
every underlying approximation. To gently enter the subject, we start from the case of a scale invariant
power spectrum and later on we will introduce a weak scale dependence.

The first result we consider is then the correlation

CμT
ℓ ≃

2.2× 10−16

ℓ(ℓ+ 1)
, (4.1)

which directly descends from the general definition

⟨aμ
ℓ1m1

aT
ℓ2m2
⟩ ≡ (−1)m1δℓ2ℓ1 δ

−m2
m1

CμT
ℓ1
. (4.2)

In order to relate with the observations, both the direction dependent μ-distortion μ(n̂) and tem-
perature anisotropyΔT(n̂) signals are decomposed in spherical harmonics, an orthonormal basis more
appropriate for a 2D field on the surface of a sphere, i. e. the Last Scattering Surface.

The coefficient for the temperature multipoles expansion reads

aT
ℓm ≡

∫
dn̂Θ(n̂)Y∗

ℓm(n̂)

=

∫
dn̂
∫

d3k
(2π)3

eik·rLn̂Θ(k)︸ ︷︷ ︸
Θ(n̂)

Y∗
ℓm(n̂), (4.3)
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whereΘ(n̂) ≡ ΔT/T(n̂) is the observed temperature anisotropy for a specific direction n̂ in the sky
andΘ(k) is its Fourier transform.

At first order, the Sachs-Wolfe (SW) limit [53] in Fourier space becomes:

Θ(k) =
1
3
ϕk =

1
3

(
−3
5
ζk

)
= − 1

5
ζk,

ϕk and ζk being respectively the primordial Newtonian gravitational potential (at first order) and
curvature perturbation in Fourier space. We dropped the superscript (1) everywhere to lighten the no-
tation.

We can then expand the exponential term in plane waves using the following identities

eik·rLn̂ =
∑
ℓ′

(2ℓ′ + 1)iℓ
′
Pℓ′(k̂ · n̂)jℓ′(krL),

Pℓ′(k̂ · n̂) =
4π

2ℓ′ + 1

ℓ′∑
m′=−ℓ′

Yℓ′m′(n̂)Y∗
ℓ′m′(k̂),

which are also known as the Rayleigh equation when mixed together; so we get

aT
ℓm =

∫
d3k
(2π)3

∫
dn̂︸ ︷︷ ︸
∑
ℓ′

(2ℓ′ + 1)iℓ
′ 4π
2ℓ′ + 1

ℓ′∑
m′=−ℓ′

Yℓ′m′(n̂)︸ ︷︷ ︸
Y∗
ℓ′m′(k̂)jℓ′(krL)

(
− 1
5
ζk

)
Y∗
ℓm(n̂)︸ ︷︷ ︸ .

The terms grouped by the curly brackets can be reduce thanks to the spherical harmonics normaliza-
tion ∫

dn̂Yℓ′m′(n̂)Y∗
ℓm(n̂) = δℓ

′

ℓ δm′

m .

Thus, we obtain

aT
ℓm = 4πiℓ

∫
d3k
(2π)3

ζk

(
− jℓ(krL)

5

)
Y∗
ℓm(k̂) ≃SW 4πiℓ

∫
d3k
(2π)3

ζkTℓ(k)Y∗
ℓm(k̂), (4.4)

where Tℓ(k) is the radiation transfer function and the last equivalence holds in the Sachs -Wolfe limit,
for which Tℓ(k) −→ −(1/5)jℓ(krL). This transfer function encapsulates all the effects that CMB pho-
tons suffered in their journey from the decoupling to us and by taking the SW limit we are reducing it to
just a geometrical projection on the Last Scattering Surface. Nevertheless, in most cases this is a good
approximation and for a more detailed version one should take into account several effects and rely on
numerical codes.

As regard the μ-distortion instead, we can perform a multipoles expansion on a spherical harmonics
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basis in perfect analogy with the case of the temperature anisotropy just by plugging (3.2) in (4.3):

aμ
ℓm =

∫
dn̂μ(x)Y∗

ℓm(n̂)

=

∫
dn̂4.6

∫
d3k1d3k2
(2π)6

ζk1ζk2

∫
d3k3δ(3)

(
3∑

n=1

kn

)
⟨cos(k1r) cos(k2r)⟩p

[
e−(k21+k22)/k2D(z)

]zμ,i

zμ,f
e−ik3·xW

(
k3
ks

)
Y∗
ℓm(n̂)

=

∫
dn̂︸ ︷︷ ︸ 4.6

∫
d3k1d3k2
(2π)6

ζk1ζk2

∫
d3k3δ(3)

(
3∑

n=1

kn

)
⟨cos(k1r) cos(k2r)⟩p

[
e−(k21+k22)/k2D(z)

]zμ,i

zμ,f

∑
ℓ′

(2ℓ′ + 1)(−i)ℓ
′ 4π
2ℓ′ + 1

ℓ′∑
m′=−ℓ′

Yℓ′m′(n̂)︸ ︷︷ ︸ Y∗
ℓ′m′(k̂3)

jℓ′(k3rL)W
(

k3
ks

)
Y∗
ℓm(n̂)︸ ︷︷ ︸

= 18.4π(−i)ℓ
∫

d3k1d3k2
(2π)6

ζk1ζk2

∫
d3k3δ(3)

(
3∑

n=1

kn

)
⟨cos(k1r) cos(k2r)⟩p

[
e−(k21+k22)/k2D(z)

]zμ,i

zμ,f
jℓ(k3rL)W

(
k3
ks

)
Y∗
ℓm(k̂3). (4.5)

We are then finally ready to cross correlate (4.5) with (4.4):

⟨aμ
ℓ1m1

aT
ℓ2m2
⟩ = 18.4π(−i)ℓ14πiℓ2

∫
d3k1d3k2
(2π)6

∫
d3k3δ(3)

(
3∑

n=1

kn

)∫
d3k
(2π)3

⟨cos(k1r) cos(k2r)⟩p
[
e−(k21+k22)/k2D(z)

]zμ,i

zμ,f
jℓ1(k3rL)W

(
k3
ks

)
Y∗
ℓ1m1

(k̂3)Tℓ2(k)Y∗
ℓ2m2

(k̂)⟨ζk1ζk2ζk⟩. (4.6)

An interesting thing has just happened here. We started with a two-point correlation function but we
actually ended up with a three-point correlation ⟨ζk1ζk2ζk⟩. As anticipated when we first introduced the
μ distortions and wrote (3.2), this is because μ(x) ∝ ζ2 so that ⟨μΔT/T⟩ ∝ ⟨ζ2ζ⟩ ∝ ⟨ζ3⟩, at lowest
order.

Therefore, constraints on the primordial NG parameter fNL are obtained just by plugging the local
bispectrum formula

⟨ζk1ζk2ζk⟩ = (2π)3δ(3)(k1 + k2 + k)
(
−6
5
fNL

)
[Pζ(k1)Pζ(k2) + 2 perm’s], (4.7)

into (4.6):
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⟨aμ
ℓ1m1

aT
ℓ2m2
⟩ = −73.6π2iℓ2−ℓ1 · 6

5

∫
d3k1d3k2
(2π)6

∫
d3k3δ(3)(k1 + k2 + k3)

⟨cos(k1r) cos(k2r)⟩p
[
e−(k21+k22)/k2D(z)

]zμ,i

zμ,f
jℓ1(k3rL)W

(
k3
ks

)
Y∗
ℓ1m1

(k̂3)Y∗
ℓ2m2

(k̂3)Tℓ2(k3)fNL[Pζ(k1)Pζ(k2) + 2 perm’s].

Now, let us first consider the scale invariant power spectrum

Pζ(k) =
2π2Δ2

ζ(k)
k3

=
2π2Δ2

ζ(k0)
k3

,

with k0 ≡ 0.002Mpc−1 the common pivot scale we already saw at which Δ2
ζ(k0) = 2.142 · 10−9.

The transfer function W (k3/ks)
[
e−(k21+k22)/k2D(z)

]zμ,i

zμ,f
filters the squeezed limit k1 ∼ k2 ≫ k3, that is

• δ(3)(k1 + k2 + k3) −→ δ(3)(k1 + k2);

• W
(

k3
ks

)
k3→0−→ 1;

• ⟨cos(k1r) cos(k2r)⟩p ≃ 1
2 ;

•
[
e−(k21+k22)/k2D(z)

]zμ,i

zμ,f
−→

[
e−2k21/k2D(z)

]zμ,i

zμ,f
;

• and we can neglect the first of the three terms coming from the permutations in the primordial
bispectrum

[Pζ(k1)Pζ(k2) + Pζ(k1)Pζ(k3) + Pζ(k2)Pζ(k3)] =

= 4π4Δ4
ζ (k0)

(
1
k31

1
k32

+
1
k31

1
k33

+
1
k32

1
k33

)
≃ 8π4Δ4

ζ (k0)
(

1
k31

1
k33

)
.

Taking also the SW approximation where Tℓ2(k3) −→ −(1/5)jℓ2(k3rL), we obtain:

⟨aμ
ℓ1m1

aT
ℓ2m2
⟩ = 73.6iℓ2−ℓ1π2 · 6

5
· 1
2
· 8
5
π4fNLΔ4

ζ (k0)
∫

d3k1d3k3
(2π)6

jℓ1(k3rL)

jℓ2(k3rL)Y
∗
ℓ1m1

(k̂3)Y∗
ℓ2m2

(k̂3)
1
k31

1
k33

[
e−2k21/k2D(z)

]zμ,i

zμ,f

= 9.2 · 3
25

iℓ2−ℓ1 fNLΔ4
ζ (k0)

∫
4πk21dk1

∫
dk3 dk̂3︸︷︷︸ k23jℓ1(k3rL)

jℓ2(k3rL) Y
∗
ℓ1m1

(k̂3)Y∗
ℓ2m2

(k̂3)︸ ︷︷ ︸ 1
k31

1
k33

[
e−2k21/k2D(z)

]zμ,i

zμ,f
,
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and, thanks to the spherical harmonics normalization∫
dk̂3Y∗

ℓ1m1
(k̂3)Y∗

ℓ2m2
(k̂3) = (−1)m1δℓ2ℓ1 δ

−m2
m1

, (4.8)

it all reduces to (recall definition (4.2))

CμT
ℓ = 9.2 · 12

25
πfNLΔ4

ζ (k0)
∫

dk3
j2ℓ(k3rL)

k3︸ ︷︷ ︸
(A)

∫
dk1

[
e−2k21/k2D(z)

]zμ,i

zμ,f

k1︸ ︷︷ ︸
(B)

,

where ℓ = ℓ1 = ℓ2. In order to ease the reading of the calculation, we separately evaluate integrals
(A) and (B). In (A), by performing a variable change k3rL

s
= x we get

(A) =
∫

d(k3rL)
j2ℓ(k3rL)
k3rL

=

∫
dx

j2ℓ(x)
x

,

and this can be simplified using the general formula (see, for instance, [6])∫
dxxn−2j2ℓ(x) = 2n−4π

Γ
(
ℓ+ n

2 −
1
2

)
Γ (3− n)

Γ
(
ℓ+ 5

2 −
n
2

)
Γ2
(
2− n

2

) , (4.9)

with Γ being the Euler Gamma Function. In our case n = 1, so

(A) =
π
8

Γ(ℓ)Γ(2)
Γ(ℓ+ 2)Γ2

( 3
2

) =
π
8

(ℓ− 1)!
(ℓ+ 1)ℓ(ℓ− 1)!

4
π
=

1
2ℓ(ℓ+ 1)

.

Integral (B) gives instead

(B) =
∫ ∞

0
dk1

[
e−(

√
2k1)2/k2D,i − e−(

√
2k1)2/kD,f

]
k1

=

∫ ∞

0
d

x√
2

√
2

x

[
e−x2/k2D,i − e−x2/k2D,f

]
=

∫ kD,i

x̃
dx

1
x
−
∫ kD,f

x̃
dx

1
x
= ln(x)

∣∣∣∣∣
kD,i

x̃

− ln(x)

∣∣∣∣∣
kD,f

x̃

= ln
(

kD,i

x̃

)
− ln

(
kD,f

x̃

)
= ln

(
kD,i

x̃
· x̃
kD,f

)
= ln

(
kD,i

kD,f

)
,

where we approximated the decreasing exponential term from the Silk damping as a cut-off on the
integration. Also, we used as lower bound x̃ primarily because x ∝ k and it would not have any phys-
ical meaning consider k = 0 in the integral, as it would correspond to an infinite wavelength mode
contributing only to the monopole and impossible to be observed; secondly, it can be seen from the
calculation that the integral lower bound, whatever it is, cancels off.

Finally, we come to the result
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CμT
ℓ = 9.2 · 12

25
πfNLΔ4

ζ (k0)
1

2ℓ(ℓ+ 1)
ln
(

kD,i

kD,f

)
≃ 1.8 · 10−16

ℓ(ℓ+ 1)
fNL, (4.10)

where we used kD,i ≃ 1.1 · 104Mpc−1 and kD,f ≃ 46Mpc−1; notice that the numerical coefficient is
slightly different from the one in (4.1), but this is simply because we used a more up-to-date value for
Δ2

ζ(k0).
Wemanaged to reproduce the first result wewere interested in, highlighting every approximation and

assumption taken, but we can take a step further and consider, more realistically, a power spectrumwith
a weak scale dependence and no running (dns/d ln k = 0), i.e

Pζ(k) =
2π2Δ2

ζ(k)
k3

=
2π2Δ2

ζ(k0)
k3

(
k
k0

)(ns−1)

=
2π2Δ2

ζ(k0)

k(ns−1)
0

k(ns−4).

Then, in the squeezed limit k1 ∼ k2 ≫ k3:

[Pζ(k1)Pζ(k2) + Pζ(k1)Pζ(k3) + Pζ(k2)Pζ(k3)] =
4π4Δ4

ζ (k0)

k2(ns−1)
0

[
k(ns−4)
1 k(ns−4)

2 + k(ns−4)
1 k(ns−4)

3 + k(ns−4)
2 k(ns−4)

3

]
≃

8π4Δ4
ζ (k0)

k2(ns−1)
0

[
k(ns−4)
1 k(ns−4)

3

]
and the μT cross-correlation is found to be

CμT
ℓ = 9.2 · 12

25
πfNL

Δ4
ζ (k0)

k2(ns−1)
0

∫
dk1k(ns−2)

1

[
e−2k21/k2D(z)

]zμ,i

zμ,f︸ ︷︷ ︸
(A)

∫
dk3k(ns−2)

3 j2ℓ(k3rL)︸ ︷︷ ︸
(B)

.

Again,we evaluate separately integrals (A) and (B). For (A), by following the same reasoning adopted
in the previous case, we find an analogous result:
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(A) =
∫ ∞

0
dk1k(ns−2)

1

[
e−(

√
2k1)2/k2D(z)

]zμ,i

zμ,f

=

∫ ∞

0
d

x√
2

x(ns−2)

√
2(ns−2)

[
e−x2/k2D(z)

]zμ,i

zμ,f

=
1

√
2(ns−1)

∫ ∞

0
dxx(ns−2)

[
e−x2/k2D,i − e−x2/k2D,f

]
=

1
√
2(ns−1)

[∫ kD,i

x̃
dxx(ns−2) −

∫ kD,f

x̃
dxx(ns−2)

]
=

1
√
2(ns−1)

[
1

ns − 1
x(ns−1)

∣∣∣∣kD,i

x̃
− 1

ns − 1
x(ns−1)

∣∣∣∣kD,f

x̃

]
=

1

(ns − 1)
√
2(ns−1)

[
k(ns−1)
D,i − x̃(ns−1) − k(ns−1)

D,f + x̃(ns−1)
]

=
1

ns − 1

[(
kD√
2

)(ns−1)
]zμ,i

zμ,f

.

Whereas, for the (B) term, the general formula (4.9) still holds and so we have

(B) =
1

r(ns−1)
L

∫
d(k3rL)(k3rL)(ns−2)j2ℓ(k3rL) =

1

r(ns−1)
L

∫
dxx(ns−2)j2ℓ(x)

=
1

r(ns−1)
L

2(ns−4)π
Γ
(
ℓ+ ns

2 −
1
2

)
Γ(3− ns)

Γ
(
ℓ+ 5

2 −
ns
2

)
Γ2
(
2− ns

2

)
=

1

r(ns−1)
L

√
π
4

Γ
(
ℓ+ ns

2 −
1
2

)
Γ
( 3−ns

2

)
Γ
(
ℓ+ 5

2 −
ns
2

)
Γ
(
2− ns

2

) ,
where for the last equalityweused theknownGamma functionproperty: Γ(2z) = (2π)−1/222z−1/2Γ(z)Γ(z+

1/2).
Putting it all together we eventually come to:

CμT
ℓ ≃

4.42πfNLΔ4
ζ (k0)r

1−ns
L

k2(ns−1)
0

√
π
4

Γ
(
ℓ+ ns

2 −
1
2

)
Γ
( 3−ns

2

)
Γ
(
ℓ+ 5

2 −
ns
2

)
Γ
(
2− ns

2

) [ 2
ns − 1

2−(ns+1)/2kD(z)ns−1
∣∣∣∣zμ,i

zμ,f

]
. (4.11)

We can easily see that our result is compatible with (5.24) of [52]. In particular, our term 2/(ns −
1) is actually the leading term in the expansion of Γ ((ns − 1)/2) for ns − 1 → 0¹; the difference in
the numerical coefficient, i.e. 4.42 vs 4.86, is probably just a matter of approximation throughout the

¹In fact, it is well known that a Laurent series expansion at z = 0 for Γ(z) gives

Γ(z) 0∼ 1
z
− γ +

1
12
(6γ2 + π2) +O(z2)

where γ = 0.5772... is the Euler-Mascheroni constant. In our case, z = (ns − 1)/2 and the expansion at z = 0 is justified
by the fact that, as we saw in Table 2.5.1, ns is very close to 1.
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calculation and we do not think it deserves an investigation more accurate than this. Moreover, notice
that we prefer to relate to the result (5.24) given by authors of [52] instead of (18) in [3] as it has amuch
clearer derivation, as we have just proved.

It may be interesting to note, lastly, that primordial non-Gaussianity acts as a spatial modulation of
the small-scale power spectrum Δ2

ζ(k) by long-wavelength mode kD(z) [27]: the change in time of the
damping scale kD(z) correlates different patches of the Universe where, on small scales, spectral distor-
tions of the μ-tyre are being created.

4.2 Future expected constraints on localNG

Theentire issue of constraining the primordial NGby simply evaluating the two-point correlation func-
tion between CMB μ-type spectral distortion and temperature anisotropyΔT/T is encapsulated in the
fact that both (4.10) and (4.11) give

CμT
ℓ ∝ fNL,

in the very squeezed limit of theprimordial bispectrum. This is a result that hasbeenpointedoutquite
recently in several papers (such as [3], [52], [29], [26] and of course [4]) and it is nowwell established.

However, there is a claim thatwe reported at the beginning of thisChapter and thatmust be inspected
more; in particular, authors of [3] stated that, in principle, a cosmic variance limited experiment could
reachΔfNL ∼ O(10−3). By performing a Fisher forecast, they used results forCμT

ℓ andCμμ
ℓ to put bounds

on the local fNL parameter from μ distortions. The figure of merit (PIXIE) for the signal-to-noise ratio
they found is

S
N
≃ 0.7× 10−3bfNL

(√
4π × 10−8

w−1/2
μ

)
,

i.e. ΔfNL ≲ 103 with current technology. A few caveats are due here:

• Δμ = 10−8 is the estimated 1-σ error on the μ-distortionmonopole of an experiment like PIXIE;

• b is a parameter that takes into account the k-dependence of the power spectrum:

b ≃ 1+
ns − 1
2

ln
(

kD,ikD,f

4k20

)
≃ 1+ 12(ns − 1),

for a weak scale dependence spectrum so that b ≃ 1 in the case of scale invariance;

• wμ is the sensitivity to μ defined in the noise model for μ, which is a Gaussian beam:

Cμμ,N
ℓ ≃ w−1

μ eℓ
2/ℓ2max .

For example, for PIXIE the beam size is θFWHM = 1◦.6, i.e ℓmax ≃ 84, andw−1/2
μ ≃ √4π× 10−8.
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As indicated in [3], there are at least two classes of models in which the μT correlation could provide
the strongest constraints on non-Gaussianity already with PIXIE’s sensitivity. First, models in which
the power spectrum grows at small scales, since then b ≫ 1. In most of these models b can be as large
asO(102) leading toΔfNL ∼ O(10) for PIXIE. Second, models in which the bispectrum diverges faster
than the local template in the squeezed limit, i.e. ⟨ζ3⟩ ∝ k−α

3 for k3 → 0with α > 3.
Notice that, even though instrumental noise can be improved, there is still a lower bound imposed

by nature and known as cosmic variance. One of its most important property is that it scales with the
number of k-mode Nk as N−1/2

k . For instance, for the TTT bispectrum (the three-point correlation in
temperature anisotropy) it is useful to consider only short modes and it can be seen that(

S
N

)
TTT
∝ N1/2

k ∼ ℓmax ln1/2 ℓmax.

But, unfortunately, because of Silk damping, we are limited to ℓmax ∼ 2000. In this respect, the
important advantage offered by the μT cross correlation is that it possesses a much larger number of
short modes and so one can find

(
S
N

)
μT
∝ N1/2

k ∼

√
k3D,f
ksr−2

L
∼ 106,

where we remind that k−1
s is the radius that defines the spherical volume within which μ distortions

are dissipated.
Therefore, for comic variance limited experiments, the bispectrum’s sensitivity isΔfNL ∼ O(5), while

using μT correlation one can in principle reach ΔfNL ∼ O(10−3).
This is indeed all true, but we think it may be a too optimistic prediction. In §[3.2] we saw that, being

a second order effect, the primordial non-Gaussianity signal suffers from many contamination and we
now want to try to quantitatively evaluate a particular large-scale source of non-primordial NG which
mimic an fNL ̸= 0: the Sachs-Wolfe effect at second order.
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5
Second order contamination

Every gravitational process enters, sooner or later, a non-linear regime. At themildly non-linear level, to
mention a few examples related to the physics of CMB anisotropies, on large angular scales Sachs-Wolfe
(SW) effect at second-order in the cosmological perturbations arises, together with both second-order
early and late Integrated Sachs-Wolfe (ISW) effects as well as second order metric tensor perturbations
[54]. On small scales, several non-linear effects, such as gravitational lensing, Shapiro time-delay, Rees-
Sciama effects and, of course, non-linear Boltzmann equation for the photon-matter fluid are involved
(see, e.g., [38]).

All these effect should be necessarily taken into consideration as they too carry important informa-
tion; for instance, Einstein equivalence principle can be testedwithCMB spectral distortions [55]. Said
effects are likely to cause a contamination to primordial non-Gaussianity in the CMB three-point cor-
relation function and several efforts have been made in the literature of the past years toward this di-
rection. For instance, it has been shown that second-order CMB effects yield negligible contamination
to primordial NG; just to mention a few examples, see [47], [56], [57], [58], [59], [60], [61], [62],
[63], [64] and [65]. The contamination was found to be of∼ O(1) in the fNL parameter and precise
numerical values calculated depend on the specific shape of the three-point function: local, equilateral,
orthogonal or in between.

We have seen that, more recently, primordial NG has been tested through the μT cross-correlation
and it is legitimate to ask ourselves if the non-linear evolution (mild, second- or higher- order) can con-
taminate the primordial signal. As a matter of fact, given the increasing sensitivity of the measurements
of the primordial fNL parameter, such question is particularly important. Easier said than done, in fact
in order to find an answer one would have to employ numerical codes like CAMB and solve Boltzmann
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equations at second order. However, since this represents an extremely new subject, we think it may be
instructive to start from an analytic estimate, perhaps a bit naive.

In a general and schematicway, we can look at the process ofmimicking a local bispectrumand conse-
quently affecting measurements of the true primordial fNL parameter as follows: the bispectrum arising
from an fNL ̸= 0 refers to a primordial non-Gaussian contribution that is transferred (e.g. to the CMB
anisotopies linearly), but, in general, in terms of the primordial gravitational potential ϕ, we have

⟨ϕ3⟩ ∼ fNL⟨ϕ2⟩2 + fcontNL ⟨ϕ2⟩2. (5.1)

The second term is the one giving the contamination and contains all that contributions that are not
primordial. In the explicit computations, to arrive at a structure like the one of (5.1), we will see that we
will use the Wick Theorem to expand the four-point function of the contamination as a sum of terms
given by multiplied two-point correlation functions.

From the study of CMB temperature anisotropies we know that ϕ ∼ 10−5 ([9], [6], [12]), i.e.

⟨ϕ3⟩ ∼ fNL⟨10−10⟩2 + fcontNL ⟨10−10⟩2.

Thus, the claim of a sensitivity to fNL ∼ 10−3 via the CMB temperature-μ cross-correla tion must be
reviewed, because it all depends on the magnitude of the contamination coefficient fcontNL (and the shape
of the contamination) since the second contribution could dominate on the first one corresponding to
the primordial bispectrum.

Let us now enter into some details of the issue. We can retrieve the general expression for large-scale
CMB anisotropies up to second order from gravitational perturbations from [54]; the extension up to
second order of the Sachs-Wolfe effect at large angular scales has been derived in the Poisson gauge (for
adiabatic perturbations). Considering non-linearities arising from inflation and from post-inflationary
epoch, we have

ΔT
T

=
1
3
ϕ(1)
∗ +

1
18
(
ϕ(1)
∗
)2 − K

10
− 1

3
fNL
(
ϕ(1)
∗
)2
, (5.2)

where ϕ(1)
∗ indicates that the gravitational potential (at first order) at emission on the last scattering

surface and

K ≡ 10∇−4∂i∂
j(∂ iϕ(1)

∗ ∂jϕ(1)
∗ )−∇−2

(
10
3
∂ iϕ(1)

∗ ∂iϕ(1)
∗

)
.

Notice that expression (5.2) resembles the one for the local non-Gaussianity with 1/18 in the place
of−3/5fNL.

As already anticipated in §4.2, as a first computation we choose to focus on the second order SW
effect, i.e. the second term in (5.2), inspired by the idea that the calculation for the μT correlation
from this term, in principle, should be analogous to the one in the bispectrum formula derivation, with
the exception that the coefficient fNL is substituted by 1/18; see §III. A. in [44] as a reference. For the
remainder of this Chapter, it may be then useful to keep in mind the definition
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ΔT
T

(2)

≡ Θ(2) =
1
18
(
ϕ(1)
∗
)2
,

and we will be interested in the correlation

CμT,(2)
ℓ ∼

⟨
μ
ΔT
T

(2)⟩
∼ ⟨ζ2ζ2⟩ .

5.1 μT cross correlation from Sachs-Wolfe effect at second order

In practical terms, we want now to cross correlate (4.5) with the temperature anisotropy coefficient

aT,(2)
ℓm =

∫
dn̂Θ(2)(n̂)Y∗

ℓm(n̂) =
∫

dn̂
∫

d3k3
(2π)3

eik3·rLn̂Θ(2)(k3)Y∗
ℓm(n̂). (5.3)

Unlike the case of the first order SW effect, the CMB temperature anisotropy is proportional to the
square of the gravitational potential ϕ, and therefore its Fourier transform gives a convolution in the
Fourier space, resulting in an additional integration:

Θ(2)(k3) =
1
18
F [ϕ2] =

1
18
F [ϕ] ∗ F [ϕ] = 1

18

∫
d3k4ϕk3−k4ϕk4

=
1
18

(
−3
5

)(
−3
5

)∫
d3k4ζk3−k4ζk4 =

9
450

∫
d3k4ζk3−k4ζk4 , (5.4)

where we dropped labels (1) and ∗ in ϕ(1)
∗ . Again, using the Rayleigh identity to expand the exponen-

tial eik3·rLn̂ and the normalization of spherical harmonics we get

aT,(2)
ℓm =

9
450

∫
dn̂
∫

d3k3
(2π)3

∑
ℓ′

(2ℓ′ + 1)iℓ
′
jℓ′(k3rL)

4π
2ℓ′ + 1

ℓ′∑
m′=−ℓ′

Yℓ′m′(n̂)Y∗
ℓ′m′(k̂3)∫

d3k4ζk3−k4ζk4Y
∗
ℓm(n̂)

=
36πiℓ

450

∫
d3k3
(2π)3

∫
d3k4jℓ(k3rL)ζk3−k4ζk4Y

∗
ℓm(k̂3).

Having an explicit expression for aT,(2)
ℓm , we can then try to analytically evaluate the cross correlation,

i.e. the two-point correlation function, between μ distortions and temperature anisotropy from the sec-
ond order SW effect:
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⟨aμ
ℓ1m1

aT,(2)
ℓ2m2
⟩ = 1.47π2iℓ2−ℓ1

∫
d3k1d3k2
(2π)6

∫
d3k3d3k4
(2π)3

∫
d3kδ(3)(k1 + k2 + k)

⟨cos(k1r) cos(k2r)⟩p
[
e−(k21+k22)/k2D(z)

]zμ,i

zμ,f
jℓ1(krL)W

(
k
ks

)
Y∗
ℓ1m1

(k̂)jℓ2(k3rL)Y
∗
ℓ2m2

(k̂3)⟨ζk1ζk2ζk3−k4ζk4⟩. (5.5)

As already anticipated, we have now a four-point correlation function in the curvature perturbation
ζ and we can avail ourselves of the Wick Theorem. Thus, we actually have a sum of paired two-point
functions, each one of them giving a power spectrum Pζ(k):

⟨ζk1ζk2ζk3−k4ζk4⟩ = ⟨ζk1ζk2⟩⟨ζk3−k4ζk4⟩+ ⟨ζk1ζk3−k4⟩⟨ζk2ζk4⟩+ ⟨ζk1ζk4⟩⟨ζk2ζk3−k4
⟩

= (2π)6δ(3)(k1 + k2)δ(3)(k3)Pζ(k1)Pζ(k4)︸ ︷︷ ︸
(A)

+ (2π)6δ(3)(k1 + k3 − k4)δ(3)(k2 + k4)Pζ(k1)Pζ(k2)︸ ︷︷ ︸
(B)

+ (2π)6δ(3)(k1 + k4)δ(3)(k2 + k3 − k4)Pζ(k1)Pζ(k2)︸ ︷︷ ︸
(C)

. (5.6)

The first term, (A), is proportional to δ(3)(k3) so it corresponds to a perturbation mode acting on
an infinite wavelength scale which contributes only to the monopole. As a matter of fact, this is a dis-
connected term that vanishes with a little precaution we did not take. To see this, notice that when we
took the expression for the temperature anisotropy up to the second order in the SW effect, we did not
consider that the observed ΔT/T must have a zero mean value:

ΔT
T

=
1
3
ϕ +

1
18

ϕ2 =⇒
⟨
ΔT
T

⟩
=

1
18
⟨ϕ2⟩ ≠ 0,

where the gravitational potential ϕ is taken at linear order so that ⟨ϕ⟩ = 0. In order to adjust for this
shift, we shall redefine the temperature anisotropy as

ΔT
T

=
1
3
ϕ +

1
18

(ϕ2 − ⟨ϕ2⟩) .

In fact, by following again §III. A. in [44], we can define

Θ(2)(k3) ≡
1
18
(
F [ϕ] ∗ F [ϕ]− (2π)6δ(3)(k3)⟨ϕ2(x)⟩

)
.

Redoing the calculation and using the fact that ⟨ϕ2(x)⟩ = (2π)−3
∫

d3kPζ(k), it can be easily seen
that the additional term proportional to−1/18⟨ϕ2⟩ exactly cancels off the term (A) in (5.6).

Let us then go back to (5.6) and consider the other two terms, (B) and (C); we can see that they are
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symmetric in the switching k1 ↔ k2 and since also the integrals in (5.5) have the same symmetry, we
can substitute the four-point correlation function with just 2(B). So we have

⟨aμ
ℓ1m1

aT,(2)
ℓ2m2
⟩ = 1.47π2iℓ2−ℓ1

∫
d3k1d3k2
(2π)6

∫
d3k3d3k4
(2π)3

∫
d3kδ(3)(k1 + k2 + k)

[
e−(k21+k22)/k2D(z)

]zμ,i

zμ,f
jℓ1(krL)W

(
k
ks

)
Y∗
ℓ1m1

(k̂)jℓ2(k3rL)

Y∗
ℓ2m2

(k̂3)(2π)6δ(3)(k1 + k3 − k4)δ(3)(k2 + k4)Pζ(k1)Pζ(k2), (5.7)

where, again, we used the customary approximation ⟨cos(k1r) cos(k2r)⟩p ≃ 1/2. Integrating in d3k4
and d3kwe find the constraints k4 = −k2 and k = −k1 − k2 = k3 and therefore the three Dirac deltas
are reduced to just one, i.e.:

⟨aμ
ℓ1m1

aT,(2)
ℓ2m2
⟩ = 1.47π2iℓ2−ℓ1

∫
d3k1d3k2
(2π)3

∫
d3k3δ(3)(k1 + k2 + k3)W

(
k3
ks

)
[
e−(k21+k22)/k2D(z)

]zμ,i

zμ,f
jℓ1(k3rL)Y

∗
ℓ1m1

(k̂3)jℓ2(k3rL)

Y∗
ℓ2m2

(k̂3)Pζ(k1)Pζ(k2). (5.8)

Now, we could take the squeezed limit k1 ∼ k2 ≫ k3 as we did in the previous Chapter and write
δ(3)(k1 + k2 + k3)→ δ(3)(k1 + k2),W(k3/ks)→ 1 and

[
e−(k21+k22)/k2D(z)

]zμ,i

zμ,f
→
[
e−2k21/k2D(z)

]zμ,i

zμ,f
; but since

we are moving the first steps in a so far unexplored territory, we prefer to follow a more formal, and a
rigorous (and probably safer) approach. We start by using the Rayleigh identity to expand the Dirac
delta as

δ(3)(k1 + k2 + k3) = 8
∫ ∞

0
r2dr

[
3∏

n=1

∑
LnMn

jLn(knr)Y∗
LnMn

(k̂n)

]
(−1)

L1+L2+L3
2 GL1L2L3

M1M2M3 ,

where GL1L2L3
M1M2M3

is the so-called Gaunt factor defined by

GL1L2L3
M1M2M3

≡

√
(2L1 + 1)(2L2 + 1)(2L3 + 1)

4π

(
L1 L2 L3

0 0 0

)(
L1 L2 L3

M1 M2 M3

)
.

The two matrices, known as Wigner 3j-Symbol, are quantities that arise in considering coupled an-
gular momenta in two quantum systems as they are the result of an integration of three spherical har-
monics. An important property of this coefficient is that they are not null if and only if the following
selection rules are satisfied:

i) Mi ∈ {−|Li|, ..., |Li|} ∀i = 1, 2, 3;

ii) M1 + M2 + M3 = 0;

iii) |L1 − L2| ≤ L3 ≤ L1 + L2 (triangular inequality).
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Moreover, notice that i) + ii) + iii) =⇒ L1 + L2 + L3 is an integer.
In (5.8), we can then take advantage of the fact that the angular dependence of k1 and k2 is all con-

tained in Y∗
L1M1

(k̂1) and Y∗
L2M2

(k̂2); so, writing explicitly
∫

d3k1,2 =
∫

k21,2dk1,2
∫

dk̂1,2 we find

∫
dk̂1Y∗

L1M1
(k̂1) =

√
4πδ0L1δ

0
M1
,∫

dk̂2Y∗
L2M2

(k̂2) =
√
4πδ0L2δ

0
M2
.

The Gaunt factor becomes G00L300M3
and, at this point, selection rules ii) and iii) imposes also L3 = 0 =

M3. Therefore, for (5.8) we obtain

⟨aμ
ℓ1m1

aT,(2)
ℓ2m2
⟩ = 11.76π2iℓ2−ℓ1

∫
dk̂3Y∗

ℓ1m1
(k̂3)Y∗

ℓ2m2
(k̂3)

∫ k21dk1k22dk2k23dk3
(2π)3∫ ∞

0
r2drj0(k1r)j0(k2r)j0(k3r)W

(
k3
ks

)[
e−(k21+k22)/k2D(z)

]zμ,i

zμ,f

jℓ1(k3rL)jℓ2(k3rL)Pζ(k1)Pζ(k2),

where we used that G000000 = 1/
√
4π and Y∗

00(k̂3) = 1/
√
4π. If we aim for proceeding further with

our analytic estimation for the μT cross correlation at second order, it has come the time to go in the
squeezed limit and see what happens. In fact, assuming k1 ∼ k2 ≫ k3, then j0(k3r) −→ 1 and we can
approximate ∫ ∞

0
r2drj0(k1r)j0(k2r)j0(k3r) ≃

πδ(k1 − k2)
2k22

.

Finally, from the spherical harmonics normalization (4.8), the correlation amplitude reads:

CμT,(2)
ℓ ≃ 0.74

∫
k21dk1

[
e−2k21/k2D(z)

]zμ,i

zμ,f
Pζ(k1)2

∫
k23dk3j

2
ℓ(k3rL)W

(
k3
ks

)
,

with ℓ = ℓ1 = ℓ2.
If we now plug the usual power spectrum formula with a weak scale dependence

Pζ(k) =
2π2Δ2

ζ(k0)

k(ns−1)
0

k(ns−4),

we are left with

CμT,(2)
ℓ ≃ 2.96

π4Δ4
ζ (k0)

k2(ns−1)
0

∫
dk1k2(ns−3)

1

[
e−2k21/k2D(z)

]zμ,i

zμ,f︸ ︷︷ ︸
(A)

∫
dk3k23j

2
ℓ(k3rL)W

(
k3
ks

)
︸ ︷︷ ︸

(B)

. (5.9)
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Contribution (A) can be integrated out just like we did before and gives the numerical factor

(A) =
2

5
2−ns

2ns − 5
[
kD(z)2ns−5]zμ,i

zμ,f
.

Ontheotherhand, contribution (B) is indeedquiteproblematic. First of all, even ifwe tookW(k3/ks)→
1 in the squeezed limit we would not be able to use the general formula (4.9) as it holds only if the real
part of n, Re[n], satisfies 1 < Re[n] < 3, wheres unfortunately in our case n = 4. We shall then look for
other ways to solve it, but we can immediately realize that (B) is actually a formally divergent integral:
being proportional to the squared of a spherical Bessel function, the integrand behaves like a function
that keeps oscillating and never decades. We will come back on this issue with a deeper insight in a few
moment, in §5.2.

Inspectingmore carefully the derivationof (5.9), we can see that somethingoddhas happened: when
we calculated the μT cross correlation at first order in the SWeffect plugging the primordial bispectrum
formula (4.7), we discarded the first of the three terms, i.e. Pζ(k1)Pζ(k2), since in the squeezed limit it
was negligible compared with the other two. Curiously, when we calculate the μT cross correlation at
second order in the SW effect we get a four-point correlation which, applying theWickTheorem (5.6),
gives only contributions proportional to Pζ(k1)Pζ(k2).

This behavior has actually a very accurate explanation: the bispectrum formula descends from the
TTT correlation where a non-linear (second-order) term in the gravitational potential ϕ is taken pri-
marily in the first place, then in the second one and finally in the third one, hence the permutations
Pζ(k1)Pζ(k2)+Pζ(k1)Pζ(k3)+Pζ(k2)Pζ(k3). On the contrary, if the non linearity comes from the second
order SW effect in the correlation μT, then the non linear ϕ term is fixed at the second place, therefore
no permutation arise and we only find terms proportional to Pζ(k1)Pζ(k2) (remember that (A) in (5.6)
is a non physical term).

Before attempting to find othermethods to solve this awkward apparent divergence, it may be educa-
tive to take advantage of the so-called flat-sky approximation and have the chance to look at this diver-
gence from another point of view.

Flat-sky approximation

This approximation is widely used in Cosmology and has its basis in the observation that cosmological
surveys in general and CMB in particular are naturally constructed on our celestial sphere. Because
of the statistical isotropy, cosmological statistical properties, such as the angular power spectra or the
bispectra, find anatural definition in the harmonic space. However, in general, sincemost of the physical
mechanisms at play arise at small scales, they should not affect the whole sky properties. For instance, at
scales corresponding to less than a degree on our observed sky, CMB spectral distortions themselves are
determined by small-scale interactions. Moreover, decomposition in spherical harmonics introduces a
lot of geometrical complication in the calculations, but on the other hand does not carry much physical
insight into these mechanisms and, ironically, almost smudges the physics at play.

In this respect, a flat-sky approximation [66] allowus to use simple Fourier transforms that drastically
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simplify CMB computations and it is intuitively expected to be accurate at small scales. It consists in
considering directions very close to some fiducial direction, and ignoring the curvature of the sky taking
n̂ to lie in the plane perpendicular to the fiducial direction. This is equivalent to approximating the
sphere in a neighborhood of a point by the tangent plane at that point. In this limit the equivalent of
spherical harmonic transformation becomes simply a Fourier transform, i.e.

Θ(n̂) =
∞∑
ℓ=0

ℓ∑
m=−ℓ

aT
ℓmYℓm(n̂) −→

∫
d2ℓ⃗
(2π)2

aT(ℓ⃗)eiℓ⃗· n̂.

As a result, themultipoles coefficients expansionbecome, under this approximation, theFourier anti-
transform of the temperature anisotropy. In our case, where we consider the second order Sachs-Wolfe
effect, we then have

aT,(2)(ℓ⃗) =

∫
d2n̂e−iℓ⃗· n̂Θ(2)(n̂) =

∫
d3k3
(2π)3

Θ(2)(k3)
∫

d2n̂e−iℓ⃗· n̂eik3·rLn̂, (5.10)

whereΘ(2)(k3) defined as in (5.4).
Analogously, taking the μ-distortionparameter μ(x) from(3.2) andperformingaFourier anti-transform

as in (5.10) we find

aμ(ℓ⃗) =

∫
d2n̂′μ(x)e−iℓ⃗· n̂′

≃ 2.3
∫

d2n̂′e−iℓ⃗· n̂′
∫

d3k1d3k2
(2π)6

ζk1ζk2

∫
d3kδ(3) (k1 + k2 + k)

[
e−(k21+k22)/k2D(z)

]zμ,i

zμ,f
W
(

k
ks

)
e−ik·rLn̂′ ,

where we took x = rLn̂′ and the standard approximation ⟨cos(k1r) cos(k2r)⟩p ≃ 1/2.
Now, in order to obtain the the correct estimation for the cross correlation, we must substitute the

definition (4.2) with

⟨(aμ(ℓ⃗1))
∗aT(ℓ⃗2)⟩ = (2π)2δ(2)(ℓ⃗1 + ℓ⃗2)C

μT
ℓ ,

with ℓ = ℓ1 = ℓ2. So, we can start by calculating the LHS of the equation above. Again, we can use
theWickTheorem to simplify the four-point correlation function of primordial curvature perturbation
ζ and write, under the sign of integral, that∫

⟨ζk1ζk2ζk3−k4ζk4⟩ −→
∫

2(2π)6δ(3)(k1 + k3 − k4)δ(3)(k2 + k4)Pζ(k1)Pζ(k2).

After some easy algebra with the Dirac delta functions, just like in the case of no flat-sky approxima-
tion, we find that k = k3. Then, the crucial step here is to decompose vector k3 into two pieces that
depend on the wavevectors parallel and perpendicular to the tangent plane:
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k3 = kz
3n̂+ k⃗3

∥
.

Evaluating the integrals over n̂ and n̂′ we recover two 2D δ functions that require ℓ⃗1 and ℓ⃗2 to be equal
to, respectively, minus and plus the projected wavevector k⃗3

∥
times the distance to the last scattering of

the observed photon rL. In formulas

∫
d2n̂′eiℓ⃗1· n̂

′
eik⃗3

∥·rLn̂′ =

∫
d2n̂′ei(ℓ⃗1+k⃗3

∥
rL)·n̂′ = (2π)2δ(2)(ℓ⃗1 + k⃗3

∥
rL)∫

d2n̂e−iℓ⃗2· n̂eik⃗3
∥·rLn̂ =

∫
d2n̂e−i(ℓ⃗2−k⃗3

∥
rL)·n̂ = (2π)2δ(2)(ℓ⃗2 − k⃗3

∥
rL).

Notice that, as slightly anticipated, this approximationwill breakdownwhen the tangentplaneneeded
to define amode with wavenumber ℓ has large deviations from the surface of the sphere that defines the
Last Scattering Surface (LSS), that is to say when considering large angular scales.

For the second order μT cross correlation we then find

⟨(aμ(ℓ⃗1))
∗aT(ℓ⃗2)⟩ = 0.18π

∫
d3k1d3k2d3k3

[
e−(k21+k22)/k2D(z)

]zμ,i

zμ,f
W
(

k3
ks

)
ei2k

z
3rL

δ(3)(k1 + k2 + k3)Pζ(k1)Pζ(k2)δ(2)(ℓ⃗1 + k⃗3
∥
rL)δ(2)(ℓ⃗2 − k⃗3

∥
rL),

and, considering that δ(2)(ℓ⃗1 + k⃗3
∥
rL)δ(2)(ℓ⃗2 − k⃗3

∥
rL) = δ(2)(ℓ⃗1 + ℓ⃗2)δ(2)(ℓ⃗1 + k⃗3

∥
rL), we recover

CμT,(2)
ℓ =

0.18π
(2π)2

∫
d3k1d3k2d3k3

[
e−(k21+k22)/k2D(z)

]zμ,i

zμ,f
W
(

k3
ks

)
ei2k

z
3rL

δ(3)(k1 + k2 + k3)Pζ(k1)Pζ(k2)δ(2)(ℓ⃗+ k⃗3
∥
rL).

In order to proceed with an analytic estimation, we should factorize the integrals as it can be seen in
[67]. However, in our case the inner nature of the calculation is different and the quickest analytic way
to deal with this fact is probably to take the squeezed limit, i.e. δ(3)(k1 + k2 + k3)

k3→0−→ δ(3)(k1 + k2).
Moreover, we are interested only in the divergent integral in (5.9) and the limit in which k1 ∼ k2 ≫ k3
is not going to affect the level of divergence.

Finally, we come to

CμT,(2)
ℓ ≃ 1.4×10−2

∫
dkk2

[
e−2k2/k2D(z)

]zμ,i

zμ,f
Pζ(k)2

∫
dkz

3e
2ikz

3rLW

(√
(kz

3)
2 + (ℓ/rL)2

ks

)
,

where the divergent integral is, of course, the one in the second line. We left the filter functionW in its
place just to show explicitly that the effect of the δ(2) is to force the component k⃗3

∥
to be equal to−ℓ⃗/rL
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in the modulus of k3. We already saw that in the squeezed limit the W function can be substituted with
1 and so the divergence becomes evident: it is a plane wave integrated on the entire domain of kz

3 .
It feels like such divergence is actually a pure formality and the only possible conclusion is that we are

missing something here. In particular, the physics behind the contamination on the μTcross correlation
is extremely complicated since it includes, for instance, intrinsic second order effects in the temperature
anisotropy (just like the one we are studying) and non-linear evolution of the gravitational potentials
which CMB photons interact with. Therefore, our next step aimed at finding a better understanding of
this entire matter is to focus a bit more on the radiation transfer function that we disregarded so far.

5.2 Second-order radiation transfer function on large-scales

The term that is now giving us a divergent integral is the very same that in the bispectrum formula can
be neglected in the squeezed limit (see also the discussion about this specific point in [52]). This is
precisely what prompt us to think that this is a mere formal divergence and should be independent of
the physics and of CMB anisotropies. This is to say that, perhaps, if we want to consider the CMB
temperature anisotropy given by the large-scale Sachs-Wolfe effect at second order, we shall use a more
accurate radiation transfer function than Tℓ(k) −→ −(1/5)jℓ(krL). Such transfer function is indeed
derived in the SW approximation and it just represents a geometrical projection of the anisotropies on
theLast Scattering Surface, but it is clear that being large-scale anisotropies theywill get damped at some
cut-off scale kc. In other words, the spherical Bessel function jℓ(krL) should bemultiplied, in a first very
rough estimate, by aTheta functionwhich is 1 up to some kc and 0 for k > kc (remind that large k’s mean
small scales).

However, before investigating toward such direction, it may be instructive to check that our second
order temperature multipoles aT,(2)

ℓm are compatible with the more general expression found by authors
of [54] in (5.1). First of all, let us rewrite the anisotropy Fourier transformation as

Θ(2)(k3) =
9
450

∫
d3k4ζk3−k4ζk4 =

1
18

∫
d3k4d3k5δ(3)(k4 + k5 − k3)ϕk4ϕk5 ,

whereweused ζk = −5/3ϕk. Remind thatϕk is the gravitational potential at linear order at the epoch
of matter dominance, thus it is the very same quantity that authors of [54] call ϕm(k).

Therefore, we have

aT,(2)
ℓm = 4πiℓ

∫
d3k
(2π)3

∫
d3k1d3k2δ(3)(k1 + k2 − k)

[ 1
18

jℓ(k3rL)
]
ϕk1ϕk2Y

∗
ℓm(k̂), (5.11)

where we renamed modes k3, k4 and k5 respectively as k, k1 and k2 since they are dummy variables
once integrated out. Now, it easy to see that the quantity aNL introduced in [54] is aNL = 3/5fNL + 1, so
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(3.24) and (3.25) of [54] becomes

f0(k1, k2, k) = −fNL − 1 = −1,

f1(k1, k2, k) = 1,

f2(k1, k2, k) = 0.

Notice that the kernel f2 is null as it comes from the Fourier transform of the term proportional toK
in (5.2), but we are not considering it in our case; moreover, we took fNL = 0 because the second or-
der contamination is obviously calculated excluding the contribution from primordial NG.The kernels
fn(k1, k2, k) define just as many convolutions in Fourier space Kn(k), given by

Kn(k) =
1

(2π)3

∫
d3k1d3k2δ(3)(k1 + k2 − k)fn(k1, k2, k)ϕm(k1)ϕm(k2).

Having these identifications and using also (5.6) and (5.7) in [54] we immediately see that

K0(k)Δ
0(2)
ℓ (k) + K1(k)Δ

1(2)
ℓ (k) + K2(k)Δ

2(2)
ℓ (k) =

=
1

(2π)3

∫
d3k1d3k2δ(3)(k1 + k2 − k)

[
− 1
3
jℓ(k(η0 − η∗)) +

7
18

jℓ(k(η0 − η∗))
]
ϕm(k1)ϕm(k2)

=
1

(2π)3

∫
d3k1d3k2δ(3)(k1 + k2 − k)

[ 1
18

jℓ(k(η0 − η∗))
]
ϕm(k1)ϕm(k2), (5.12)

with η0 − η∗ ≡ rL the comoving distance between the Last Scattering Surface and us.
Finally, invoking also (5.9) of [54] it is evident that the results for the non-linear part of multipoles

aℓm are compatible; compare (5.12) with (5.11). The slight differences due to the sign in front of the
imaginary unity and the extra factor 1/(2π)3 dependon the definition of Fourier transform(in particular
we are referring to the sign in the exponential term) and of the convolution between modes k1 and k2.

Reinforced by the confirmation of the goodness of our result for the coefficient aT,(2)
ℓm , let us then

go back to the assumption that there should be some sort of damping in the transfer function filtering
temperature anisotropies according to a cut-off scale kc and write

aT,(2)
ℓm = 4πiℓ

∫
d3k3
(2π)3

∫
d3k4d3k5δ(3)(k4 + k5 − k3)ζk4ζk5

[
9
450

jℓ(k3rL)Θ(kc − k3)
]
Y∗
ℓm(k̂3).

(5.13)

Thus, the μTcross correlation between (4.5) and (5.13) follow the same steps illustrated in §5.1 with
the only caveat ∫

d3k3 =
∫

d2k̂3
∫ kc

0
dk3
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Figure 5.2.1: Evolution of the integrand in (B), Iℓ(x) = xj2ℓ(x)j1(x/(644 · 103)), on varying of x for
ℓ = 5.

and, in the case of a weak scale dependence of the power spectrum Pζ(k), we come to the correlation
amplitude

CμT,(2)
ℓ ≃ 2.96

π4Δ4
ζ (k0)

k2(ns−1)
0

2
5
2−ns

2ns − 5
[
kD(z)2ns−5]zμ,i

zμ,f

∫ kc

0
dk3k23j

2
ℓ(k3rL)W

(
k3
ks

)
︸ ︷︷ ︸

(B)

. (5.14)

Contribution (B) appears now with an upper bound in the integration interval and this treats the
formal divergence that would arise if we integrated up to infinite. Of course, given the nature of the
integrand, the outcome of the evaluation of (B) will turn out to be extremely cut-off dependent and
one should choose the scale kc very carefully. To better visualize this, let us perform the variable change
k3rL

s
= x and set, as smearing scale for the μ-distortion, ks ≃ kD(zμ,f) ≃ 46Mpc−1 in (B), obtaining

(B) = 3
kD(zμ,f)

r2L

∫ xc

0
dxxj2ℓ(x)j1

(
x

644 · 103

)
= 3

kD(zμ,f)

r2L

∫ xc

0
dxIℓ(x), (5.15)

where we defined Iℓ(x) ≡ xj2ℓ(x)j1
(

x
644·103

)
and used W(k) ≡ 3j1(k)/k and xc = kcrL. It is then

straightforward to see why (B) is so sensitive to the value we choose for the cut-off: if we try to plot
Iℓ(x) for, let’s say, ℓ = 5 we can see in Fig. 5.2.1 that it is an oscillating function which never decades,
i.e. the bigger the cut-off xc, the bigger the final result of integral (B).

Now, recalling that CMB temperature anisotropies from second order Sachs-Wolfe effect arise, by
definition, only on very large scale, it may be an appropriate choice to consider a cut-off kc on scales cor-
responding also to the ISW effect, pretty much at the order of the cosmological horizon today. There-
fore, taking advantage of the relation connecting the Fourier k-space with the angular momentum ℓ-
space ℓ ∼ kη0, if we set, for instance, ℓ = ℓc = 10we have

ℓc ∼ kcη0 =⇒ kc ≃ 1.13× 10−3Mpc−1,

where for the conformal time today we used the approximated value valid for a matter dominated
Universe η0 = 2c/H0, with c ≃ 3 × 108 ms−1 the speed of light and H0 ≃ 67.74 km s−1 Mpc−1

the Hubble constant today. We can see that kc is indeed very low, meaning that we are filtering the
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Figure 5.2.2: Different results at different values of ℓ for the formerly divergent integral arising
in the μT cross correlation when temperature anisotropy is taken up to the second order in the
Sachs-Wolfe effect. Lowest ℓ’s correspond to values of order 10−6 and the trend is decreasing.

anisotropies to select only perturbation modes with very large wavelength λ = 2π/k.
After the variable change, the cut-off becomes xc = kcrL ≃ 16 and we are finally able to evaluate

it. Unfortunately, we can not proceed with an analytic approach further than this and we must rely
on numerical methods; we employed the software Mathematica to find the outcomes of the formerly
divergent integral appearing in (B) for different values of ℓ and we summarized this procedure in the
plot of Fig. 5.2.

We can see that, luckily, the integral has more or less the trend we were hoping for, i.e. it decreases
when ℓ increases with lowest values of ℓ’s, namely ℓ ≲ 12, corresponding to integral values of order
∼ 10−6.

Let us now be more quantitative and try to estimate the second order contamination. First of all,
notice that using (5.15) for (B) in (5.14), we correctly obtain a dimensionless value for CμT,(2)

ℓ ; in fact
the three terms carrying dimension combine themselves to give

[k2(ns−1)
0 ] = Mpc−2ns+2

[kD(z)2ns−5] = Mpc−2ns+5

[(B)] = Mpc−3

=⇒
[
kD(z)2ns−5(B)

k2(ns−1)
0

]
= Mpc0 = 1.

Thus, assuming the most contaminated case, i.e. when ℓ ≲ 12, if we plug the numbers we find

(B) = 3
kD(zμ,f)

r2L
× 10−6Mpc−3 ≃ 7× 10−13Mpc−3,

which implies, for a scale invariant ns = 1 power spectrum, that
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CμT,(2)
ℓ=12 ≃ 8.9× 10−33.

Recovering our expression for the μTcross-correlation inducedbyprimordial non-Gaussianitywhen
ns = 1 (4.10), at ℓ = 12we have

CμT
ℓ=12 ≃ 1.2fNL × 10−18.

It is then evident that, since currently fNL ∼ O(1), even in the case when integral (B) gives its maxi-
mum value, the contamination from the second order SW effect to the primordial NG signal is indeed
negligible, with a ratio

CμT,(2)
ℓ=12

CμT
ℓ=12

≃ 7.4f−1
NL × 10−15.

Therefore, if we believe in our choice for a cut-off at a scale corresponding to kc ≃ 1.13× 10−3Mpc−1,
we are legitimated to think that the temperature anisotropies coming from the secondorder Sachs-Wolfe
effect do not contaminate the primordial non-Gaussianity signal probed by the cross correlation be-
tween μ-distortion and first order SW effect in temperature.

We shall stress that this conclusion is valid only on the very large angular scales the second-order
Sachs-Wolfe effect refers to.

In order to refine the use of the second-order radiation transfer function we did not stop here but
we looked for other different approaches. For instance, a natural extension of our supposition on the
damping of the radiation transfer function is to imagine that every curvature perturbation ζk coming
from large-scale temperature anisotropies should be equipped with a window step function, i.e.

ζk −→ ζkΘ(kc − k) (5.16)

This would ensure that no perturbation ζk contributes to physical processes taking place on scale
smaller than the ones atwhich the perturbation is generated. Notice in fact that, in order to obtain (5.2),
all the wavenumbers in both the corresponding Fourier series and convolutions have been considered
as large scales.

In this case, for the temperature anisotropy we would then find

aT,(2)
ℓm = 4πiℓ

∫
d3k
(2π)3

∫
d3k4d3k5δ(3)(k4 + k5 − k)ζk4ζk5Y

∗
ℓm(k̂)×

×
[

9
450

jℓ(krL)Θ(kc − k4)Θ(kc − k5)
]
, (5.17)

and recalling the equivalent multipoles expansion for the μ-type spectral distortions (4.5)
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aμ
ℓm = 18.4π(−i)ℓ

∫
d3k1d3k2
(2π)6

ζk1ζk2

∫
d3k3δ(3)

(
3∑

n=1

kn

)
⟨cos(k1r) cos(k2r)⟩p×

×
[
e−(k21+k22)/k2D(z)

]zμ,i

zμ,f
jℓ(k3rL)W

(
k3
ks

)
Y∗
ℓm(k̂3).

the two point cross correlation obtained is

⟨aμ
ℓ1m1

aT,(2)
ℓ2m2
⟩ ≃ 0.37

π
iℓ2−ℓ1

∫
d3k1d3k2d3k3δ(3)

(
3∑

n=1

kn

)
jℓ1(k3rL)W

(
k3
ks

)
Y∗
ℓ1m1

(k̂3)×

×
[
e−(k21+k22)/k2D(z)

]zμ,i

zμ,f
⟨cos(k1r) cos(k2r)⟩p

∫
d3kd3k4d3k5δ(3)(k4 + k5 − k)×

× Y∗
ℓ2m2

(k̂)jℓ2(krL)Θ(kc − k4)Θ(kc − k5)δ(3)(k1 + k4)δ(3)(k2 + k5)Pζ(k1)Pζ(k2). (5.18)

It may seem that we have been a bit sloppy in leaving (5.18) with such a long expression, full of inte-
gration andDirac deltas. However, taking a secondmore careful look, one can soon realize that it would
not have made much sense to proceed further. The two deltas δ(3)(k1 + k4) and δ(3)(k2 + k5), in fact,
force the large wavevectors of the μ distortions k1 and k2 to be equal to the small ones of the tempera-
ture anisotropies k4 and k5, but the latter two k’s are filtered by, respectively, the two Theta functions
Θ(kc − k4) andΘ(kc − k5).

Therefore, integrations in d3k4 and d3k5 are not null only if also k1, k2 < kc, a thing which is clearly
not possible as μ-type spectral distortions arise on small scales, i.e. large k’s, so it must necessarily be
k1, k2 ≫ kc.

This stark contrast would then give a μT cross correlation ⟨aμ
ℓ1m1

aT,(2)
ℓ2m2
⟩ = 0 identically. It goes with-

out saying that such result is forced by our assumption (5.16), which represents an extremely strong
constraint on the behavior of the curvature perturbation ζk. Even though this approach is perhaps a bit
too ventured and rushed, it made us realize that transfer functions play a fundamental role when one
tries to estimate a cross correlation between μ spectral distortions and temperature anisotropies, two
quantities arising in completely different and independent ways but that can open a new window into
the physics of inflation if put together.

This is the reason why, in order to come as close as we can to a conclusive answer to the question
if second order temperature anisotropies do contaminate the primordial NG signal, we want to devote
our last efforts on focusing once again on the issue of transfer functions, but, this time, taking a step
back. In particular, in the next and last section we are going to develop a formula which represents the
basis for a full numerical computation of the second-order contamination to the μT cross-correlation.
Such a numerical evaluation could then be done by employing a numerical code, developed recently,
known with the acronym SONG. This would hopefully provide the most complete computation of the
second-order contamination.
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5.3 The SecondOrderNon-Gaussianity (SONG) code

As extensively described by authors of [5] and [56], SONG is a numerical code to compute the effect
of the non-linear dynamics on the CMB observables. More precisely, SONG is a second-order Boltz-
mann code, as it solves the Einstein and Boltzmann equations up to second order in the cosmological
perturbations. The reason for writing SONG was not to provide a more accurate version of the already
existing first-order Boltzmann codes, such as CAMB (Code for Anisotropies in the Microwave Back-
ground) [68] or CLASS (Cosmic Linear Anisotropy Solving System) [69]. Rather, SONG is built to
provide, given a cosmological model, predictions for ’new’ observables or probes that do not exist at
first order, such as

• the intrinsic bispectrum of the CMB;

• the angular power spectrum of the spectral distortions;

• the power spectrum of the magnetic fields generated at recombination;

• the angular power spectrum of the B-mode polarization;

• the Fourier bispectrum of the cold dark matter density fluctuations.

SONG’s structure is basedon that ofCLASS. Inparticular, SONG, just likeCLASS, provides an inter-
face built on amodular and flexible internal structure with an intuitivemode of operation. For instance,
there are no unknown variables buried deep into the code, but the physical and numerical parameters
are controlled through two separate input files by the user, who needs to set only those parameters of
interest, the others taking default values. SONG was written following the principle of encapsulation,
so that to modify or add a feature to SONG, one has just to edit the code in few localised portions,
well described by more than 10,000 lines of comments. Other remarkable features of SONG are that
it is an open-source project written in C using only freely distributed libraries, it fully includes CMB
polarization at second order, it implements a Fisher matrix module to quantify the observability of any
primordial bispectrum and it is extremely fast as it takes about an hour on a modern laptop to compute
the primordial bispectrum at 10% precision.

Notice, however, that so far SONG only computes the primordial bispectrum, but is going to in-
clude the other effects in the near future because all the observables above can be built starting from
the second-order transfer functions. As far as our goals are concerned, it is precisely the feature that
SONG is able to compute the radiation second-order transfer function that turns out to be very use-
ful for us. In fact, in the two-point correlation function between CMB temperature anisotropies and
μ-type distortions we are studying, on one side we need the second order SW temperature anisotropy
and on the other we are now going to see that μ-type spectral distortions can be rewritten in the very
same formalism, thanks to the fact that suchdistortions are born already at secondorder in the curvature
perturbation ζ.

92



SONG method for the μT cross correlation

In this section, we will try to follow the steps indicated in [5] as much as possible. We start by defining
the brightness fluctuation Δ, an alternative parameter for the temperature anisotropy which is related to
the parameter we know, T = T0(1+Θ), by

(1+Θ)4 = 1+ Δ,

which, up to second-order, it explicitly becomes

Δ = 4Θ+ 6ΘΘ,

Θ =
1
4
Δ − 3

32
ΔΔ.

Spatial and directional dependence of Δ are better characterized after an expansion on spherical har-
monics basis and a Fourier transform, both yielding to

Δℓm(τ, k) = iℓ
√

2ℓ+ 1
4π

∫
d3xdΩe−ik·xY∗

ℓm(n̂)Δ(τ, x, n̂).

To compute the anisotropies of theCMB, one need to first solve the brightness-projected Boltzmann
equation up to second-order for Δ(2), and then relate it to theΘ through the above equation.

The concept of transfer function is then introduce in order to separate the stochastic part of the per-
turbations from their deterministic evolution. In fact, quoting directly author of [5] (see also [70]):
”the transfer function of a given cosmological field is an operator that maps a realization of the field in
the early Universe to its state today. The stochastic process is relegated to the initial realization, which
is drawn from the probability distribution of whatever physics took place in the early Universe. The
transfer function, instead, is completely deterministic as it describes the subsequent physical processes,
which are dictated by the Einstein and Boltzmann equations.”

Therefore, we shall express the brightness perturbation in terms of its linear and secondorder transfer
functions, T (1) and T (2) respectively, as

Δℓm(τ, k) = T (1)
ℓm (τ, k)Φ(τ in, k)

+

∫
d3k′1d

3k′2
(2π)3

δ(3)(k′1 + k′2 − k)T (2)
ℓm (τ, k′1, k

′
2, k)Φ(τ in, k

′
1)Φ(τ in, k

′
2), (5.19)

whereΦ(τ in, k) is the gravitational potential at the initial time τ in, a stochastic quantity which should
be chosen deep in the radiation era, where the evolution of the perturbations is known analytically.
Of course, the full perturbation is given by an infinite sum of terms of higher- and higher-order in the
primordial potential as well as transfer function, but we are interested only in the second-order, so we
can truncate the sum at T (2).
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Notice also that the choice ofΦ as the reference field is arbitrary and choosing another perturbation
results in a simple rescaling of the transfer functions; in fact, so far we preferred to choose the curvature
perturbation ζ instead. Moreover, contrary to Φ and Δℓm, the linear and non-linear transfer functions
are not perturbed quantities and are∼ O(1); denoting them with a perturbative order represents then
a small abuse of notation.

For the remainder of this section, wewill focus only on the second line of (5.19) andwewill drop the
time dependence as we can choose to evaluate this quantity, for instance, at t = t0, i.e. at present times.
Thus, we define

Δ(2)
ℓm(k) ≡

∫
d3q′1d

3q′2
(2π)3

δ(3)(q′1 + q′2 − k)T (2)
ℓm (q′1, q

′
2, k)Φ(q

′
1)Φ(q

′
2). (5.20)

Tomake a contact with the formalismweused so far, we can see that the relation assuring consistency
between [5] and our work is

aT,(2)
ℓm ≡

∫
d3k
(2π)3

Δ(2)
ℓm(k). (5.21)

The above formula tells us that the temperature anisotropy coefficient aT
ℓm is obtained by integrating

out the k-dependence from Δℓm(k).
Now, we need an expression analogous to (5.20) for the μ-type spectral distortions. This is possible

because μ distortions, as we know very well at this point, are already at second order in the cosmological
perturbations and this allows us to employ the formalism for a second order transfer function. Notice
also that since we derived an explicit expression for aμ

ℓm, it is just a matter of making the correct identifi-
cations.

Therefore, from (5.21) written in terms of μ-distortion and (4.5) we have

Δμ
ℓm(k) =

∫
d3q1d

3q2
(2π)3

δ(3)(q1 + q2 − k)T μ
ℓm(q1, q2, k)Φ(q1)Φ(q2), (5.22)

where we used ζ = −5/3Φ and defined

T μ
ℓm(q1, q2, k) ≡ 18.4

25
9

πiℓjℓ(k1rL)
[
e−(q21+q22)/k2D(z)

]zμ,i

zμ,f
⟨cos(q1r) cos(q2r)⟩p

W
(

k1
ks

)
Y∗
ℓm(k̂). (5.23)

The μT cross correlation is in this case
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⟨aμ
ℓmaT,(2)

ℓ′m′ ⟩ =
∫

d3k1d3k2
(2π)6

⟨Δμ
ℓm(k1)Δ

(2)
ℓ′m′(k2)⟩

=

∫
d3k1d3k2
(2π)6

∫
d3q1d

3q2
(2π)3

δ(3)(q1 + q2 − k1)T μ
ℓm(q1, q2, k1)∫

d3q′1d
3q′2

(2π)3
δ(3)(q′1 + q′2 − k2)T (2)

ℓ′m′(q′1, q
′
2, k2)⟨Φ(q1)Φ(q2)Φ(q

′
1)Φ(q

′
2)⟩.

The four-point function ⟨ΦΦΦΦ⟩ can again be opened in three terms invoking theWickTheorem so
that, neglecting the first term proportional to an unphysical infinite wavelength mode and considering
the symmetry under integration of the other two, we are left with the contribution

⟨Φ(q1)Φ(q2)Φ(q
′
1)Φ(q

′
2)⟩ −→ 2(2π)6δ(3)(q1 + q′1)δ

(3)(q2 + q′2)PΦ(q1)PΦ(q2),

which yields to

⟨aμ
ℓmaT,(2)

ℓ′m′ ⟩ = 2
∫

d3k1
(2π)3

∫
d3q1d

3q2
(2π)3

δ(3)(q1 + q2 + k1)T μ
ℓm(q1, q2,−k1)

T (2)
ℓ′m′(−q1,−q2, k1)PΦ(q1)PΦ(q2), (5.24)

where we sent k1 → −k1 and took advantage of the integrated Dirac delta functions. We shall stress
that the expression above actually holds for every two-point correlation function when both quantities
are taken at second order in the respective transfer functions Tℓm(k1, k2, k3).

At the end of §5.2 we said that we would have taken a step back with regard to the second order radi-
ation transfer function and we can better understand such statement now. In fact, T (2)

ℓ′m′(−q1,−q2, k1)
is a completely general quantity written in no particular reference frame; thus, since SONG computes
the second-order transfer functions assuming that the polar axis of the spherical coordinate system is
aligned with the k1 direction, we first have to rotate the coordinate system so that it is parallel to k1 vec-
tor. Statistical isotropy of the Universe ensures, then, that the angular correlation function is invariant
under such rotation.

It can be easily seen that the rotation amounts to performing the following substitution:

T (2)
ℓ′m′(−q1,−q2, k1) −→

√
4π

2ℓ′ + 1

∑
m1

Y−m1
ℓ′m′(k̂1)T (2)

ℓ′m1
, (−q′1,−q

′
2, k1)

whereY−m1
ℓ′m′(k̂1) is the spin-weighted spherical harmonicof spin−m1 andq′1 andq

′
2 are the rotated axes

in Fourier space. Notice that, after the rotation, the second order T depends only on the magnitude of
the third wavevector, k1 = k′1, and not anymore on its direction.

We should then, in principle, follow the same procedure for the μ-transfer function but there is a
subtlety here: we have an explicit expression for T μ

ℓm which, most importantly, has been obtained in an
already rotated coordinate system. So, recalling (5.23), all we have to do is to extract the k1-direction
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dependency as

T μ
ℓm(q1, q2,−k1) −→ T

μ
ℓ (q

′
1, q

′
2, k1)Y

∗
ℓm(−k̂1) = (−1)ℓT μ

ℓ (q
′
1, q

′
2, k1)Y

∗
ℓm(k̂1),

where we defined

T μ
ℓ (q1, q2, k) ≡ 18.4

25
9

πiℓjℓ(k1rL)
[
e−(q21+q22)/k2D(z)

]zμ,i

zμ,f
⟨cos(q1r) cos(q2r)⟩pW

(
k1
ks

)
. (5.25)

Notice that all the m-dependence in the μ-distortions transfer function is encapsulated in the spher-
ical harmonic.

Thus, (5.24) becomes

⟨aμ
ℓmaT,(2)

ℓ′m′ ⟩ = 2
√

4π
2ℓ′ + 1

(−1)ℓ
∑
m1

∫
d3q1d

3q2
(2π)6

∫
k21dk1δ

(3)(q1 + q2 + k1)

T μ
ℓ (q1, q2, k1)T

(2)
ℓ′m1

(−q1,−q2, k1)PΦ(q1)PΦ(q2)∫
dk̂1Y−m1

ℓ′m′(k̂1)Y∗
ℓm(k̂1), (5.26)

where we have split the k1 integral in its radial and angular parts and we have dropped the prime
indices for the wavemodes. Note that we have also assumed that the Dirac delta function does not
depend on k̂1, but we will see in a moment that this is an harmless assumption.

Taking inspiration from [5], the integral on the last line of (5.26) can be immediately solved using
the Gaunt relation for the spin weighted spherical harmonics, i.e.

∫
dk̂1Y−m1

ℓ′m′(k̂1)Y∗
ℓm(k̂1) = (−1)m

∫
dk̂1Y−m1

ℓ′m′(k̂1)Yℓ−m(k̂1) =

= (−1)m
√

(2ℓ′ + 1)(2ℓ+ 1)

(
ℓ′ ℓ 0
−m1 0 0

)(
ℓ′ ℓ 0
m′ −m 0

)
= (−1)m(2ℓ′ + 1)δℓ

′

ℓ δ0m1
δm′

m ,

where, in writing the three Kronecker deltas, we used the properties of the Wigner 3-j symbols.
We then have

⟨aμ
ℓmaT,(2)

ℓ′m′ ⟩ = 2(−1)ℓ(−1)m
√

4π(2ℓ′ + 1)
∫

d3q1d
3q2

(2π)6

∫
k21dk1δ

(3)(q1 + q2 + k1)

T μ
ℓ (q1, q2, k1)T

(2)
ℓ′0 (−q1,−q2, k1)PΦ(q1)PΦ(q2)δℓ

′

ℓ δm′

m . (5.27)

We can see that the particular geometrical structure of the correlation, in particular the presence of
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δ0m1
, force the radiation transfer function to posses only the m = 0mode for a given ℓ′.
Now, from the explicit expression (5.23)we know that the transfer function for the μ distortions does

not actually depend on directions of vectors q1 and q2, so we can write

T μ
ℓ (q1, q2, k1) = T

μ
ℓ (q1, q2, k1).

For the radiation transfer function, instead, we shall follow theprocedure indicated in [5]which allow
us to isolate the azimuthal dependence. This procedure is based on the presence of the Dirac delta
function, which ensures that the integral has support only for those configurationswhereq1+q2+k1 =
0; however, we arenot going to illustrate it step-by-step, butwewill just limit to give thefinal substitution
to perform for a generic T (2):

T (2)
ℓm (k1, k2, k3) −→ (−1)m

√
4π

2m + 1
T (2)

ℓm(k1, k2, k3)Y|m|m(k̂1), (5.28)

where T is the rescaled transfer function, defined in (6.26) of [5], and is numerically computed in
SONG.This is a substantial advancement because the angular part of the transfer function is now com-
pletely separated from the radial one, without the need of performing additional multipole expansions.

Nevertheless, notice that in our case the structure of T (2) is very simplified as m is constrained to be
equal to 0. Thus, (5.28) trivially becomes

T (2)
ℓ′0 (−q1,−q2, k1) −→

√
4πT (2)

ℓ′0(q1, q2, k1)Y00(−q̂1) =
√
4πT (2)

ℓ′0(q1, q2, k1)
1
√
4π

= T (2)
ℓ′0(q1, q2, k1), (5.29)

which consequently leads to

⟨aμ
ℓmaT,(2)

ℓ′m′ ⟩ = 2(−1)ℓ+m
√

4π(2ℓ′ + 1)
∫

d3q1d
3q2

(2π)6

∫
k21dk1δ

(3)(q1 + q2 + k1)

T μ
ℓ (q1, q2, k1)T

(2)
ℓ′0(q1, q2, k1)PΦ(q1)PΦ(q2)δℓ

′

ℓ δm′

m .

At this stage, we choose to follow the usual strategy of expanding the 3D Dirac delta function in
spherical harmonics and Bessel functions and then solve the angular integration analytically:
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δ(3)(q1 + q2 + k1) = 8iL1+L2+L3

√
(2L1 + 1)(2L2 + 1)(2L3 + 1)

4π

(
L1 L2 L3

0 0 0

)
(

L1 L2 L3

M1 M2 M3

)
YL1M1(q̂1)YL2M2(q̂2)YL3M3(k̂1)∫ ∞

0
x2dxjL1(q1x)jL2(q2x)jL3(k1x),

where a sum over L and M indices is understood. The presence of YL3M3(k̂1) may seem troubling,
because we have already integrated out the angular dependence of k1. However, since k1 is aligned with
the polar axis of the spherical coordinate system, we see that the dependence on k1 is only apparent:

YL3M3(k̂1) = YL3M3(θ = 0, φ) = δ0M3

√
2L3 + 1
4π

.

This is indeed the reason why we were allowed to take δ(3)(q1 + q2 + k1) out of the dΩ integral in
(5.26). Moreover, we can see that the dependence on directions of vectorsq1 andq2 is entirely encapsu-
lated in the two respective spherical harmonicsYL1M1(q̂1) andYL2M2(q̂2); so, the last two angular integrals
are simply

∫
dq̂1YL1M1(q̂1) =

√
4πδ0L1δ

0
M1
,∫

dq̂2YL2M2(q̂2) =
√
4πδ0L2δ

0
M2
.

where the factor
√
4π comes from the spherical harmonics normalization. The complexity of the

calculation is then extremely reduced because the sums over indices L and M of five Kronecker deltas
impose L1 = L2 = M1 = M2 = M3 = 0 and, for the properties of the 3-j symbols, it must necessarily
be that also L3 = 0.

Therefore, by putting it all together, we finally come to

⟨aμ
ℓmaT,(2)

ℓ′m′ ⟩ =2(−1)ℓ+m

√
4π(2ℓ+ 1)
4π(2π)6

8 · 4πδℓ′ℓ δm′

m

∫
dq1dq2dk1dx(q1q2k1x)2

T μ
ℓ (q1, q2, k1)T

(2)
ℓ′0(q1, q2, k1)PΦ(q1)PΦ(q2)j0(q1x)j0(q2x)j0(k1x). (5.30)

Another conclusive step is possible here. In fact, we can plug the explicit expression for T μ
ℓ (q1, q2, k1)

(5.25) into (5.30) to obtain
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⟨aμ
ℓmaT,(2)

ℓ′m′ ⟩ = 25.6
(−1) 3

2 ℓ+m

π4
√

π

√
(2ℓ+ 1)δℓ

′

ℓ δm′

m

∫
dq1dq2dk1dx(q1q2k1x)2[

e−(q21+q22)/k2D(z)
]zμ,i

zμ,f
⟨cos(q1r) cos(q2r)⟩pPΦ(q1)PΦ(q2)

W
(

k1
ks

)
j0(q1x)j0(q2x)j0(k1x)jℓ(k1rL)T

(2)
ℓ′0(q1, q2, k1), (5.31)

which is the main result of this section. Its main feature is that the angular component has been
separated from the radial one and this has been possible thanks to the expansion of the Dirac delta
function δ(3)(q1 + q2 + k1) in spherical harmonics. Such procedure has allowed us to solve the angular
integrations analytically but the final result is still a 4D integral that should be tackled numerically.

Equation(5.31)will tell us everythingwewant toknowabout the contamination to the cross-correlation
μT coming from the second order effects in the temperature anisotropy. Furthermore, the huge bene-
fit from using SONG is that the radiation transfer function T (2)

ℓ′0(q1, q2, k1) computed by the code will
include every second order effect and not only the second order Sachs-Wolfe. For what we have seen in
the previous section §5.2, our hope is that the output is a T (2) that makes the 4D integral tend towards
0 for large ℓ, i.e. at small scales; this will ensure that the contamination in the μT cross correlation from
any second order effect in the temperature anisotropy is, for all practical purposes, negligible.

99



6
Conclusions

Bymeans of thisThesis wewanted to point out some aspects related to a quite recent subject inModern
Cosmology, i.e. the cross correlation between the μ-typeCMB spectral distortions and the temperature
anisotropy. It includes physical processes and aspects that go beyond those typically treated within
the Standard Cosmological Model and have been studied only in the latest research literature. Their
importance lies in the fact that they provide new tools to investigate the primordial Universe physics at
small scales, so far unaccessible, and to provide new constraints on the inflationary scenario.

Thus,wedecided to commitourselves to this issuefirstly tooffer a rigorousderivation for a few results,
uncovering every assumption and approximation implied in the literature, and secondly to try to extend
what has been done so far, following an analytical approach, and posing the basis, at the the same time,
for a full numerical computation.

We focused on the possibility of constraining the primordial local non-Gaussianity (NG) parameter
flocNL through a two-point correlation between the CMB μ-distortion and the temperature anisotropy at
first order (in the Sachs-Wolfe regime). We presented a complete derivation for the correlation ampli-
tude CμT

ℓ both in the scale invariant and weak scale dependent power spectrum case, recovering known
results such as, respectively, (16) of [3] and (5.24) of [52]. Notice that, in the latter case, no running
for the spectral index ns was taken into account, so that dns/d ln k = 0.

Since any kind of non-Gaussianity generally arises from non-linearity in the evolution of cosmolog-
ical perturbations, we then asked ourselves if second order effects might contaminate the primordial
signal; in other words, we wanted to check the bold claim by authors of [3], according to whom a cos-
mic variance limited experiment could in principle reach ΔflocNL ∼ O(10−3). So we introduced the sec-
ond order Sachs-Wolfe effect in the temperature anisotropy and computed, analytically, the correlation
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amplitudeCμT,(2)
ℓ due to such term; interestingly, we had reason to believe that the calculation was com-

pletely analogous to the derivation of CμT
ℓ from a local primordial bispectrum. But we discovered a few

subtleties thatmade the estimatemuchmore tricky. In particular, among the contributions toCμT,(2)
ℓ we

found a divergent integral that we treated introducing a cut-off scale kc. Of course, this is a mere formal
divergence because the SW effect appears, by definition, only on large scales and must be necessarily
damped for k > kc. However, we saw that the outcome of the integral was extremely cut-off depen-
dent, so one had to be just as much confident in choosing a certain value for kc. We checked, for now,
thatCμT,(2)

ℓ would rapidly tend to o by choosing a very large-scale cut-off corresponding also to the ISW
effect, pretty much at the order of the cosmological horizon today.

The fact that we found a very low contamination from the second-order Sachs-Wolfe effect made
sense to us as the two-point correlation takes two quantity, μ-distortion and temperature anisotropy,
that, for the second-order Sachs-WOlfe effect, arise at very different scales, aswell as very different times
in term of redshift.

Nevertheless, we chose to devote our last efforts toward amore promising direction. The presence of
kc gave us the hint that wewere underestimating the role played by the radiation transfer functionTℓ(k).
In fact, we started taking Tℓ(k) in the SW approximation, i.e. as just a geometrical projection of the
anisotropies on the Last Scattering Surface, but it is clear that in our case such expression is not accurate
enough. Therefore, exploiting the formalism developed to build the SONG code [5] (whose aim is
to compute numerically second-order temperature and polarization anisotropies), we took a step back
and considered a very general second order radiation transfer function T (2)

ℓm (k1, k2, k3), which could in
principle depend also on the directions of the three wavevectors. Following the procedure indicated in
[5], we derived the following expression for the second order μT cross correlation:

⟨aμ
ℓmaT,(2)

ℓ′m′ ⟩ = 25.6
(−1) 3

2 ℓ+m

π4
√

π

√
(2ℓ+ 1)δℓ

′

ℓ δm′

m

∫
dq1dq2dk1dx(q1q2k1x)2[

e−(q21+q22)/k2D(z)
]zμ,i

zμ,f
⟨cos(q1r) cos(q2r)⟩pPΦ(q1)PΦ(q2)

W
(

k1
ks

)
j0(q1x)j0(q2x)j0(k1x)jℓ(k1rL)T

(2)
ℓ′0(q1, q2, k1). (6.1)

The result above is probably the most important outcome of this work and the reason why is imme-
diate: when one employs the numerical solutions provided by the code SONG into (6.1), this will tell
us the level of contamination to the primordial NG signal in the μT cross-correlation from any source
of second order effect and not only the Sachs-Wolfe one.

As a last remark, we want to point out that, in principle, another analytical approach may be investi-
gated. We focused our attention on the contamination coming from second order effects on the tem-
perature side of the μT cross correlation, but another source of contamination can arise if we consider
third order effects in the μ-distortion, while keeping theCMBanisotropy at first order. In order to do so,
one should recall the meaning of (3.3) and, taking inspiration from papers such as [71], [59], [60] and
[47], try to employ their formalism of small-scale power spectrummodulation from a long-wavelength
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perturbation mode to calculate the contamination.
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