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ABSTRACT

To reduce the energy consumption of office building strategic planning and
optimization of lighting plays an important role flact, electric lighting is responsible
of the 14% of the end-use energy consumption inred-residential buildings. To

decrease the demand for electric lighting, dayiighhas to be applied and optimized.

In general, daylighting affects positively the wer& well-being and consequently their
productivity mainly because the daylighting stintetathe human circadian system and
the view out enables the contact with the outsidddv By modifying the window size
and amount, the view out and the sun light entettfiegroom changes. This affects the
visual comfort and artificial lighting, cooling ariteating demand. Shading devices are
often installed to reduce direct solar radiatiod &m provide comfort in an office with
daylighting integration, limiting glare discomfathd energy demand.

This work aims to identify the impact of differemtndow settings in a single office, by
analyzing different options with and without veaetiblinds. The research is divided in
two parts. Employees’ satisfaction in terms of ditarof view out is analyzed with a

user assessment, carried out in the daylightingrébry of Fraunhofer ISE. Daylight

penetration and heating, cooling and artificiahtigg demand are calculated coupling
Radiance Three-phase Method with EnergyPlus.

Before starting the comparison of the window sggjrthe daylighting tool Three-Phase
Method is analyzed to determinate its accuracy @etp to Classic Radiance, the
reference for lighting tools. The results show ttiet Three-Phase Method is accurate

enough to conduct reliable daylighting annual satiahs.

In a first step, before evaluating the window seps, the Three-Phase Method is
analyzed to determinate its accuracy compared &Sl Radiance, used as reference
here. The results show that the Three-Phase Meatha@tcurate enough to conduct

reliable daylighting annual simulations.



The results of the study point out that employeesep big windows. Increasing the
window size, the daylight autonomy increases aedatttificial lighting decreases, also
if the shading strategy changes. The energy byjldimulations show that heating and
cooling demand have opposite outcomes increasmgvthdow size and changing the
venetian blinds position. In order to optimize ttetal energy demand and the
daylighting integration, automatically controllelinols should be installed.



SOMMARIO

Nell'ottica di ridurre i consumi energetici di @difnon residenziali, in particolar modo
edifici con uffici, gioca un ruolo importante laroponente illuminazione dell'ambiente.
Infatti, I'illuminazione artificiale e responsabitel 14% del consumo finale energetico
per edifici non residenziali in UE. Per ridurre gteevoce lilluminazione artificiale

deve essere integrata con lilluminazione naturale.

In generale, utilizzare la luce naturale incideifpcaamente sul benessere dell’impiegato
e conseguentemente la sua produttivita, principalenperché la luce naturale agisce
positivamente sul ritmo circadiano della persora possibilita di guardare fuori dalla
finestra garantisce un contatto con l'esterno cingitd il senso di alienazione.
Modificando la dimensione e il numero delle finestambiano la visuale esterna e la
luce che entra nell'ufficio e conseguentementeud snodo si influenzare il comfort
visivo e il fabbisogno di riscaldamento, raffreseato e illuminazione artificiale.
Sistemi di ombreggiamento vengono spesso instagktiridurre la radiazione solare
diretta limitando il fabbisogno energetico e I'agli@amento e aumentando il comfort

nel luogo di lavoro.

Questo lavoro si propone di individuare la migligrologia di finestra per un ufficio

analizzando diverse misure e quantita, con e s&ri&mi di ombreggiamento.

Viene analizzata la soddisfazione degli utenteimtini di quantita della visuale esterna
mediante un user assessment condotto nel labaradowlaylighting del Fraunhofer-

ISE. Vengono calcolati la distribuzione dell'illun@zione naturale e il fabbisogno di
riscaldamento, raffrescamento e illuminazione iaréife utilizzando Radiance Three-

Phase Method e Energy Plus accoppiati.

Prima di iniziare il confronto tra le finestre,Tihree-Phase Method viene analizzato per
determinare I'accuratezza delle sue simulazionigamandolo con Radiance classico, lo
strumento di riferimento per le simulazioni illurotecniche. | risultati mostrano che |l
Three-Phase Method € sufficientemente preciso padwre simulazioni annuali
attendibili.



| risultati dello studio evidenziano che la finespreferite sono quelle grandi. L'analisi
di daylighting mostra che aumentando l'area defladtra la daylight autonomy cresce
e il fabbisogno di illuminazione artificiale cal2:altro canto le simulazioni energetiche
mostrano che il fabbisogno di riscaldamento e ffrescamento variano al crescere
della superficie vetrata e al variare la posizidelle tende veneziane. Per ottimizzare il
fabbisogno energetico e l'integrazione di dayligbte preferibile installare un sistema
di controllo automatico delle tende veneziane.
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1. INTRODUCTION

1.1.The importance of daylighting

Employees spend most of their working days insifiees, where physical conditions
influence their well-being and, therefore, theirrling performance. An environment
with uncomfortable thermal and visual conditionsl avith elements of psychological
discomfort decreases the well-being and jeopardihes health of employees. For
example, an unsatisfactory lighting environmentoiifice buildings is reported by
between the 57% and the 66% of the cases accattikng study by Schuster (2006). It
is also pointed out that the possibility to inténath the indoor environment, as well as
an adequate contact to the outside and sufficiemtofi daylight, enhances user comfort
and satisfaction. For this reason, big windowssrengly favored in the work place.
Moreover the use of daylight offers numerous aldewes to arrange the space and to

improve the aesthetic of a building since lighamsimportant design element.

Daylight is the combination of direct sunlight adiffuse sky light. Sun light is a full-
spectrum light and it is the light source that mokisely matches human visual
response. Since the human eye is accustomed taglayit requests less light to
perform a task than in the case of electric ligitifhat offers two advantages: a more
comfortable view and a lower level of light requireAnother positive aspect is the
color rendering. The best perception of color isgiae for light that covers all the
wavelengths of the visible spectrum. Additionalhg artificial light can mimic the
variation in light spectrum that characterizes diaglight in different times of the day,
seasons and weather conditions. To sum up, ndiginalstimulates physiologically the
human visual system and the human circadian sydtengfiting people’s well-being
and health (Boyce et al., 2003).

All these factors improve the living quality in anvironment; however, they are not the
only ones. As mentioned before, there is also aladggical component that affects the

well-being of people and improves their working ditions. That is why the interaction
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between the person, daylight and the outside wemldances the satisfaction. A view
out gives knowledge of the weather, the time of dag changing events in the outside
world, and it can supply relief from feelings otuabktrophobia, monotony or boredom
(Collins, 1975). In support of this thesis, Ne’emand Kopkinson maintain that
occupants of windowless buildings frequently cormplaf deprivation and excessive
enclosure, suggesting that the window is not ongparce of light and fresh air but it
also serves as a means of contact with the outgidel. They suggest that the best size
for windows, connected to the well-being of peoplepends also from the size of the
room and they prove that the critical minimum z¢he window is in the order of one-
sixteenth of the floor area (Ne’eman et al., 1970).

On the other hand, daylight might provoke visuaadility or discomfort due to glare.
Glare is caused by the scattering of light inside eyes that reduces the contrast
between objects. Despite the fact that glare disodrdoes not impair vision, the way
glare disability does distracts the employees aightntessen their reactivity in carrying
out an action (Wienold, 2009). To limit glare disdort, shading systems are installed
on the windows. They provide diffuse daylight i toom and they block the sun direct

light penetration.

Apart from the employee well-being, another keytdadn the choice of the window
type is the fact that the use of daylight or asi#i light affects energy demand.
According to studies reported by the European Casimn, non-residential buildings
are responsible for 11.4% of the total energy comtion of the European Union and,
in particular, lighting is responsible of the 14% tbe end-use energy consumption
(Halonen et al., 2010). By integrating daylightimgbuildings, electricity consumption

is reduced. For a building with daylight integratidhe consumption hours of artificial
light is lower than for a building without, becaube lights are switched off when the
sunlight is sufficient for the required illuminatio A possible disadvantage is that an
automatic control strategy for the electric liglgtiand the shading system can increase

installation costs.

From an energy balance point of view, both lighirses introduce a heat gain into the
zone. During the summer, the additional heat m@strdmoved through a cooling
process, which implies consumption of energy. Gndbntrary, this heat gain reduces
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the heating demand and therefore the energy contgmip winter. For what concerns
daylighting, the direct part of sun radiation i® thne that increases mainly the solar
gain. An appropriate use of shading systems camceethe solar gain and the cooling
energy demand, providing an advantage in the datyflig use. Moreover, daylight
integration does not increase the cost of buildiagg is inexpensive to maintain. All
these advantages in daylighting integration drovettidy more in deep the possible use
of it.

1.2.Thesis overview

This work of thesis proposes an investigation ow lfferent size and number of
windows impact employee satisfaction, energy demand light penetration and

distribution in an office.

Nine case studies are analyzed combining threerdiit sizes and three different

amounts of windows. The research is divided is pads:

The first part analyzes employee preferences witisex assessment carried out in the
daylight laboratory of Fraunhofer-ISE (Freiburg Breisgau) that for the occasion
resembles an office. Twenty-five Fraunhofer empésyare asked to give their opinion

on how much they are satisfied with the quantityhefview out (Mende, 2012).

The quantity of the view out (different from theadjty of the view out) means how
much the user can see outside and not what hefshesee. This concept has been
thought to investigate what people feel in an efficith a certain size and position of
the windows in order to increase the well-beingthe workplace. Often building
designers forget the user’s point of view, altholbgildings are made for people who

will live them.

The second part of the study analyzes the daytighitibution and the energy demand
of an office in a coupled way. That means thatahergy demand in terms of heating,
cooling and lighting is calculated considering éach time step of the year the daylight
contribution inside the room. The cases studiecehastalled Complex Fenestration

Systems composed by a double-pane glass and dxteenatian blinds, which
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manually or automatically controlled contributepmvide visual and thermal comfort

limiting the energy demand.

The analysis is carried out using two simulatiosidoThe Radiance-based Three-Phase
Method is used for the daylighting study and EnBtgy is used for the energy demand
calculation. Both tools allow conducting simulasoby implementing a Bidirectional
Scattering Distribution Function BSDF dataset, phssticated way to represent visual

and solar transmission of solar radiation throudggnastration system.

To validate the choice of these simulation toolgrediminary analysis of the software is
carried out. Radiance Three-Phase Method is comparth Classic Radiance, the
reference software for lighting study, and EnerdysHAs compared with Trnsys to

verify the simulation setting.

1.3.Goals of the thesis

The thesis studies the effects that windows wiffexdnt size and amount have in a
single office. The impact is analyzed considerimgendifferent combinations: three

sizes and three amounts of windows. The analysidwaied is multidisciplinary:

» Employee view out preference. By applying a ussessment method, the first
goal is to understand which type of window confajion satisfies more
employees. A new approach of the problem is apptieel quantity of the view
out is investigated instead of the quality of tiewout, which was addressed by
Mende (2012).

* Radiance-based Three Phase Method validation. €Hfermances of the new
lighting simulation tool are verified for the CF®rk presented, comparing its
results with the results of Classic Radiance, therence tool for lighting
simulations. Afterwards the Three Phase Method ellused in the daylighting

analysis.

» Office energy demand. Heating, cooling and lightimged is analyzed with
dynamic simulations, considering the contributiof daylighting. The
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investigation is conducted by considering a compferestration system
(double-pane glass and external venetian blindd)samulating three operation
modes: all the year windows without blinds, all tear windows with blinds

and windows with blinds controlled by the solariatidn that hits the facade.

1.4 Methodology

The thesis is divided in two parts. A user assessrighlights employees’ point of
view for the favorite window size and amount in iagke office. Energy building
dynamic simulations analyze the energy demand efdfiice in terms of heating,
cooling and lighting, changing the window settingibe analysis is done considering
different ways of daylighting integration, that meawith and without shading systems

and a control strategy.

The user assessment is conducted at the dayligtaimgratory of the Fraunhofer
Institute for Solar Energy in Freiburg im Breisg@&ermany). 25 test persons are asked
to give an opinion about the quantity of the viewside the window, in other words, if
they are satisfied of how much they can see obtitside environment. Different size
and amount of window are under investigation. Niedow setting are projected on

the window wall covered for the occasion with atetayer.

The survey is conducted in two different ways. tFias single rating test allows
evaluating each window setting presented one #fieerother. The survey points out
how much employees are satisfied about the windae, smount, height and width.
Then a paired comparison allows obtaining a glodaking of employees’ satisfaction.
All window settings are presented two by two ane thst person chooses every time
the favorite window setting. The data are analyméth the test of the variance
ANOVA.

The energy demand analysis is conducted by usm@tilergy building simulation tool
Energy Plus and the daylighting simulation tool Rade Three-Phase Method.

Part of the thesis considers a preliminary studgheftools used. Radiance Three-Phase

Method is compared with Classic Radiance to undedshow far in terms of accuracy
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the Three-Phase Method results are from the restltSlassic Radiance that is the
state-of-the-art in lighting simulation tools. AasSkic Radiance simulation is extremely
time consuming, therefore, only two days are areya sunny day in summer and an
overcast day in winter. The analysis is conducteth lwith and without blinds. The

results are compared in terms of the average iflamge on the work-plane, the
daylight autonomy, and the illuminance distributidnstatistical analysis is also used to

compare the previous magnitudes.

On the other hand, Energy Plus simulation is coegawrith Trnsys to verify the
simulation setting built. The goal is to obtainediable setting to use in the comparison
of the different window cases. The results are amexqb in terms of heat gains and

losses for 10 days in summer and in winter anarfonthly average daily cycles.

Once defined the simulation setting of Energy Pamsl accepted the Three-Phase
Method accuracy, the single office with nine windsettings is simulated. According
to the weather file and the sun position of Frankfior each time step of the year the
daylighting penetration is calculated. With thes¢adthe energy need is calculated. All
the simulations are executed with and without vianeblinds and with a vertical solar
radiation control. If the sensor registers a saliation above 150 W/nthe blinds go
down, if not they go up. The comparison of all tases is conducted analyzing the
heating, cooling and lighting demand and calcugptive daylight autonomy.

The combination of the employees’ preference, tiydight distribution inside the room
and the energy demand of the office provides thdegline for window settings of

single office design.
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2. USER ASSESSMENT ON THE VIEW OUT
SATISFACTION

2.1.Introduction

The visual comfort in the office is a branch of terkers’ well-being in their work
place. The Verein Deutscher Ingenieure (VDI) idesgi the aspects that affect the
visual well-being in the office: visual quality,atlty, brightness, glare, contrast, color
rendering, and view out. (VDI 6011, 2002)

Concerning the view out, two sub factors are ideati the quality of the view out and
the quantity of the view out.According to Ludlovinetquality of the view out is what
people would like to see out of the window, whakesathem feel good, in other words,
the visual amenity function of the window. Employgarefer to see complex scenes
with a balance of natural and artificial elemeni$ of the window and they do not like
static scenes (Ludlow, 1972). If on the one handtvgeople would like to see through
a window has been recently investigated (e.g. #a2@01), on the other hand there has
been few researches on the quantity of the view Dog¢ quantity of view out is the
magnitude of the outside scenery viewed throughnalew that can be seen within the
human visual field (Mende, 2012). The quantity dan limited through geometric
shapes in the facade level.

The quantity of view out indicates the right segtifor a window in terms of size,
amount, shape and arrangement for employees’ adimi. Amount means here the
number of windows. The above mentioned parametaigadfrom a literature study and
a survey conducted at Fraunhofer ISE. A questioanaas sent to experts in lighting
research and the results of this questionnaireligigied the four items just mentioned
(Mende, 2012).

The survey was an important starting point to fooasthe topic. In fact, in lighting
literature, the quantity of view out in office sgachas been studied only until the “70.
Ne’eman and Hopkinson (1970) found that view, diséafrom the view, window

width, window height and visual angle affected shibjects’ judgment of the acceptable
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size of window. They stated also that height afdcess workers’ satisfaction than
width and that the acceptable window width was diyeproportional to the distance

from the window in the work place (Ne’eman et 4B70). Keighley (1973) concluded
that subjects prefer the horizontal and centraldewms with the window sill below the

eye level. After the above mentioned studies, thadeamic interest in this field

decreased. One of the aims of the present reseatolrenew the academic interest in
it.

2.2 .User assessment description

Within the Fraunhofer ISE research project on thangty of the view out, a user

assessment is conducted. The user assessmentehgeatihto determine employees’
preferences about the quantity of view out, esfigaiegarding the interaction between
size and amount of windows. Size and amount aresigated before shape and
arrangement because, according to the lightingremirvey, they emerge as the most

critical issues.

During the experiment the subjects are inside artwat resembled an office. In front
of them they can see a white wall instead of thedaw wall. Nine different virtual

window settings are projected on the wall, and extisj rate their satisfaction of the
quantity of the view out by filling a questionnaifEhe use of virtual windows comes
from the fact that the assessments with real wirsdexguld not have been possible
because of the need to change quickly the windatinge many time for each test
person.Virtual windows for this scope are eougha llater stage (outside your scope)

there will be test for the main factors of the vienth real windows.

Then participants’ evaluations are analyzed by medrstatistical tests, to find which
window setting provides the highest satisfactioarec The sample size needed is 25.

The window settings are presented in a random order

The test is divided in two sections, a single @valuation and a paired comparison,
to study with two different methods subjects’ prefeees. On the one hand, in the

single rating, subjects express their satisfactwith each of the nine window settings
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by answering questions about quantity and quafith® view out. On the other hand, in
the paired comparison, 36 pairs of window settiags presented, and the subjects are

required to choose the favorite one.

The two methods are different because with thelesimgting evaluation subjects
answered freely, whilst in the paired comparisobjetis are forced to make a choice
between two options.

221  Sdting

The test takes place in the daylight laboratoryhenroof of the Fraunhofer Institute for
Solar Energy Systems (ISE, Germany). The daylighdtatory (Figure 1) is a container
with two rooms and two modular windows on the samadl, one for each room. The
container is equipped with a rotating mechanisnh pleamits to turn the laboratory in
order to choose the direction of the sun rays #mer the room, according to the
experimental condition. For the test describedhegresent work the sun position is not
relevant, therefore the container is fixed to faoeth in order to reduce the temperature
inside and all the windows are obscured.

Figure 1 Daylighting laboratory

The overall area of the laboratory is divided itesting room and an observation room.
The testing room (Figure 2) has an area of 17.08i®2 m x 4.60 m) and a height of
2.85 m. It is arranged to resemble a common sioifiee. The office is furnished with a

desk and a chair in the center, facing the walhwite window. The windows are
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covered with white plastic panels, in order to obta neutral surface to support the
projection of the pictures of the nine differennadows patterns. On the opposite wall a
projector is mounted. Behind the desk there isngplghat complements the light from
the projector to provide an illuminance of 300 luxthe work plane. On the desk there
is a pen to fill the questionnaire and a pointercttange the slides during the
presentation. The temperature in the containees ketween 23°C and 25°C, by an air
conditioner. The projector is connected with a catapin the observation room. This
arrangement lets the experimenter control whatppkning in the testing room. Noise
is kept at a similar quality and level by using aj}s the same equipment (computer,

projector and air conditioner) for each proband.
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222 Window

The window settings presented are nine, as thethareombination between three sizes
of window (with the 10%, 25% or 40% of transpareatt of the facade) and three
different amounts of windows (1, 2 or 3 windowshisl means that for one size,
changing the number of windows, do not change thegtions between the window

part and the total facade.
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The view out does not change by changing the winslettings. The view out presented
is one of the possible views out of the dayligloliatory. It is chosen consistently with
the Hester Hellinga’s DCBA scheme (Hellinga, 201&¢cording to this method, a
view out is acceptable if includes the sky, theegrand distant objects. Furthermore,
the view should be wide and spacious, complex aterent with the possibility to
perceive weather, season, time of the day and hactarity. Two are the view outs of
the daylight laboratory that fulfill these criteri&outh and Southwest directions.
Southwest direction is chosen because of the bsiteposition.

Hereafter a code to recognize the different windwitings is introduced (Figure 3).

Letter L represents the large setting (40% of Hugade), letter M represents the medium
setting (25% of the facade), letter S represergssthall setting (10% of the fagcade),
moreover the numbers 1, 2, or 3 represent the nuatltbe windows.

L1 . - 12 L3

A

M1

25%

10%

Figure 3 Nine window settings
2.2.3 Questionnaire

The questionnaire administrated is built inside tesearch project about view out
guantity at Fraunhofer ISE (Mende, 2012).
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The questionnaire is divided in three sections.tHa first part, there are general
guestions about participant’'s demographic backgtojwb, mood and feelings under
certain conditions of light and view out. The satqgrart consists of a single rating
evaluation of the nine window settings. The last pansists of a paired comparison of
all the window settings (36 pairs). An example bé tquestionnaire that is used is
provided in Appendix 2. The questionnaire is inngan, because the subjects are all

german mother tongue. Furthermore, the questiommagxplained in detail below.

The first part of the questionnaire contains thd#erent answer modalities. The
multiple choice format is used to know the gendethe subjects, if they are right or
left handed, if they wear glasses or contact lenskat kind of job they do, how is their

work-office and if they feel sick during the expméant or have any eyes problems.

The second answer modality requires writing the@atiage related to different task at
work. The third one is a Visual Analogue Scale (VAShe VAS is used to quantify
how much they are sensible to light brightness, moportant is the view out for them,
how much influential is for the subjects the glathes view out, the perception of the

weather and the sun position and how they fedleatrioment of the test.

In the single rating evaluation, the same groupguestions is repeated nine times, one
for each window setting. The questions for eachugrare four. The first question
assesses to what extent the subjects are satwfied they watch out of the window.
The subjects are asked to evaluate their satiefadstiith respect to the size of the
windows, the number of windows, the width and treght of the windows, their
positions and shapes and the distance betweerghpdrson and the window. The size
of the windows, the number of windows, the widthl dhe height of the windows are
the issues of interest for the user assessmentiliedcin this work. The second
question is about the preference related to thatqua and not the quality - of the view
out, in particular if they want to see more or lgg®ugh the windows with respect to
the scene presented. In the third question thécpahts are asked to take a decision in

' A Visual Analogue Scale (VAS) is a measurementrimsent that tries to measure a characteristic or
attitude that is believed to range across a coatmof values and cannot easily be directly measured
Operationally a VAS is usually a horizontal lin@01lmm in length, anchored by word descriptors ahea
end. The subject marks on the line the point they feel represent their perception of their curstate.
The VAS score is determined by measuring in milteng from the left hand end of the line to the poin
that the subjects mark.
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general whether they are satisfied or not with gu@ntity of the view out. Lastly
participants are asked to choose among nine matesstow they feel when they watch
out of the window. The answer mode for the firsg second and the fourth questions is
again the VAS. It is worth to notice that the lgsestion is about the quality and not the
guantity of the view out and it is useful to chetckhe answers to the first question are
conditioned to the quality of the view out.

The paired comparison requires a direct answelin@skhich window setting is the
favorite, in terms of quantity of view out. The samuestion is repeated 36 times to

compare all the possible combinations.

2.3.Preliminary work

Before running the tests, some preliminary workgogparing the experimental setting
is needed. The opaque plastic sheets are placatdeowindows to cover the glass
facade and the office furniture is set in the rodie position of all the objects in the
testing room is then fixed for all the tests.

Afterwards the virtual windows to project on thellwa the testing room are adjusted
for what concerns brightness and contrast. The ot obtain the same luminance
level between all the windows projected on the wiiis is necessary to keep the same
perception of the view out during the all experimeavoiding the subjects’ eyes to
undergo the different luminance level (this chamgrild cause discomfort during the
test). Indeed the virtual windows have to look tmest realistic as possible. A
compromise is reached and an automatic scriptasiged to treat all the pictures in the

same way.

After that, a number of presentations are creatédnaatically by executing a script
using Beamer language, the document-class of LafbeXbtain presentations with
slides. Inside the script, commands to randomize dfder of the pictures are also
added. With the randomization each subject seeprbsentation in a different order,

this avoids that the results are affected by th#errThe number of presentations
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created is more than 25 taking in account the ptesgailures. The last step is the

recruitment of the subjects. An appointment isdixath each person separately.

2.4.Day of the experiment

Before the experiment begins, the experimenter #skssubject to make her/himself
comfortable and to adjust the chair in her/his fagoposition. The participant then
receives the questionnaire instructions and ingresence of the researcher, she/he
reads them. Then she/he signs the informed conéeérthis point the experimenter
leaves the room and the test starts. The subjaitsl@t the slides and fills the
questionnaire. After each part of the questiorna@rcompleted, the participant calls
the researcher to receive instructions for theofahg part. The test normally lasts 30-

40 minutes.

2.5.Data processing

In total, 26 questionnaires are administered, eiclyone because of missing data. The
statistical analysis is conducted with SPSS. Thewars of the questionnaire are
imported in SPSS by means of a dataset. Afterwth@lslata are sorted, eliminating the
influence of random order by using two providedmsr The script to reorder the single
rating results couples the answers with the coomding window setting and reordering
the window setting according with the sequencell2,L3, M1, M2, M3, S1, S2, S3.
Furthermore, in order to analyze the paired comspariresults, the script counts for
each participant the number of times that a pddicwindow setting is preferred and

then gives the total number of times that a windeiting is favored.

25.1. Sample

The sample is composed of 25 people (12 femalet)yden 23 and 39 years of age
(M=27.88, SD=3.70, n=25). They are all German ratipeakers and they work at the
Fraunhofer ISE. 92% of them are right-handed. paeicipants wear glasses and five
contact lenses. eight participants are studerfteefi have a technical and scientific
role, one have a leading role and one have angwber~urthermore, only one works

alone in the office, all the others work in a slao#fice. The sample declares that the
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work is averagely divided in 60.36% VDU-wdrkl5.8% desk-work, 12.12% meeting
and 11.72% other task. During the day of the arpat, six participants suffer from a

mild flu, one declares eyes lacrimation and othezd people have other illnesses.

2.6.Data analysis

The nine window settings are compared in two deffierways, the single rating
evaluation and the paired comparison. The goa determine which one is the favorite
window setting and how is the distribution of thteer window settings in a ranking of
satisfaction.

The data are analyzed by means of the analysiseofdriance (ANOVA). ANOVA is a
statistical test for investigating data relatiopshihis test highlights differences among
the means of different dependent variables, giveertain value of acceptable eryor
that has to be lower that 0.03<0.05).

2.6.1. Singlerating evaluation

The items taken into account for the single ragngluation for this study are the first
four of the first question because they are rel&tethe evaluation of the satisfaction
with the size and the amount of windows. In fa@ytlexplore users’ satisfaction with
the size, the number, the width and the heighheftindows.

The ANOVA reveals a significant effect of the sifethe window (Iltem 1) (Figure 4a)
on the satisfaction scoffe (8, 216) = 33.79andp< 0.01. The Figure 4 presents the
preference order for the parameters analyzed.dritst graph the big windows (40%)
are the favorite ones and especially when thengsttare with one window (L1) or with

3 windows (L3). Additionally, for the other settsighe satisfaction ratings decrease.

The number of windows (Iltem 2) (Figure 4b) affetis satisfaction ratings as well: the
one way ANOVA highlighted af& (8, 216) = 13.36p<0.01. Within each size group (L,

? Visual Display Unit

® The F ratio is the ratio of the mean square valevéen the groups divided by the one within the
groups. The two numbers parenthetical are the degiréreedom between the groups and the degree of
freedom within the groups.
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M, and S) the 3 window settings are always preterfellowed by the 2 window
settings, lastly the 1 window settings.

Regarding the width of the window (ltem 3) (Figute) the application of one way
ANOVA showed again a significant effect over théssaction score& (8, 216)= 13.36,
p< 0.01, also in this case, as the reader cannsdbéa graph, L setting is the favorite,
followed by the M setting, and the S setting.

The ANOVA revealed a significant effect of the Hdigf the windows (Item 4) (Figure
4d) with F (8, 216) = 28.61p<0.01. The graph shows that the highest window (L1)
satisfies the subjects more than the other. lticatds also that subjects are satisfied to
the same extent from L2, L3 and M1 settings. Stgrirom M2 setting the satisfaction

is decreasing.

Considering the results altogether, there is atgresatisfaction in front of a large
window. The satisfaction seems to decrease withmMineow size. However, different
ranking of satisfaction emerges, when the anabjseply examined.
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Figure 4 Singlerating results: proband preferences for a) size, b) amount, c) width, d) height.

2.6.2. Paired comparison

The single rating evaluation does not provided imagal answer among the parameters
analyzed; the paired comparison is therefore ththodelogy that provides a global
satisfaction ranking. The structure of the tesansAlternative Forced Choice (AFC):
two stimuli are presented consisting of two difféarevindow settings, participants are
asked to choose which one is their favorite. Fgrdhe participants to make a choice,
they evaluate in a global way the satisfactiontf@ quantity of view in terms of size
and amount that is the reason way a ranking isaeli

The one way ANOVA highlights a significant effect the global satisfactiork (8,
216) = 30.94p< 0.01. Figure 5 shows the ranking of the windottirsgs. Overall these
results are consistent with the ones of the singfimg evaluation, however here it is

clear that window setting L3 is the one of the nmezdisfying, followed by L2 and L1.
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The medium window settings lead to a similar leMgbreference in the order M1, M2,

M3, whilst the small window settings do not satifg subjects. The worst case is S3.
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Figure 5 Paired comparison ranking of preference

2.7 Discussion

The results of the statistical analysis of thestest users’ satisfaction with the different
window settings are very interesting. The firshthto notice is that, for what concern
the size, all the favorite windows are the larges(i.e. 40% of the window wall). This
is consistent with Ne'eman and Hopkinson (1970) felumd that a window 35% of the

wall area satisfied 85% of the people.

In particular a setting with the three big windawshe participants’ favorite one. At the
moment, it is not yet clear if this is the favorgetting because of the 3 windows or
because of the horizontal orientation of the wingoluture research will be dedicated

to clarify this issue.

The medium window settings have among them nehdysame position in the general
ranking in the paired comparison. To discover sdimgtmore about the preference of

the subjects the single rating is considered. adhaysis of the size shows that the
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general preference is the setting with one windaujch means that L/M/S 1 are
favorite respect to L/M/S 2 and L/M/S 3, but lookiat the number for each single size
group people are more satisfy with three windows.siim there is not a univocal
preference for the medium setting. It means thebraling to other needs it is possible

to choose one of these three settings.

Finally the small setting (i.e. 10% of the windowally is extremely unsatisfactory. This
finding is consistent with Keighley (1973a). Withime small setting, the three-window

case was the least preferred.
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3. EVALUATION OF THE SIMULATION
TOOLS: RADIANCE THREE-PHASE
METHOD AND ENERGY PLUS

After studying employees’ preferences concerningngjty of view outside a window,
the thesis focuses on the daylighting and energyade analysis. In this section, a
preliminary analysis of the tools, used later tarity the impact of window size and

amount, is conducted.

The daylighting simulation tool Radiance Three-Rhlkethod is compared to Classic
Radiance. The comparison regards one overcastrdaynter and one sunny day in
summer with and without blinds. It points out howeh the new Radiance option, the
Three-Phase Method, provides accurate results aeahpa the state of the art, Classic
Radiance.

The energy building simulation software EnergyRtusompared to Trnsys. One mouth
in winter and one month in summer are analyzed eofy that the setting of the
simulation is reliable and ready to be used indbeparison among different window

settings.

3.1.Heat and light through a window

A window exchanges heat by three heat transfer amesims (Figure 6): conduction,
convection and radiation. The conductive heat feansarries heat through the glass
panes, the frame and the walls. The convective tiaasfer exchanges heat by the
movement of a gas in contact with a surface. THeatiae heat transfer exchanges heat
between surfaces. The radiation heat transferngposed of two types: the long-wave
radiation and the short-wave radiation. The longr@veadiation heat transfer refers to
the radiant heat transfer between objects at tloenrtemperature or at an outdoor
ambient temperature. Short-wave radiation heastesrefers to the radiation from a

light source. This range includes the ultravioletible, and solar-infrared radiation.
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There are two ways to study the solar transmis#ioough a window. One considers
the U-value, the Solar Heat Gain Coefficient anel thsible Transmittance, the other

one considers the layer-by-layer heat transfer mode

Looking at the first one, the U-value determinatke heat transmitted through a
window in absence of sunlight, air infiltration amabisture condensation. The heat
transfer paths of a glazing unit are subdivided c#nter of the glass, edge of the glass
and frame contribution (ASHRAE, 2009). The unitnoéasure is W/(m? K). The lower
the U-value, the less heat is transferred.

The Solar Heat Gain Coefficient (SHGC) represeimsftactional amount of the solar
energy that strikes a window that ends up warniieginternal environment. A fraction

of the shortwave radiation that hits a window igedily transmitted into the building.

Another fraction is absorbed, heating up the layérthe window. The absorbed heat
can either be conducted inside or outside of thieling.

Visible Transmittance () is the amount of light in the visible range ot tholar
spectrum that passes through a glazing materialbMitransmittance is influenced by

the glazing type, the number of panes and coatings.

SHCC and ¥is play a role in the choice of glazing systems thakimize the visual and
the thermal comfort. For example, low-emissivigwtE) glasses select specific areas
of the solar spectrum. In this way, the desirabéevelengths of energy are transmitted
and the rest are reflected. A glazing material tteen be designed to optimize the
energy transmission in terms of solar heating aagdighting. The solar reflectance of
low-E coatings can be manipulated to include spepirts of the visible and infrared
spectrum. A high visible transmittance means thate is more daylight in a zone
which, if designed properly, can reduce electrghting and its associated cooling
loads. Generally for a central European climatazigly systems with low-Emissivity
coating (low-E coating) and low solar heat gaing amounted. Visible light is
transmitted and solar-infrared radiation is refectLong-wave infrared radiation is in
any case reflected back in to the interior.

This choice insulates the internal environment,maaning more easily the desired set-
point temperature, and it reduces the cooling demansummer season because the
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solar heat penetration is limited. For cold clinsatthere are glazing systems with a
low-E coating and high solar heat gains. Visibghtiand solar-infrared radiation are
transmitted. Long-wave infrared radiation is refibet back in the interior in order to
keep internal temperature as constant possible (e, 1996). This way of
characterizing a window fails for Complex FenestratSystems (CFS) because the

complexity of the problem calls for a layer-by-lagkefinition.
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Figure 6 Heat transmission through a window*

CFS refer to any window technology that incorpaaenon-clear (non-specular) layer
that allows the scattering of the light. Exampleslude special glazing materials such
as translucent insulating panels, solar controhdjl and patterned glass, and shading
devices, such as venetian blinds and roller shatt@FS have the potential to improve
the thermal and visual comfort of indoor spacesvel as to save energy for lighting,

cooling and heating (Laouadi et al., 2007).

At the same time, CFS need a complex model to septats light scattering properties.
The Bi-directional Scattering Distribution FunctiofBSDF) of a material is a
standardized way to characterize its scatteringgnaes as a function of the incoming
solar radiation direction. By definition, it is calated by the definition of each
infinitesimal solid angle built following all theaxcoming direction of the radiation. For
this the BSDF provides Lambert-emissing scattesungaces (Apian-Bennewitz, 2010).
The BSDF is composed of BRDF, used when specijicadferring to reflected

4 http://www.jamesrobertshaw.co.uk

33



scattering, and BTDF, used to refer to scattemagsmitted through a material (Asmail,
1991).

Applied to a CFS, the BSDF is used to charactaheeangularly resolved transmission
and reflection of light. The BSDF method was pragbdy Klems to model the solar
gains through a window with CFS (Klems, 1994a, 1994The Klems' method

calculates reflected and transmitted solar radiatay all the incident directions seen
from a window point of view using bidirectional ol measurements of the CFS. In
the case of windows with multiple heterogeneouslferlayers, the Klems method,
starting from different BSDF for each layer, givee8SDF for the total glazing system
(McNeil et al., 2013a).

BSDF data of transparent glazing can be autombtig@nerated from its optical
properties at normal incidence by applying a malat calculates the visual and solar
transmission and reflection based on the Roos m@&i®ls et al., 2001) and developed
at Fraunhofer ISE. BSDF data of complex layers,hsas shading devices, is
automatically generated from the Radiance-basedramo genBSDF (McNeil et al.,
2013b). The model can also use BSDF data genetayedther means, such as
Window6 (Mitchell et al., 2008), calculations oretit goniophotometer measurements
(Stover, 1992).

The application of BSDF data and the Klems’ metimpploses a number of assumptions
that require special attention. These are the ialg: The Klems’ method assumes
integrated spectral properties. The condition fiig aissumption to be valid is that most
layers have spectrally flat optical propertieshvwat most one strongly selective layer. If
one of the layers is selective and the other lajlar@e an average transmission in the
transmission region of the selective layer thatifferent from its average transmission
over the full spectral region, the model fails. Grdution for solar transmission is to

use the visible properties of the layers afterlact@e, solar control layer.

The BSDF format treats spatial inhomogeneities asmdgeneous. In this
approximation, the directly-transmitted radiatiorh a venetian blind would be a
uniformly-lit patch. In case of large fenestrat®ystems with non-symmetric scattering

patterns, the model introduces an error in theiapdistribution of light (not in the

34



transmitted energy). It assumes that the whole eundontributes the same to the
illuminance of a certain point, when in reality togver part of the dayligthing system
might contribute more than the upper part. One tewmiuin order to improve the

calculated distribution of light is to divide tharje window is two or more parts and

apply the method as if each part would be a diffevgandow.

BTDF of the total window system is sufficient tohsothe daylight distribution in the
room. Using the BSDF to calculate the light trarsswn, instead of using angular
dependent propriety of the glass, has the advarltegehe directions of the light inside

the room are described.

The thermal calculation of heat flow through thedstration requires more information.

To solve the heat transfer model, a layer by lagedel is applied. The model treats

layers as a simple RC network in matrix form. Terapge value for the previous time

step is used as initial values for the current tistep. Moreover, BSDF matrices

counting the solar radiation transmitted, reflectad absorbed in each of the

fenestration layers are provided. Therefore, thsitun layer absorptance for each layer,
referenced to the incident surface is needed. Bkerption has to be considered as an
energy source stored inside the glazing systenuaed in the RC network.

The radiative heat transfer is calculated with 8tephan-Boltzmann equation. The
convective heat transfer is calculated by using I®@ 15099 (DOE, 2010a). The
conductive heat transfer depends from the condtictiv the material and the thickness

of the layers.

3.2. Description of the tools

In this section the tools are described, and wteimg and weak points highlighted. The
reader will know the reasons of the choice of Racka Three-Phase Method as

daylighting simulator and EnergyPlus as energydmg simulator.

3.2.1. Classic Radiance and Radiance Three-Phase Method

Classic Radiance is a sophisticated lighting pnogria has the capability of producing

physically correct results and accurate imagessimdjuishable from photographs.
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Radiance is based on backward ray-tracing algostimeaning that the rays are traced
back from the sensor or view point to a light seuttat, in the case of daylighting, can
be the sky and the sun. For each starting pointhefgrid inside the environment, a
different ray tracing has to be processed. Radia®e takes into account the inter-
reflections between objects (Jacobs, 2012). Omtieehand, this is its strength because
of the accuracy of its results but, on the otherdhahis is also a weakness because it is

a time-consuming process.

Moreover Classic Radiance does not provide a usardly interface and its use is not
straightforward especially if detailed results asguested. To help the reader an

overview of the Radiance commands is presentegpeAdix 1.

The Radiance Three-Phase Method (McNeil et al.,.38Pis a method to perform
daylighting annual simulations of complex and dymaf@anestration systems. It is a tool
developed inside Radiance environment but it usbexent approach.

In the Three-Phase Method, the flux transfer igdéie in three phases, which are
independently simulated. For each phase, therearaspondent matrix of coefficients
(McNeil, 2013a). Instead of simulating a specifaylight condition, the Three-Phase
Method calculates normalized coefficients that emtrflux input to output for each

phase. The results for a specific daylight conditese calculated by multiplying the

coefficient matrices with the input values. Theuhs represented by a vector with the
sky luminance values at a specific time of the dag of the year and under certain

weather conditions.

Matrix calculation can be performed very quicklydahe result of the multiplications is
an illuminance or irradiance vector. The illuminanor the irradiance values are

calculated according to a grid of sensors arramgéuk internal environment.
Writing the definition in a formula, the Three-Phadethod is:
i=VTDs

Where:
i= illuminance or irradiance values vector

V= view matrix
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T= transmission matrix
D= daylight matrix
s= sky vector

Figure 7 Three-Phase Method Matrices representation®

The sky is divided in patches, for each patch aeraye RGB radiance value is
provided according to Perez (1990). The lengthhefgky vector changes according to
the number of patches. The simulations presentdatisnwork are executed with the
Reinhart sky subdivision in 2321 patchikeil et al, 2013p

The daylight matrix contains luminous flux transteefficients from the sky division to

the window incident division.

The view matrix characterizes the relationship leetw light leaving a window and
arriving at a point considered as a sensor insige room (McNeil, 2013a). The
transmission matrix relates incident flux direcsaim an outgoing flux distribution for

the fenestration system. The transmission mat@xBSDF matrix (Section 4.1).

Applied to a CFS, the BSDF is used to charactaheeangularly resolved transmission
and reflection of light by CFS.

There are two important advantages of using theed@hase Method. As already
mentioned, the matrix multiplications can be red#lgt, enabling the user to simulate
many sky conditions and fenestration transmissi@pgrties by simply changing the
sky vector and the BSDF dataset. Therefore, byyappkhe Three-Phase Method, it is

possible to perform annual daylighting simulatia@fisCFS, which overcomes some of

> http://www.radiance-online.org
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the limitations encountered in the dynamic dayilmggptprogram DAYSIM (Reinhart et
al., 2009).

In the present study, the accuracy of Classic Radi#s used as reference to understand
the accuracy of the Radiance Three-Phase Method. |dter is then used for the
analysis because of the need of a tool with a shedmputational time that provides at

the same time a good level of daylighting simulatio

3.2.2. Energy Plusand Trnsys

EnergyPlus is an energy analysis and thermal Ioadlation program. It studies the
performance of a building, in particular in this nkaf thesis it calculates the heating
and the cooling demand to maintain indoor set-ptémiperatures. EnergyPlus is a
modular, structured code, based on the most pofrdtures and capabilities of BLAST
and DOE-2.1E. It uses inputs such as the user'srigésn of a building in terms of

geometry, its physical characteristics, any assediamechanical systems and

equipment in general, presence of people and biegiavior, etc.

EnergyPlus calculates thermal loads of buildinggHeyheat balance method. The heat
balance method solves energy balances on outddandaoor surfaces, and it solves the
transient heat conduction through building congitomc It is more accurate than the
weighting factor methods, since it allows the Vi@oia of properties with time steps
(Strand et al., 1999).

EnergyPlus was chosen as simulator for this wedahse of its capability to manage
complex fenestration systems (from version 7.2prdtvides also blind control systems
and a layer-by-layer heat balance solver that al@roper assignment of the solar
energy absorbed by the different fenestration Eyerfact, Energy Plus can use BSDF
data to solve the heat transmission through thedoviis (DOE, 2010a) and for the

optical representation of the fenestration systeltiNeil et al., 2013b).

Another advantage of Energy Plus is that the prograg language is object-oriented
and eliminates the need to interconnect the varfmegram sections. Additionally,
Energy Plus is a program without a user interfacd, as in the case of Radiance,

inputs, outputs and weather data are given in A8Chh.
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In the present study, the input data file of En@igg is generated by a simulation
interphase developed at Fraunhofer ISE, which ctsllmformation regarding the office
position, geometry, physical proprieties of opacuefaces, windows and external
blinds and the information about occupation equipimand lighting and relative

schedules. The input parameters are presentedtiorsd.3.

Trnsys (Klein et al., 2000) is a dynamic simulatmogram with a modular structure
that was designed to solve complex energy systerlgms by breaking the problem
down into a series of smaller components. The Bnsymponents (referred to as
"Types") may be as simple as a pipe, or as contplicas a multi-zone building model.
The components are configured and assembled udmtyantegrated visual interface
known as the Trnsys Simulation Studio, and buildimgut data is entered through a
dedicated visual interface (TRNBuild). The simwatengine then solves the system of
algebraic and differential equations that represinat whole system. In building
simulations, all HYAC-system components are solsieaultaneously with the building

envelope thermal balance and the air network dt gae step (Crowley et al., 2008).

Trnsys has been chosen because of its user-friantdyface and the possibility to
implement the same weather file and artificial tigtput file of EnergyPlus. Simulating
one case study by using to different tools alloesfying the setting of the simulations

so that the results from both programs are reliable

3.3.Description of the office

The office is simulated as a single-zone, with Hane dimensions as the office
recreated in the daylighting laboratory for the ruassessment. The space has an
internal width of 3.702 m in the east-west direatian internal length of 4.60 m in the
north-south direction and a height of 2.85 m. firesents an intermediate floor of an
office building with one south-facing facade. Thdeenal wall is composed of four
layers with a total thickness of 0.355 m and anraiVéJ-value of 0.3 W/m2K. The
indoor partitions are composed of three layers wittotal thickness of 0.1 m and an
overall U-value of 0.42 W/m2K. The ceiling and t@or have both five layers with a

total thickness of 0.30 m and an overall U-valueddi63 W/m2K. The U-values are
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calculated by taking into account a 0.13 m2K/W iin& surface resistance and a 0.04
m2K/W external surface resistance. The indoor serf@flectances are 0.2, 0.5 and 0.7
for the floor, walls and ceiling, respectively. Theoperties of the different materials

used are summarized in Table 1.

The windows use a double-pane glass (5.7 mm x h2a7x 6 mm) with aJ-value of
1.39 W/(nfK), a visual transmittance ) of 0.744 and a SHGC of 0.576. The size of
the window changes according to the cases describeégkction 2.2.2. In order to
simplify the daylighting simulations, the windowseaprovided without frame. This
assumption implies an underestimation of the hessds through windows between

15% and 30%, depending on the frame material.

The shading device consists of silver external traneblinds. The lamellas are 80 mm
width and 72 mm spaced. The surface reflectan@e6isThis shading device spreads
diffuse light in the room while limiting the direstin penetration. To simplify the study,
the lamellas do not change the angle in accordentiee sun position and the weather

condition but they are fixed at 45°.

Table 1 Layer by layer wall propriety definition

Thickness Thermal Thermal Density  Specific heat
External wall conductivity resistance capacity
m W/(mK) m2K/W kg/m3 J/(kgK)
External surface resistance 0.040
Exterior finish 0.010 1.000 0.010 2500 720
Mineral wool 0.120 0.040 3.000 50 1030
Reinforced concrete 0.210 2.300 0.091 2300 1000
Interior finish 0.015 0.250 0.060 900 1050
Internal surface resistance 0.130
Utor [W/(m?3K)] 0.300
Thickness Thermal Thermal Density  Specific heat
Internal wall conductivity resistance capacity
m W/(mK) m2K/W kg/m3 J/(kgK)
Internal surface resistance 0.130
Interior finish 0.015 0.250 0.060 900 1050
Insulation 0.070 0.035 2.000 35 840
Interior finish 0.015 0.250 0.060 900 1050
Internal surface resistance 0.130
Usor (W/m?2K) 0.420
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Thickness Thermal Thermal Density  Specific heat

Ceiling conductivity resistance capacity
m W/(mK) m2K/W kg/m3 J/(kgK)
Internal surface resistance 0.100
Finish 0.010 1.000 0.010 2500 720
Cement floor 0.020 0.900 0.022 1800 1100
Concrete slab 0.200 1.600 0.125 2200 1070
Insulation (2) 0.050 0.040 1.250 105 1800
Suspended ceiling 0.020 0.100 0.200 300 1700
Internal surface resistance 0.100
Usor (W/m?2K) 0.553
Thickness Thermal Thermal Density  Specific heat
Floor conductivity  rasistance capacity
m W/(mK) m2K/W kg/m3 J/(kgK)
Internal surface resistance 0.100
Suspended ceiling 0.020 0.100 0.200 300 1700
Insulation (2) 0.050 0.040 1.250 105 1800
Concrete slab 0.200 1.600 0.125 2200 1070
Cement floor 0.020 0.900 0.022 1800 1100
Finish 0.010 1.000 0.010 2500 720
Internal surface resistance 0.100
Usot (W/m?K) 0.553

3.3.1. Internal parameters, heat gains and schedule

A schedule defines the presence or absence of actan the office. The office is
fully occupied during the work time from Monday Eeiday from 8 am to 6 pm. The
thermostat set points () for the heating period are 21°C during the wonket 18°C
otherwise, and 26°C and 28°C for the cooling perlacthe present study, infiltration
and mechanical ventilation are combined in the sparameter, 2.0 ACH during work
time, 0.4 ACH otherwise. Heat gains from people eatulated according to their
activity level (assuming 120 W/person, from which W is sensible heat, ISO 7730).
One person occupies the space during work timerriat gains due to equipment are 50
W during the work time and 5 W for the rest of thme. The lighting is controlled by
an on/off algorithm. When the illuminance due tyldgnt calculated at a sensor point
located 2 m from the south fagade and 1.2 m froenvtbst fagade is less than 300 lux,

the artificial lights in the space are assumediuta bn. The installed lighting power is
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14 W/m2. In order to analyze the illuminance disition in the room a grid of 6624
points (one every 5 cm for all the room area) ingel. The height of the grid is 0.8 m
in accordance with the EU Directive 90/270/EEC. Titernal parameters used in the

simulations are in accordance with the norm DIN8599-10.

3.3.2. Location and weather file

The office is located in Frankfurt (50.10° N, 8.@8f. In the present study, the heating
season is defined from thé' bf October to the 30 of April. The weather file for
Frankfurt is obtained by using Meteonorm (Remunal.e2007).

3.4. Comparison of the tools

Before start working with the Radiance-based Tlitbase Method and EnergyPlus
respectively for the daylighting and energy needlysis, a first round of results is
compared with the results of other simulation paogs in order to verify the reliability

of the simulations. The Three-Phase Method is coegpavith Classic Radiance;

Energy Plus is compared with Trnsys. In order tahdocomparison, the office with the
window pattern L3 (three big square windows thateto45% of the south facade) is
studied, and the results are analyzed graphically statistically to prove that they

match.

Graphical analyses are done by plotting the heiasgand losses and the energy loads
for certain periods of the year in time-dependerdpbs and by highlighting the
differences between the results from the energigimgi tools. On the other hand, in the
daylight tool evaluation, for significant hours thle days, renderings and graph of the

illuminance distributions are obtained and compared

The statistical evaluation is conducted by usingagigns 1, 2, 3, and 4 to calculate the
Mean Bias Error (MBE) and the Root Mean Square rHiIRMSE) of the comparison.
The MBE and RMSE are statistical quantities thairabterize the similarity/differences
between two data series. The MBE indicates thegterydof one data series to be larger
or smaller than the other. The RMSE indicates hawdne data series “fluctuates”

around the other (Reinhart et al., 2009). Both plaeameters can be calculated as
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absolute or relative. With the absolute results eéher is directly compared with the

reference, the relative results give the possyhititcompare different errors.

The MBE is defined as:

1
MBE 45 = N Xtest,i — Xref,i

-

Xtest,i — Xref,i
MBE,, = Z
N xrefl

The RMSE is defined as:

N
RMSE 3ps = — Z(xtest,i — Xref,i )2
i=1
2
X — X
RMSErel — Z( test,i 2 refl)

refl

[1]

[4]

For the energy demand study, similar result helmdsay that, even though the two
programs solve the energy balance with differegwrthms, both the simulation setting
are coherent and for this reliable. For the dayilighstudy similar results demonstrate

that the Three-Phase Method is a good alternatvE€lassic Radiance to carry out

annual daylighting analysis.

43



3.5.Daylight tools comparison:

In this section, the Three-Phase Method is compartdthe classic Radiance (Larson

et al., 1998) for specifics days of the year.

The inability to execute annual simulation withssdee Radiance requires limiting the
comparison for only two typical days, a summer suday and a winter overcast day.
This choice has been made with the same critefidineopaper that validates the Three-
Phase Method (McNeil et al., 2013a). In particuthg sunny day is the 23rd of July
and the overcast day is the 15th of February imiwmt. The comparison is conducted
with two different settings, one with blinds ana tbther one without. That means that

in total the compared cases are four.

Both tools provide a grid with the illuminance vedudistributed inside the room.
Firstly, the average illuminance values for thenp®iof the grid that are positioned in
the center of the room are compared (Figure 8).CBmer of the room has been chosen
because, in an office, it is usually the area teckhthat the minimum level of
illuminance complies with the norm. In fact, ittlee zone of the room where the desks

are arranged whereas the bookshelves are placetbrite walls.

Center Room

Figure 8 Central part of the room defined for the average illuminance calculation.
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After identifying the area of interéstequation 5 is applied for each time-step and for
the four case studies:

by o

i=1

Wheren is the total number of the points in the centaalez of the room.

To identify the differences of the two tools, amoeranalysis of the average illuminance
values for the considered days is done by applyirg MBE and RMSE formulas

described above (Equations 1-4). This type of eatadu is inspired by McNeil and Lee

(2013a), where the Three-Phase Method is compaitechveasurements.

In the present study, reference values are thosaneld from the Classic Radiance
simulation, given the fact that Classic Radiance haen extensively validated. The
second way to understand how different the refitthe Classic Radiance and the
Three-Phase Method are uses illuminance rendeoingpe entire room and illuminance

value plots for all the depth of a central lingloé room.

Firstly, the illuminance values are read as falslers in Rshow, a Radiance rendering
tool together with 3D rendering file of the offi¢ghe octree file). In this way, the light
distribution inside the room is visible from a telew. Rshow reads a six columns file,
three to identify the position of each sensor pOinty, z) and three to identify the color
of the point (in RGB format). In order to provid®nse reference numbers, the
illuminance values for the sensor points locatetgla center line from the windows to

the opposite wall are also plotted.

The rendered images have different scales for iffereht cases in accordance with the
sun penetration for a specific setting of the windgvith or without blinds) and sun
position, but the same scale is applied in the different tools rendering for the same

study case in order to compare them.

*The points of the illuminance grid that compose teamter of the room are chosen with an awk
command: cat illusensor.dat [tail —n+1177 |head42f2 |awk {print NR, $0} | awk {if((NR-

1)%72<24)print}>lux_centerroom.dat
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3.5.1. Analysis of theresults for the daylight comparison

Looking at the graph with the average illuminancge the work-plane of the two

complete days analyzed (Figure 9), the lines teritave the same trend and in many
parts there is a good overlap. That means that ke two programs use approaches
totally different, the results cover the same ranyyere the difference is registered,

there is an under-prediction of illuminance by Tieee-Phase Method.

2000

1500 |-

—— 3pm overcast w/ blinds
rad overcast w/ blinds
—— 3pm sunny w/ blinds
------ rad sunny w/ blinds
||—— 3pm overcast w/o blinds
rad overcast w/o blinds
—— 3pm sunny w/o blinds
- rad sunny w/o blinds

illuminance (lux)

08:00 10:00 12:00 14:00 16:00 18:00

Figure 9 Comparison of the average illuminance in the central part of the room for the four analyzed
Cases.

Table 2 MBE and RMSE of the four analyzed cases. The reference is the average of all the time steps and
all the pointsin work-plane grid .

Case MBE s RMSE s MBE,¢ RMSE, Reference
lux lux - - lux
Sunny day summer w/o blinds -59.5 65.7 -0.08 0.08 757
Overcast day in winter w/o blinds -5.9 6.3 -0.02 0.02 266
Sunny day summer w/ blinds -8.1 13.7 -0.04 0.08 231
Overcast day in winter w/ blinds -1.4 1.6 -0.04 0.04 36

Moreover, the Table 2 shows the statistical diffeeebetween the study cases. The data

is presented both as absolute and relative erftws.references for the absolute errors
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are the average of all the time steps and all tietg in work-plane grid for each case
study. The statistical analysis shows the tenddnchave better results during the
overcast day. In fact, for the case without blirelsystematic error of 2% is calculated,
instead 8% for the sunny day. For the cases wittd$g] the error is 4% considering the

overcast day instead of 8% for the sunny day.

However, the MBE and RMSE show that all the cassgehan acceptable error as
compared to other daylighting simulation tools. Tharrent state-of-the-art of
daylighting dynamic simulation is Daysim (Reinhattal., 2009). Reinhart and Breton
identify as satisfying those results that are irorebands of £15% and 35% for the
relative MBE and RMSE, respectively. All the stullieases are inside this range
accepted from the lighting community. To understaod the differences highlighted
by the statistical analysis influences the lighstiadlbution at the work-plane height,

rendering pictures and light distribution graphe arovided.
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Figure 10 Illuminance rendering at the work-plane height calculated with the Three-Phase Method (a)
and Classic Radiance (b) for the 23 of July at 12 am without blinds.The results arein lux.
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Figure 11 lllumiance plot for a central line of the room from the window wall to the opposite one for the
23 of July at 12 am without blinds.
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Figure 12 Illuminance rendering at the work-plane height calculated with the Three-Phase Method (a)
and Classic Radiance (b) for the 15 of February at 12 am without blinds. The results arein [ux.
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Figure 13 lllumiance plot for a central line of the room from the window wall to the opposite one for the

15 of February at 12 am without blinds.

49



Figure 14 Illuminance rendering at the work-plane height calculated with the Three-Phase Method (a)
and Classic Radiance (b) for the 23 of July at 4 pm without blinds. The resultsare in lux.
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Figure 15 Illumiance plot for a central line of the room from the window wall to the opposite one for the
23 of July at 4 pmwithout blinds.
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Figure 16 Illuminance rendering at the work-plane height calculated with the Three-Phase Method (a)
and Classic Radiance (b) for the 15 of February at 4 pmwithout blinds. Theresultsarein lux.
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Figure 17 lllumiance plot for a central line of the room from the window wall to the opposite one for the

15 of February at 4 pm without blinds.
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Figure 18 Illuminance rendering at the work-plane height calculated with the Three-Phase Method (a)
and Classic Radiance (b) for the 23 of July at 12 amwith blinds. The results arein [ux.
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Figure 19 lllumiance plot for a central line of the room from the window wall to the opposite one for the
23 of July at 12 am with blinds.
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Figure 20 Illuminance rendering at the work-plane height cal culated with the Three-Phase Method (a)
and Classic Radiance (b) for the 15 of February at 12 amwith blinds. The resultsarein lux.
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Figure 21 Illumiance plot for a central line of the room from the window wall to the opposite one for the
15 of February at 12 amwith blinds.
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Figure 22 Illuminance rendering at the work-plane height cal culated with the Three-Phase Method (a)
and Classic Radiance (b) for the 23 of July at 4 pmwith blinds. Theresultsare in lux.
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Figure 23 Illumiance plot for a central line of the room from the window wall to the opposite one for the
23 of July at 4 pmwith blinds.
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Figure 24 Illuminance rendering at the work-plane height calculated with the Three-Phase Method (a)
and Classic Radiance (b) for the 15 of February at 4 pmwith blinds. Theresultsarein lux.
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Figure 25 Illumiance plot for a central line of the room from the window wall to the opposite one for the

15 of February at 4 pmwith blinds.
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All the renderings show again an under predictibthe light distribution calculated by
the Three-Phase Method. This is confirmed alsoheygraphs, the blue line runs over
the red one in the first part of the room. The ogigph that gives opposite results
corresponds to the sunny day without blinds at 4(pigure 15). This strange behavior
comes from the fact that the position of the lim@ot suitable for this case.

The renderings show that the results of the Thiees® Method are more scattered than
those of Classic Radiance, which are more condendtrahis effect can be explained by

many factors.

First the Three-Phase Method divides the sky idtizhees and the calculated radiation
of each patch is emitted from the center of it.sTAgssumption causes an error on the
patch that in a certain time step has the sunenssdarea. In fact, if the sun position is
not exactly in the center of the patch, the sadaiation is distributed over the adjacent
patches, in proportion with the distance betweenetkact sun position and the center

points of the adjacent patches.

Moreover, the window is divided in 145 patches aghathe 2321 patches of Reinhart’s

sky distribution. This means that there is alsoablem of resolution.

Lastly the limitation of the BSDF described in sect3.1, as the hypothesis of treating

the glazing area like a homogeneous layer, caragxpbme inaccuracy on the results.

The problem of the mean value for each patch iarigldess relevant for the overcast
days (Figures 12 and16). The sky without sun ltisestrong contribution of the direct
radiation on the patch emission and provides maiéoum values. That is why the

sunny days present larger errors.

In the configurations with blinds (Figures 18, 22, and 24), the error of the patches
can be explained also by considering the cut offileanf the blinds. On the one hand,
Classic Radiance uses a ray tracing method sdhbatun light enters the room in the
right position in accordance with the angle of #hading device. In Classic Radiance
simulations, the higher the number of the ray otib® considered the more accurate

the results for CFS (in this case simulations abersh ray reflection, (Appendix 1)).
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On the other hand, the Three-Phase Method, asilbeddrefore, uses a weighted solar
radiation distribution that cannot guaranty that folar radiation leaves the sky in its
original position. That means that there could Isa@mray that is falsely blocked by the

cut-off angle of the blinds. Futher investigatiamsuld confirm it.

The Three-Phase Method underestimation influentes visual comfort analysis

because it distributes differently the illuminaraethe grid of sensors. However, in an
office the work position is fix and to quantify tmeistake committed it is enough to
control the space between 1m and 3m depth. Inzting, for the cases without blinds,
both for the sunny and overcast days, have sinlilaninance values on the central
sensor line of the office comparing Classic Radzaméth the Three-Phase Method
(Figures 11, 13, 15 and 17). For the cases withdblithe summer sunny day has
correspondence of the two methods between the arehthe 2.5m depth at 12 am and
over the 2.5m depth at 4 pm; however, all the ssnsteasure more that 300lux so
there is not a problem of visual comfort, in terofsilluminance under the required

limit.

The overcast day with blinds required always théfi@al lighting because the
illuminance is under the 300lux. That means thagndf the two lines do not overlap,
the error do not affect the total analysis. TheeEhWPhase Method presents another
limitation that can be inferred from the noise aked in Figure 19. The bigger
variation of the illuminance between adjacent poicduses a problem for the sensor
points for controlling the artificial light and tHginds position. In fact, if two points a
few centimeters distant provide different values, éxample one above and the other
under the illuminance threshold, the control is taiglly reliable, because in reality

there is no difference between two adjacent measure

To explain better this idea, two additional rendgsi (Figure 26) are shown with a
smaller scale. It can be seen that the Three-PMethod does not present a

homogeneous distribution of the light.

57



Figure 26 Illuminance rendering at the work-plane height cal culated with the Three-Phase Method (a)
and Classic Radiance (b) for the 23 of July at 12 am without blinds. The scale is reduced to 0-2000 lux to
show the inhomogeneous distribution of the light in (a). Theresultsarein lux.

To solve this limitation of the Three-Phase Methitds suggested to avoid using a

single control sensor by using the mean valuea#rtain area as control.

3.6.Energy consumption tools comparison

Even for experienced simulation engineers, settin@ model can often lead to errors.
In order to increase the trust on the simulaticulte presented in section 4, this section
compares two different building energy simulatimols that have been extensible

validated: EnergyPlus and Trnsys.

For the comparison with Trnsys, some settings aodifned to help interpreting the
differences between the two programs. A simple nahteonvection algorithm is
implemented as the internal surface convectionriilgn. The simple convection model
uses constant coefficients for different heat ti@mesonfigurations (DOE, 2010a). The
same constant convection coefficients are used rimsyE changing the default

parameters.

In particular the values are:
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For a vertical surface: h =3.076 W/m2 K
For a horizontal surface with reduced convection:(h948 W/m2 K

For a horizontal surface with enhanced convection4.040 W/m2 K

In addition, the indoor air temperature is assuceatstant at 23 °C instead of using the
heating and cooling set point schedules presemteskgtion 3.3. In this way the gap
between the workday temperatures and the night wedkend temperatures is

neglected, avoiding another cause of discrepaniyeas the results.

The two building energy tools were compared bytpigtin graphs the results. First, ten

days in winter and ten days in summer are plofégufes 27 and 28).
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Figure 27 Heat gain comparison of EnergyPlus (EP) and Trnsys (TR) simulations for 10 daysin winter.
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Figure 28 Heat gain comparison of EnergyPlus (EP) and Trnsys (TR) simulations for 10 daysin summer.

The parameters considered are five:

Internal gain is the sum of the sensible heat pleyiby artificial lighting, equipment

and people. Being defined by the user in both ¢akesnternal gain lines overlap.

The sensible heat gain from infiltration and vextidn depends on the air change per
hour (ACH) and on the outside weather conditiontgioie temperature, wind speed,
etc.). Providing the same weather file and the sA@E schedule, it can be assumed
that they both affect the simulations in the sanag,wf indoor air temperature is kept

constant.

The window interior surface convection heat gaioveh the heat exchanged between
the window internal surface and the internal envinent. It depends on the surface
temperature, indoor air temperature and the coioredieat transfer coefficient. In

Trnsys a glazing system built within the softwarenddw 6 has been implemented, and
the BSDF of same glazing system is used in EneugyRl provide the same angular
dependent input. In fact, during this study, isi®wn that the use of different glazing

systems, even if they have a similar U-value, daange the solar radiation that enters
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the room affecting the simulation results. The $wifflerence of result between the two
approaches favors the use of Energy Plus and tid-Bfpproach because it provides

more information in respect to a simple angularethelent resolution.

The window transmitted solar radiation rate affébtsheat gain more in the sunny days
than in the overcast days because of the directcemtribution. It is an important

parameter while studying the window impact becaugaries the size of windows.

The solar radiation transmitted has the same trendbth the tools. The only parts
where mismatches can be found are the picks. Heris, hypothesized that this
difference occurs due to the different algorithmglemented in the programs because,
during the rest of the day, there is a good oveitap of the lines that exclude the

possibility of mistakes in the model setup.

The heating and cooling load, above and under ras<respectively shows the energy
demand of the building .It is the line, sum of thther lines that evaluates the
correspondence of the model setup. There is a geedapping in summer. Observing
the winter days, some differences appear duringjtiaesi steady-state periods at night
time. The trends are the same but there is alséitteen them. The cause could lie in

the heat transfer model.

Heating, cooling and solar transmission are thearpaters that are more affected,
changing the size of the windows. To investigatiéelbeéheir behavior, monthly average
days of these are calculated, one in February (€i@9) and the other one in July
(Figure 30).

The monthly average day is created by taking themwalues for each hour of a month
and creating a profile of 24 mean hourly valuesisTM4h-day can be taken as a
reference because it is a good approximation ofrtbeth tendency. The results of the
monthly average day for heating, cooling and swkarsmission are given for February,
and only cooling and solar transmission gains @aengfor July because the heating
ones had irrelevant values. It is good to reminithigtpoint that the cooling contribution

in the winter graph is so relevant because thenatéemperature is set at 23°C fix.
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Figure 30 Monthly average day cycle of July.

The monthly average days show that the two toalsige also similar results, looking
at an entire month. There is always the same tfenall the lines, apart the solar

transmission picks in February. The shifts of tlasys results only demonstrates that
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the dynamic simulation are made with different pamgs and does not show particular
reasons to think that there is a mistake in theugition setting. To quantify the error

with numbers, a statistical analysis is added.

The MBE and RMSE, as described in section 3.4, windethe error that one
simulation makes towards the other. That is why ohéhe two programs has to be
taken as reference. In the daylight analysis, desar that the reference program should
be Classic Radiance because it is a more matutectwopared to the Three Phase
Method. When looking at EnergyPlus and Trnsys tlaeeenot particular reasons why to
choose one instead of the other, since they ark brtensively tested programs,

although EnergyPlus was preferred.

The error is calculated for six study cases, cagid only the cooling in the summer
month and only the heating in the winter month. geom the L3 window setting,
which was chosen at the beginning as the case dtrdyhe comparison, another
window setting is simulated (M1 setting) to verifiat the second one has also a good
result agreement. This is useful to double chedkefsimulation settings designed for

the L3 window case with a step-by-step methodde etliable for other cases.

Moreover, the MBE and the RMSE between the diffeeeaf the L3 setting and M1
setting are calculated. This comparison wants tmtpout that dynamic simulation
programs are good tools to compare case studie®e matth the same simulation
programs but are less suitable to reproduce alesohatues of building energy

performance.

The statistical parameters (Table 3) require refeevalues for cooling and heating to
understand the relevance of the error. This isntake the maximum of the monthly
average day:

Maximum monthly average day for July: 35.14 W/m?2

Maximum monthly average day for February: 18.97 W/m
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Table 3 MBE and RMSE of monthly cooling demand in a summer month and monthly heating demand in
a winter month between EnergyPlus and Trnsys simulation results for two window settings and the
difference between the results of the window settings.

Case Month Time-step hum. MBE RMSE

W/m? W/m?
L3 cooling July 705 -1.0 4.0
L3 heating February 566 -1.5 3.6
M1 cooling July 681 -0.9 3.3
M1 heating February 589 -0.8 3.0
L3-M1 cooling July 705 -0.2 1.1
L3-M1 heating February 589 -0.7 1.3

Looking at the L3 window setting the maximum vafaethe MBE is in February (-1.5
W/m2) and comparing it with the reference for thainth (18.97 W/m?) a deviation of
7.9% between the tools is calculated. The maximahaevfor the RMSE is in July (4.0
W/m2) and comparing it with the reference for thadnth (35.14 W/m?2) a deviation
between the tools of 11% is calculated. Decreasiagvindow area results in less solar
transmission. For M1 window setting both the MBHEl @he RMSE decrease. This can
suggest that the different solar transmission ¢aficun approach is the reason of the

difference between the simulations.

As for the case of the window surface convectibrs fealistic to think that EnergyPlus
provides better results with CFS than Trnsys bexass the BSDF for the calculation.

Lastly, the smallest errors obtained from the camspa of L3 and M1 settings shows
that Energy Plus as a dynamic simulation softwasea right way for comparing

different window setting.

3.7 Discussion

Concluding, the comparison of the daylighting peogs, Radiance Three-Phase
Method and Classic Radiance, and of the buildingrgyn programs, EnergyPlus and
Trnsys, shows that Radiance Three-Phase MethodEardyyPlus are suitable tools.
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Three-Phase Method reduces the time to daylighdingulations, without penalizing
substantially the accuracy of the results.

EnergyPlus, due to its possibility to use BSDFhe talculation, has to be preferred
than Trnsys. Although there is a discrepancy betviaeergyPlus and Trnsys regarding
the solar transmission, the overall influence oating/cooling for this window sizes is

rather small. However, the reasons for discreparesds further investigations. The
MBE and RMSE evaluation gives positive outcomes dbirthe cases studied and
confirms the positive results provided by the gaéie analysis of the graphs and the
renderings.

Assuming that the simulation settings are now bétiait is possible to continue with

the evaluation of the different settings windowgaut.
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4. IMPACT OF WINDOW POSITION AND
WINDOW SIZE ON ENERGY DEMAND

4.1. Introduction

In this section nine window patterns of a singldicef are compared, in order to
understand how window size and number affect teeggndemand and the daylighting.
The application of a shading system is also ingagtd. The analysis presents three
different study settings: The first one is a casthaut blinds, the second one has
Venetian blinds installed on the windows at a fiymbition at all times and the third
one implements a control strategy in order to deitee the position of the blinds,
according to the solar radiation that hits the di®calhis approach allows to understand
in which cases the office offers better visual @hermal comfort while taking into

account the energy saving.

The office studied is equipped with south facinghaddws. The window position is
selected to favor the view out. Three settings eamng the window size and three
settings concerning the window number are providiedas been decided that all the
windows are square and on this assumption theldisbn of the glazing area on the
facade changes if the window size is maintainedstaot but the window number is
changing. The impact of the position of the glagadace on the facade on the cooling
and on the heating demand is small and it is melevant for the daylight distribution

and consequently for the artificial lighting demand

This happens because the daylight penetration e mibective if the glazing surface
covers the upper part of the wall. That comes ftbenfact that daylight penetration is
around three times more effective when installingaf aperture instead of a window
on the lower part of a vertical wall. The reasorthat the upper part of the sky is
brighter therefore; the windows facing it spredafighter light in the room and most of
all on the work plane (Fontoynont et al.,1999). keowg the windows from the roof to

the vertical wall the advantage decreases, bubwoifse a window on the higher part of
the wall is still better than one on the lower parit. Moreover higher windows allow

that the sensor points see more sky in respeabwerl windows and that is another
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advantage pointed out. However, it is common thatwindow position is selected in
favor of the view out, undermining the daylight paation.

Daylighting is also affected by the shading syst@ime venetian blinds described in
section 3.3 are installed on the windows. Venelilimds can, in general, have either a

manual or an automatic control strategy.

A manual control depends strongly on the user behaln fact, studies show that the
user changes the blind setting only when the viglistomfort causes him/her a
stressing situation. That means that the userorsgpis delayed in respect to the
moment when the blind setting needs to be changeording to the sun position and
weather condition. Moreover, if during the definedrk time the employee is not in the
office the blinds will remain under the wrong saftibecause nobody is inside to feel
the discomfort and modify the position. For examplewinter, leaving the blinds down
reduces the solar gain and causes a higher heaéngnd. On the other hand, in
summer, when leaving the blinds up the solar raidteats up the room and causes a

higher cooling demand.

An automatic control overcomes the disadvantages m@anual control because blinds
are positioned according to measured parametersseltparameters can be, for
example, the vertical solar radiation that hits theade, the glare calculation or the

internal temperature.

The blind positions used in this study are threep textreme settings and one
intermediate. In the first case the blinds are ahse the second one the blinds are
down and the lamellas are fixed in a 45° angle. dingle is selected as a good opening
degree to allow incoming daylight and at the samme tto block the direct radiation.
The third case uses an automatic control strateggd on the vertical solar radiation.
When the solar radiation that hits the facade ghdi than 150 W/fthe blinds go
down. This level is chosen because it is a suitaiple in order to favor the visual

comfort. The lamellas angle is again 45°.

The investigated windows are categorized by thieg sto big (L), medium (M) and
small (S). The medium windows correspond to 25%nefwall surface. This percentage
represents a common size for office windows. Thgelavindows correspond to 40% of
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the wall surface. Nowadays, the architectural taengds to increase the size of the
windows, because of aesthetic reasons. The smatlomis correspond to 10% of the
wall surface. This glazing percentage is uncommamhall for the offices, so it is

reserved for other parts of the building that aesely visited. However, this

configuration is taken into account because thislystwants to investigate if there is
some advantage in the use of small windows (Figur&he three different window size
(10%, 25%, 40% of the wall) combined with the thaeeount of windows (one, two or

three windows) provide the window settings examined

The results of the daylight distribution and theerggy demand under the different
window settings are presented in different ways fdtal daylight autonomy provides a
single value that represents the daylight behafoorthe entire year. The daylight
autonomy calculates the percentage of good tinpessseemong all the time steps
considered. The investigated period is between &r@@D 18.00, which corresponds to
the work time of a day, divided in 10 time-stepsg@od time-step is defined as the one
having at least half of the illuminance sensor fsowith at least 300 lux. According to
this definition, in a good time-step, no artificlaghting is required. In addition to the
total daylight autonomy, office depth dependentligay autonomy is introduced. This
algorithm is useful to understand the trend ofdhglighting in the room when varying
window settings. Each line of the sensor grid pardb the window wall is treated
separately. For each time-step of the working tingeaverage of the illuminance values
of a line is calculated and, if this reaches 304 the time-step is considered as good.
The percentage of good time-steps is the valuegaloin a graph that relates the
daylight autonomy to the depth of the room. Theseai sensor point every five
centimeters (the density of the grid points incesate accuracy of the evaluation).

Both systems used to evaluate the daylight digiohutake as input a Three-Phase
Method output file that provides, for the 8760 tisteps of the year, the illuminance
values calculated in all the sensor points distedun the room. To investigate the
heating, cooling and lighting energy demand ofdffiee, the results for the entire year
are provided in kWh/m2. These values come fronotitput file of Energy Plus.
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4.2 Case without blinds

The analysis of the impact of the window size anchber begins with the case without
blinds. Going from big window settings to small @wow settings, the daylight
autonomy (Table 4) decreases and at the same hienartificial lighting requirement
increases (Table 5). These two behaviors are ctevhdmecause, by decreasing the
window area, less daylight enters the room. Theegless light reaches the illuminance

sensor point which in turn gives the input to stitm the artificial light.

Looking at the results in detail, even though tlegcpntage difference among the
window areas is constant (from S to M the windoeaaincreases of 15% as from M to
L.) the daylight autonomy and the lighting demarmdndt change linearly. In fact, the
difference is smaller when shifting from an L s&itito an M one than when shifting
from an M setting to an S one. For the artificighting the trend is reversed. From an L
setting to an M setting, the percentage increase2¢?6 and from an M setting to an S
setting per 48%. This proves that a medium sizedigd) area is still enough to reach,
for more than half of the year, the illuminancefisignt for the visual comfort and to

moderately increase the lighting demand.

Table 4 Daylight autonomy of the settings without blinds.

L1 69.4% M1 56.2% S1 13.6%
L2 69.9% M2 56.8% S1 13.8%
L3 68.7% M3 55.0% S3 9.9%

The graph of the depth-dependent daylight auton(figure 31) shows that, for each
window size, the daylight for the single window easenetrates the office deeper than
for the three windows case. On the other hand,thihee window case has higher
daylight autonomy value near the window wall. Th&otwindow case is an

intermediate one.
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Figure 31 Daylight autonomy plot calculated for each line of the sensor grid of the settings without
blinds.

The difference are relatively small, however, théhavior is explained by the fact that
the window in L1, M1 and S1 settings is respecyivaher than the windows in L3,
M3 and S3 settings and it looks at the brightet pathe sky and the sensors see more
sky. For that, the single window cases provide éighuminance in the deeper part of
the office (Figure 32). On the other hand, closeh® window wall a three window
setting offers an higher illuminance in the fromtripof the room because the glazing
area is horizontally developed. However, at up tm 8epth, the L settings and the M
settings are always above the 50%, which meanghbes is enough sun light to fully
illuminate the office. For the S settings the limsithe 1.5m depth.

M1 M2 M3

Figure 32 Different height of the window in accordance with the number of windows.
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Again the artificial lighting demand confirms thieebry by increasing as going from
one, two and three window setting, because whemlalyight is brighter less artificial
lighting is required.

In Table 5, the energy demand of the office re@tio heating, cooling and artificial
lighting is summarized. By decreasing the sizehaf glazing area, the heating and

lighting need increases and cooling need decrébspse 33).

Table 5 Lighting, cooling and heating demand for the configuration without blinds.

Lighting Heating Cooling

kWh/m? kWh/m? kWh/m?
L1 8.47 40.34 7.86
L2 9.17 40.49 6.94
L3 9.70 40.86 6.16
M1 11.31 42.05 3.21
M2 12.64 42.15 2.77
M3 13.10 42.40 2.59
S1 21.84 42.77 1.52
S2 23.71 42.66 1.67
S3 25.27 42.74 1.95

The cooling demand could be affected from botHieidl lighting heat gain and from

solar gain due to the transmission through the owsd For cases without blinds the
results show that the solar transmission affecteertite cooling need than the artificial
lighting. If it would have been the other way rounte cooling would have been

incremented reducing the size.

Moreover, from L size to M size, the cooling dematetreases equally for the three
amounts of windows (it decreases by around 60%}lamdolar transmission affects the
results in the same way. However, going from M teiZe the results change with the
number of windows. From M1 to S1 setting the capldemand decreases by 53%,
from M2 to S2 setting it decreases by 40%and froftM S3 setting it decreases by
25%. The heating demand is almost constant amanglifferent amount of windows.
The total energy demand is for all the L and M sam®und 57 kWh/m? and around 68
kWh/m? for the S cases.
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Figure 33 Total energy demand for the configuration without blinds.

4.3.Case with blinds

Looking at the cases where blinds are always ptegendaylight autonomy shows that
the visual comfort condition (daylight autonomyledst of 50%) is never reached with
daylighting integration. In fact, with all the wioal settings the daylight autonomy
never exceeds 50% (Table 6). Moreover, by lookihgha graph of the daylight
autonomy distribution (Figure 34), the highest ealare slightly lower than 40% for
the settings L2 and L3 and at a distance arounoch G@&ay from the windows. That

means that it is not possible to use daylightingnem some part of the office.

On the other hand, the artificial lighting demaras$ Ihigh values for all the cases. Even
for the big window settings with blinds, the ligigi demand is at least 27 kWh/m?
against 8.47 kWh/mz for the cases without blindse inhcreasing trend of the artificial
lighting requirement by decreasing the window dsethe same than the case without
blinds, and also the decreasing trend of the alfiighting by increasing the number
of windows is confirmed. However, the actual diélece among the settings is smaller
because the direct light is blocked by the lamellas
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Table 6 Daylight autonomy of the settings always with blinds.

L1 12.9% M1 0.1% S1 0.0%
L2 14.9% M2 0.4% S1 0.0%
L3 14.0% M3 0.5% S3 0.0%
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Figure 34 Daylight autonomy plot calculated for each line of the sensor grid of the settings without
blinds.

The heating demand is not affected by the direletr sadiation and for this reason the
heating demand trend depends only on the artiflgating and the heat loss through
the windows, and it is reversed for the cases withtinds. In fact, the heating demand
has an inversely proportional behavior with respedhe artificial lighting and the heat

loss; the heating decreases by decreasing the wiadea.

The cooling demand does not change significanthyafty of the cases with blinds, it is
always around 3 kWh/m2. These constant values aesu@at of two facts: first, the
absence of direct solar radiation uniforms thersgden; second, the artificial lighting is
most of the day switched on which further increafes internal gain. The small
difference between the cooling demand for the dbfie window settings makes the M
setting unfavorable. That is because, the L settmltpw more sunlight to enter the

interior which leads to lower artificial lightingedhand while the S setting allows a
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lower solar transmission heat exchanged throughvthdow area, reducing the cooling

need.

In general, the use of blinds for all the year mpiaround 80 kWh/mz2 of energy,
which is around 10 kWh/m2 more than for the S sgtivithout blinds and around 20
kWh/m2 more than the M and L cases without blin€igre 35). These results refer
only to an office with one external wall. It meahsat they are also more relevant when

the energy demand of an office building is calcdat

Table 7 Lighting, cooling and heating demand for the configuration with blinds.

Lighting Heating Cooling

kWh/m? kWh/m? kWh/m?
L1 27.52 48.32 2.63
L2 27.93 48.50 2.60
L3 29.05 48.28 2.72
M1 33.51 44 .44 3.13
M2 34.51 44.25 3.20
M3 35.11 44.22 3.30
S 36.52 41.19 2.82
S2 36.54 41.29 2.76
S3 36.54 41.37 2.73
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Figure 35 Total energy demand for the configuration with blinds.
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Offices with their venetian blinds kept down duritige whole day are a common
phenomenon, even though this might mean that tifeciat lighting is used at all times
despite the advantages of daylighting (Figure 36 numbers presented in this work
prove that this behavior goes against energy saving

| |I ||I |II

|

Figure 36 Offices with blinds always kept down and artificial lighting switched on.

4 .4 Case with controlled blinds

Due to the previous results a third case is studié@ installation of venetian blinds
controlled based on the vertical solar radiatidoves the use of daylighting when it is
possible and decreases at the same time solag&ieat

The daylighting analysis results show that, by g@in automatic control system, there
is an improvement over the case with fixed blintlke daylight autonomy does not
reach 50% for any of the cases but the dayligtitibigion shows that the big windows
have over 50% daylight autonomy up to 2 m of dégin the window wall. According
to these values, daylight integration is possibléehé desks are positioned up to 2m
away from the window wall. The medium sized windqwsvide daylight autonomy to
only up to 1 m (Figure 37). This suggests that #able solution would be the
installation of the artificial lighting with a paatly switch-on system. In this way, when
half of the room is illuminated by daylight, artifal lighting partially illuminates the
half of the room away from the window wall.
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Figure 37 Daylight autonomy plot calculated for each line of the sensor grid of the settings with blinds
automatically controlled.

Table 8 Daylight autonomy of the settings with blinds automatically controlled.

L1 33.0% M1 7.4% S1 0.0%
L2 35.3% M2 8.2% S1 0.0%
L3 33.2% M3 6.3.% S3 0.0%

The demand of artificial lighting increases wheriftsty from big window areas to

small window ones and it decreases when shiftiogfthe three windows to the single
window case for the same reason. The heating dedecréases with the window area.
That is because the artificial lighting contributias preponderant to the solar
transmission contribution. In these cases as ircdses with blinds in many hours the
office lacks of the direct sun contribute. The aogldemand increases as the window

size gets smaller for the same reasons.
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Table 9 Lighting, cooling and heating demand for the configuration with blinds automatically controlled.

Lighting Heating Cooling

kWh/m? kWh/m? kWh/m?
L1 16.90 53.69 2.21
L2 18.27 55.21 1.86
L3 19.71 52.90 2.31
M1 26.00 47.85 2.58
M2 28.33 46.86 2.72
M3 29.31 46.63 2.77
S1 36.18 41.33 2.96
S2 36.50 41.33 2.91
S3 36.47 41.48 2.86

g 0 I ] T

Il Cooling
I Heating
[ Lighting

Energy demand (kWh m * year ')

S3 M3 L3

Figure 38 Total energy demand for the configuration with blind automatically controlled.

Comparing all the results, it is evident that tlaglgdyht autonomy is significantly lower
in the cases where blinds are installed, from 69%owt blinds to 33% with blinds for
the L settings and from the 56% to the 8% for theeéttings. The demand for artificial
lighting varies less for the cases with blinds,nir@7 kWh/m?2 for the M cases with
blind control to 34 kWh/m?2 for the M cases withdtkblinds, and 36 kWh/m?2 for both
the S cases with blinds fixed and under automatidrol. This means that the control
adjusts the blinds often enough to prevent the eyeg from direct solar radiation

above the 150 W/m?2 and consequently the visuabdifart caused by glare. However,

78



a more energy efficient controller could be invgsted by specifically focusing on the
heating, on the daylight penetration and conseduentthe lighting demand.

In fact, looking at the cooling demand, it decresag® the L window settings going
from the cases without blinds to the cases withddiand to the cases with the control.
In the case with no blinds installed, the solansgraission affects predominantly the
cooling demand results, in the case where theliedthlinds are in a fixed position at
all times, the lighting demand affects it insteBg.including blind control the solution
is optimized and the cooling results are minimizedr the M settings, the cases with
blind control result into the minimum cooling derdaithis behavior is different for the
S settings since, when blind control is appliedilex the highest cooling demand. That
happens because a small glazing area always needstificial lighting also when the
blinds are up and it increases the cooling demandespect to the other blinds
configuration. At the same time the cooling hasstoove the heat gain due to the direct
solar radiation. The two factors that affects thaollmg demand occurs together

increasing the value.

In the case of the heating demand, as mentionedealite values with the control are
the highest of the three cases. Though the coawats glare discomfort and decreases
the cooling demand, it also significantly increafesheating demand especially for the
L settings (heating demand without blinds 40 kWhAwvith blinds 48 kWh/mz2 and with
control around 53 kWh/m?). A control that decreabesheating is recommended.

Apart from the cases simulated so far, there islasiecase left to consider, the manual
control managed by the employee. There are twoilesscenarios. On the one hand,
the employee can decide to keep the blinds closeall aimes and switch on the
artificial light, where the case falls under themsiations with fixed blinds as specified
above. On the other hand, the employee change®$lithés position depending on
her/his needs, when she/he feels discomfort. Té®rel option cannot be simulated
because it is changeable from person to personekewn this study case it is assessed
as an intermediate case between the without btads and the blind control case. The
assumption is made thinking that employees havelaydeaction compared to the
automatic control and they leave the blinds up more
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The results of these scenarios are the lower lggatid lighting demand compared with
the automatic control but on the other hand, tr@icg demand increases. Under these

conditions the employee is more exposed to digatiition and to visual discomfort.

The first scenario described, with blinds down antificial lighting on at all times,

should be avoided because it is against both ensaging and visual comfort. The
second scenario does not cause completely adviéestseHowever, the increase in the
cooling demand, the visual discomfort and the ivemient that the employee has to

deal with the control should encourage the useitafraatic control.

4 5 Discussion

The daylighting distribution and the energy demainvded in heating, cooling and
lighting demand for the different options of blipsition have been analyzethe
analysis shows that there are significant diffeesnon heating, cooling and lighting
demand between the cases with blinds and the caslesut comparing the same
window settings. This come from the fact that there different aspects that affect the
energy need and their combination gives differartt@mes.These aspectsan be the
solar transmission and the heat loss through theaws and the daylightingenetration
(Figure 40). Thecase with the control has intermediate resultsléylighting integration
and artificial lighting need, in respect to theattwo shading device options. For the
cooling and the heating need its position changg iarcan be the both the most

convenient case and the lowest.
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Figure 39 How daylighting, solar transmission and heat |oss affect the energy demand, increasing the
window area.
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In the light of this it is difficult to determindn¢ best window size and number to save
energy because the answer changes in accordantee tblinds strategy applied.
Moreover,if on the one hand the window size and numberigesl fduring the built of a
building, on the other hand the shading devicesl as®l the control provided can be

easily replaced over time, obtaining a variatibthe energy demand.
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Figure 40 Heating, cooling and lighting behavior increasing the window area for the cases without blinds
(a), the cases with blinds (b) and the cases with automatically controlled blinds (c). The daylighting, the
solar transmission and the heat loss though the window the results.
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To support this idea the comparison of the casetiest in the thesis is summarized to
show how the aspects that come from the weatheditmms, the shading device

positions and the size of the windaifectthe energy demand.

The results of the simulations show that the enatgyand for the without blinds
options and the automatically controlled blinds i@mpé decreases, increasing the
window area. Otherwise for the options always wilinds the energy demand is
considerable constant. Looking at the daylight patien, it increases for all the
options increasing the size of the glazing surfé&ensequently the lighting demand

decreases always shifting from S to L size.

If the office has not Venetian blinds, increasihg window size, the cooling demand
increases because it is more affected by the s@lasmission than the by the artificial
lighting. Also the heating demand is more affedigdhe solar transmission than by the
heat loss though theindows thatis why it decreases increasing the glazing area.

If the office has always the venetian blinds dowe solar transmission affects more
the big windows and the artificial lighting affectsore the small windows and the result
is that the cooling is almost constant. On the oHand the heating increases with the

glazing area, because the heat loss though theowstas a preponderant effect.

Comparing the results between the blinds positlen daylighting increases shifting
from a without blinds case, to a case always wilinds. The artificial lighting
consequently has the opposite behavior. For a winglea between the 25% and the
40% of the wall the lighting demand saved is ofuah20kWh/m.

Looking at the window number in this work, it repeats the glazing area distribution
in respect to the wall. There is not a relevarfedénce on the energy demand changing
the distribution of window area. The small diffecencan come from the fact that
increasing the window number it increases the fenadative to the same window area.
The solar transmitted through the window is affddig the reveal width that reduces
the transmission. In order to save energy the nurob&vindow does not affect the
results because the energy demand depends on dhéoke or the solar transmission
that pass through the glazing surface that is emhsHowever the distribution of the
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glazing surface is important for the daylight peatgbdn and the employee well-being at
the work place.
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5. CONCLUSIONS

Different types of windows affect the view to thetside, the daylighting penetration
and the energy demand. The thesis investigateobact of different window settings

in a single office space.

The view out is related with the well-being of #s@ployees. It avoids the alienation at
the work place because it allows the contact Wiehdutside world. The view out favors
the circadian rhythm of the person. That is whysaruassessment on the quantity of
view out has been carried out to determinate wkncidow setting satisfies most the
employees. The quantity of the view out is a recent research topic; the test here
conducted has been the pilot test among the séaancompose the research project
inside the Fraunhofer-ISE. The items here evaluatedthe size and the amount of
windows and the cases compared are nine. The ddéxted have been evaluated as
significant. This means that the test procedure thedquestionnaire are valid for the

scope and the other tests can start.

Looking at the results of the single rating evalwaemployees prefer big windows than
small ones. Then, they prefer the three windowirggttthan the one or two window
settings. Summing up the outcomes three big windetting is the one that satisfies
most the probands. Checking the paired comparssuits the three big window setting
has been confirmed as the favorite. The answenrstdbe preference in terms of height
of widow say that people prefer higher windows thiae L3 setting. A suggestion can
be to change the shape of the windows from squarectangular and to install higher

windows, lowering slightly the width in order to mtain fixed the size.

Before starting to define the energy demand andd#yighting through simulations,
the accuracy of the daylighting tool, Radiance-Hasbaree-Phase Method has been
validated. It has been compared with Classic Radiahat is the reference for the
lighting simulation. They use two different apprbes to calculate the daylighting
penetration in a room. The advantage of the Thiees® Method is that it takes much

less time to simulate a time step and this makssitéble for annual simulations.
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The comparison of the tools shows that the erronrodted by using the Three-Phase
Method is relatively small and most of all it isside the limit fixed during the
comparison of Daysim and Classic Radiance. Daysinthe state of the art of
daylighting annual simulation. However, an ideaniprove the accuracy of the Three-
Phase Method has been identified. An underestimatiothe illuminance has been
pointed out from the analysis. The suggestion iadcease the resolution of the patches

to decrease the error.

Looking the rendering of the illuminance distrilmurti on the work-plane, a certain
inhomogeneity on the illuminance distribution haeib highlighted for adjacent points
of the Three-Phase Method. That is way it is suggetd change in the simulation the
control to turn on the artificial lighting. Instead using a single point on the sensor

grid, the average of a small area should be pelerr

Then, the daylighting and energy building analysse been carried out, by using the
Three-Phase Method and Energy Plus coupled. Theowirsettings simulated are nine
and the simulation options are three, for a totélbsimulations. The window settings
are the same of the user assessment and the somudgitions regard the shading

device position.

The results show that, irrespective of the shadiegice position, the daylighting
penetration in the office increases, increasingitimelow area. A consequence of this is
that the artificial lighting demand decreases iasheg the window area. It means that
the starting point for daylighting integration iket use of big windows. For what
concerns the heating and the cooling demand, iscrgdhe window area they have not
a constant behavior changing the shading devicéiqoss the artificial lighting has. In
fact, the heating and the cooling demand are affetty different factors and their
results depend on the more preponderant. Theserdaate the solar transmission and
the heat loss through the windows and the artifidighting as internal gain.
Consequently the impact of window size changeshiaynging the shading device.

Fixed the window size, the number of windows afdntsmall part the energy demand.
The influent factors are the daylight penetratidrattchanges with the different

distribution of the glazing surface and the sotansmission has a different behavior
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because of the interference of the reveal thatasm with the number of windows.

As said the venetian blinds mounted have threerdifft positions. If the blinds are up
all the year the total energy demand is the lowdstvever, the visual comfort cannot
be guaranty because of the glare discomfort orvibi. If the blinds are all the year
down the daylighting integration cannot be optirdiznd the energy demand is the
highest for all the sizes of window. Moreover tmepdoyees cannot have a contact with
the outside world, important for the well-being atiekir productivity. If the blinds
position is controlled by the vertical solar rathaton the facade the energy demand
and the daylight penetration have intermediatelt®dltiis the option that optimized the

opposite requests: the daylighting integration @énedenergy saving.

However, the results show that the control closisnothe blinds and the artificial
lighting is often switched on. The reason is tha tamellae of the blinds in the
simulation have been fixed with an angle of 45°rdegeven if in the truth they can
change angle of incidence, reducing the use oficati lighting. It is suggested to
improve the simulations with the automatically colieéd blinds. A way can be to
increase the incidence angles of the blinds aMailathe advantage is that more BSDF

data are needed one for each angle.

Concluding big windows are preferred by employdegyt favor the daylighting
integration and they save energy better than smialiows. The amount of windows
affects the employee preference and the daylightitegration but they do not change

significantly the energy demand.

Moreover, also the shading strategy has a relewgpdct on the daylighting and on the
energy demand. In the light of this it is importémtdevelop energy building simulation
tools that provide accurate daylighting simulation CFS and that simulate shading
device control strategy in detail. For this purpésaunhofer ISE is developing the

simulation tool Fener (Bueno et al., 2014).
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6. APPENDIX 1: CLASSIC RADIANCE
COMMANDS

To validate the results obtained with the Radidoaged Three-Phase Method, Classic
Radiance is chosen because it is a tool extensuadigated, both the tools lacks of an
user-friendly interface. The Three-Phase Methawliges a tutorial and following it
the simulations here conducted have been exec@edsic Radiance, on the other
hand, allows more freedom during the simulatiotirsgt For this reason the commands,

that have been used to execute the simulationslesmaribed below.

To generate the virtual environment three elemanésrequired, a geometry file, a
material file and a light source file. For what cems the first two, they are not built
manually for each case, but rather they are takectty among the outputs of the script
that couples the Three Phase Method and Energy®lebport.rad is for the geometry
and webport.mat describes the materials. In faetling the input of the config.dat with
the size of the office and the characteristic oflsvand windows materials, the script
creates automatically radiance format files tazeikexecuting the Three-Phase Method.

The format of these files is the same as thatlmsic Radiance.

The third file includes the light source and instpecific circumstance it is a daylight
source. The source is reproduced by using Gendaylg of the tools of Radiance.
Gendaylit produces a Radiance scene descripticadias an angular distribution of the
daylight sources (direct+diffuse) for the given aspheric conditions (direct and
diffuse component of the solar radiation), date &whl standard time using Perez
models. The default outputs are the radiancehef sun (direct) and the sky (diffuse)
integrated over the visible spectral range (3804780 (McNeil, 2013b).

The command in the specific is the following, calesing the 23 of July at 12 a.m. in
Frankfurt (8.68° E and 50.10° N) with a direct-natrrradiance of 938 W/m2 and a
diffuse-horizontal-irradiance of 96 W/m?2.

gendaylit 7 23 12 -a 50.10 -0 -8.68 -m -15 -W 988>%ky frankfurt_7_23 12.rad
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where —a indicates the latitude (+ for north),he kbongitude (- for east) and —m the site
standard meridian to calculate the solar time r(-efst).

When the three files are available the scene neelds compiled in an octree, and in
this way they are gathered together. The proposanobctree is to speed up the
calculation by only considering the objects that Vaithin the path of the ray. The
command to use is oconv (Jacobs, 2012). To execotay the name of the file with the
light source, the name of the file with the materind the name with the file with the

geometry are specified.

oconv  -f sky frankfurt_7_23 12.rad outside.rad peb simple_U148 roos.mat
webport_simple_U148.rad > scene_frankfurt_7_23 3#in.oct

where -f is an option that produces a frozen oategaining all the scene information.

Rtrace traces rays from the standard input thrahghRADIANCE scene given by

octree and sends the results to the standard olryput for each ray is xorg, yorg, zorg,
xdir, ydir, zdir that state the positions and thections of the rays. The input file is a
file made again by the script, that determinatespibsitions and the directions of 6624
illuminance sensors. The grid of sensors is creaiedhe config.dat and it is called

photocells_6000.pts. To calculate the illuminancestaad of the irradiance the
command rcalc is used with the formula: '$1=47.4H10*$2+11.6*$3'

cat photocells_6000.pts |rtrace -h -1 -n 20 -aka& 16000 -ar 256 -as 8000 -aa 0.1
scene_frankfurt_7_23 12 I3win.oct | rcalc -e '$144F1+120*$2+11.6*$3' >
illum_frankfurt_7 23 12 I3win_6000_roos.dat

where:

-l Boolean switch to compute irradiance eatthan radiance, with the input origin
and direction interpreted instead as measurement @iod orientation.

-n number of processes execute in parallel

-ab  This is the maximum number of diffuse bouncemputed by the indirect
calculation. A value of zero implies no indireaelaulation.

-ar This number will determine the maximum densifyambient values used in

interpolation.
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-aa This value will approximately equal the erraionfi indirect illuminance
interpolation. A value of zero implies no intergibn.
-as N Set the number of ambient super-samples t&hper-samples are applied only

to the ambient divisions which show a significainaicge.
Through these three steps a grid of illuminanceesls calculated.

Furthermore to have a rendering of the resultswsisoused. The tool shows how the
scene looks and it has also the possibility to edite with a grid for points to see the
distribution of the parameter chosen with a falsdorc picture. To visualize the
illuminance distribution picture a file compatiath rshow requests is created with the
programming language awk. The command written bedplays that rshow asks a
file with six columns, the first three taken frohetsensors file say the exact position of
each point inside the room and the second thrkentiiom the illuminance results file,

attribute the right color for each point, accordiaghe illuminance scale indicated.

paste photocells_6000.pts illum_frankfurt_ 7 23 3&ih_6000_roos.dat |awk ‘{print
$1,$2,$3,$7,$7,$7} > illufile_rshow 23 7 12 |3_60@adiance_roos.dat
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