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Abstract

Time-series analysis, particularly in biomedical signals like Electrocardiograms
(ECG), poses the critical challenge of distinguishing between global patterns
shared across subjects and individual-specific features unique to each patient.
Many existing methods fail to achieve this balance, limiting their applicability
to tasks requiring both generalization and fine-grained differentiation.

This thesis addresses this limitation by exploring the central research ques-
tion: How can contrastive learning techniques help distinguish general patterns from
individual fingerprints in time-series data? To answer this, a contrastive learning
framework is proposed, leveraging advanced preprocessing and deep learning
techniques. Seasonal-Trend decomposition using Loess (STL) is employed to
preprocess ECG signals, isolating periodic components while preserving criti-
cal details. The proposed Siamese network architecture, enhanced with Residual
Blocks and Squeeze-and-Excitation (SE) mechanisms, generates robust embed-
dings that effectively balance global pattern extraction and individual fingerprint
preservation.

The research question is evaluated through contrastive loss, t-SNE visual-
izations of the embedding space, and L2 distance distributions for positive and
negative pairs, which together assess the networks ability to capture intra-subject
consistency and inter-subject variability. Anomaly detection is employed as a
representative use case to further demonstrate the frameworks potential, with
performance assessed using metrics such as accuracy, precision, recall, and AUC.

While the focus of this work lies in addressing the research question, the
methodologies and insights extend beyond the specific case of ECG anomaly
detection. By bridging the gap between global pattern extraction and individual
fingerprint preservation, this thesis provides a robust foundation for applying

contrastive learning techniques to a wide range of time-series tasks.
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Introduction

INTRODUCTION

The analysis of time-series data, particularly in medical contexts such as Elec-
trocardiograms (ECG), presents the dual challenge of extracting general patterns
while preserving subject-specific characteristics [27] [40] [1]. Global patterns,
like the QRS complex, are common across individuals and essential for tasks
like arrhythmia detection, whereas subtle variations in waveform amplitude,
morphology, or rhythm serve as unique "fingerprints" for each patient.

Despite their diagnostic importance, existing approaches often struggle to
balance these requirements, leading to limited applicability in tasks that de-
mand both generalization across subjects and fine-grained differentiation. This
limitation is particularly pronounced in applications such as anomaly detection
or personalized classification, where the ability to disentangle global patterns
from individual-specific features is crucial [33].

This thesis addresses these limitations by investigating the central research
question: How can contrastive learning techniques help to distinguish general patterns
from individual fingerprints in time-series data? To explore this question, ECG
signal analysis serves as a representative task, given its clinical importance and
the availability of annotated datasets.

The methodology involves leveraging Seasonal-Trend decomposition using
Loess (STL) for preprocessing and a Siamese network architecture with residual
connections and Squeeze-and-Excitation (SE) blocks for learning discriminative

embeddings. STL is used to isolate the periodic and residual components of
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ECG signals, enabling a structured approach to preprocess time-series data. The
Siamese network is tailored to maximize inter-subject variability while retaining
intra-subject consistency.

This work extends the existing literature by introducing a contrastive learn-
ing framework tailored to ECG signals that combines robust preprocessing and
advanced neural network design. The role of embeddings in distinguishing
subject-specific characteristics from general patterns in time-series data is ex-
plored. Additionally, the impact of seasonal parameter tuning, signal recon-
struction, and embedding visualization is evaluated.

The structure of this thesis is as follows. Chapter 2 provides the background
and reviews the state of the art in contrastive learning for time-series data.
Chapter 3 details the proposed methodology, including the data preprocessing
techniques, pair creation strategies, network architecture and adaption to the
anomaly detection task. Chapter 4 presents the results of the experiments, an-
alyzing the embeddings, distance distributions, and downstream performance
metrics. Finally, Chapter 5 concludes with a discussion of the findings, their
implications, and future research directions.

By addressing the outlined research question, this thesis aims to contribute to
a deeper understanding of how contrastive learning can disentangle global and
individual-specific patterns in time-series data, ultimately advancing methods

for tasks like anomaly detection and beyond.



Background and related work

OVERVIEW OF THE HEART AND ECG

The heart is a vital organ responsible for circulating blood throughout the
body, ensuring the delivery of oxygen and nutrients while removing waste prod-
ucts such as carbon dioxide. This process is driven by the rhythmic contractions
of the heart, which are regulated by its intrinsic electrical conduction system.
The heart consists of four chambers: the right and left atria and the right and
left ventricles, which work in a coordinated manner to pump blood through the
pulmonary and systemic circulations. The electrical activity of the heart, gen-
erated by the sinoatrial (SA) node-the natural pacemaker-propagates through
specialized conduction pathways, including the atrioventricular (AV) node, bun-
dle of His, and Purkinje fibers[35]. This electrical activity ensures synchronized
contractions, enabling efficient blood flow throughout the body.

Alria

Sinoatrial

Ventricles
Mode -

Atroventricular

Mode

Figure 2.1: Illustration of the heart’s conduction system, including the sinoatrial
node and atrioventricular node, adapted from Israel et al. (2005) [16].
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Electrocardiography (ECG) is a widely used non-invasive diagnostic tech-
nique for recording the heart’s electrical activity over time. By placing elec-
trodes on the body, typically on the chest, arms, and legs, the electrical impulses
generated by the heart can be captured and displayed as a series of waveforms.
These waveforms provide valuable information about the heart’s rhythm, con-
duction pathways, and overall function. A standard 12-lead ECG records the
heart’s electrical activity from multiple angles, offering a comprehensive view
of its function [24].

The ECG waveform consists of several characteristic components that cor-
respond to specific phases of the cardiac cycle. The P wave represents atrial
depolarization, marking the beginning of the cardiac cycle. The QRS com-
plex, the most prominent feature of the ECG, reflects ventricular depolarization,
which leads to ventricular contraction. Following the QRS complex, the T wave
represents ventricular repolarization, or the recovery phase. Additional inter-
vals and segments, such as the PR interval and ST segment, provide further
insights into the timing and coordination of electrical events within the heart
[36]. Changes in these deflections might occur due to abnormal heart conditions

and also show signs of inconsistency based on individual patients [42].

QRS
Complex

R

Q
S

Figure 2.2: Typical ECG waveform showing key components such as the P wave,
QRS complex, and T wave. Adapted from Anbalagan et al. (2023) [3].

A normal ECG signal exhibits predictable patterns, with quasi-periodic in-
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tervals between beats and consistent wave shapes. It serves as a baseline for
identifying deviations that may signal abnormalities. Abnormal ECG signals,
on the other hand, are characterized by changes in waveform morphology, du-
ration, or timing.

The electrocardiogram (ECG) is an essential tool for diagnosing heart dis-
ease, with computer-aided systems improving diagnostic accuracy and reducing
healthcare costs [19]. Automated ECG analysis systems aim to assist clinicians
by detecting abnormalities with high accuracy, even in large datasets. How-
ever, this task is complicated by the inherent variability of ECG signals across
individuals [45][19]. While some variations are indicative of pathological con-
ditions, others may simply reflect normal differences between individuals. As a
result, robust methods are required to distinguish global patterns that are com-
mon across populations from individual-specific "fingerprints" unique to each
patient. This capability is especially important in anomaly detection, where the
goal is to identify subtle deviations that may signal a pathological state.

In this thesis, anomaly detection in ECG signals serves as a testbench for
evaluating the proposed contrastive learning framework. While the primary
objective of the research is to develop a method that can effectively distinguish
general patterns from individual-specific features in time-series data, ECG sig-
nals provide anideal dataset for testing these capabilities due to their complexity,
quasi-periodic behavior, and clinical relevance. By focusing on ECG anomaly
detection, this study demonstrates the potential of contrastive learning to ad-
dress real-world challenges in time-series analysis, particularly in healthcare

applications.

DEEP LEARNING FOR TIME-SERIES ANALYSIS

Deep learning, a subset of machine learning, has revolutionized the field
of time-series analysis by enabling models to automatically learn hierarchical
and temporal features from raw data. Unlike traditional methods, which often
rely on handcrafted feature extraction, deep learning methods leverage neural
networks with multiple layers to capture complex patterns and dependencies
within time-series data [31]. This capability has made deep learning an indis-
pensable tool for a wide range of applications, particularly in the healthcare
domain.

In the healthcare industry, deep learning has demonstrated significant po-
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tential for improving the accuracy and efficiency of predictive models [2]. Time-
series data, such as electrocardiograms (ECGs), exhibit temporal patterns that
are well-suited for analysis by deep learning architectures like Convolutional
Neural Networks (CNNs), Recurrent Neural Networks (RNNs), and Long Short-
Term Memory (LSTM) networks. For instance, CNNs excel at capturing lo-
cal patterns and hierarchical structures, while RNNs and LSTMs are designed
to handle sequential dependencies and long-term temporal correlations [14].
These architectures have been successfully employed in various healthcare ap-
plications, including disease prediction, anomaly detection, and personalized
medicine [32].

A recent study highlights the critical role of deep learning in time-series
prediction for healthcare, emphasizing its ability to handle large volumes of
high-dimensional data [31]. Despite its advantages, challenges such as model
interpretability, computational cost, and the need for large annotated datasets
remain prevalent [2]. Furthermore, integrating deep learning into IoI-enabled
smart healthcare systems has opened new frontiers for real-time monitoring and
predictive analytics, but it also introduces issues related to scalability and data
security [32].

Deep learning models are often categorized as either generative or discrimi-
native. Generative models, such as Variational Autoencoders (VAEs) and Gener-
ative Adversarial Networks (GANs), are well-suited at capturing the underlying
distribution of data and generating synthetic samples. Discriminative models,
including CNNs and LSTMs, focus on learning decision boundaries for specific
tasks, such as classification or regression [14]. These approaches have proven ef-
fective in advancing time-series prediction and anomaly detection, particularly
in biological system modeling and healthcare applications.

STATE OF THE ART

Contrastive learning (CL) has become an essential method in self-supervised
learning, particularly for extracting meaningful representations from unlabeled
data [21]. The foundation of contrastive learning lies in distinguishing between
positive pairs (similar signals) and negative pairs (dissimilar signals) in a shared
embedding space. A detailed review by Jaiswal et al. [18] provides an overview
of its development, highlighting how CL enables models to identify patterns and
representations without the need for labeled data. Chen et al. [6] introduced
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SimCLR, a notable contrastive learning framework that uses data augmentations
to create positive and negative pairs, establishing a baseline for many subsequent
studies in the field.

% Supervised ~_....*SimCLR (4x)
<& | ~_XSImCLR (2x)
) e eCPCv2-L
S 70F gai
3 *SimCLR oCMC ‘/MOCO (4x)
0 ePIRL-c2x
< AMDIM
~ 65F ? eMoCo (2x)
& QCPCV2 PIRL-ens.
e PIRL oBigBIGAN
% 60k QMOCO
S LA
2
£ A eRotation
55 e|nstDisc
25 50 100 200 400 626

Number of Parameters (Millions)

Figure 2.3: ImageNet Top-1 accuracy of linear classifiers trained on representa-
tions learned with different self-supervised methods (pretrained on ImageNet).
The gray cross indicates a supervised ResNet-50 baseline. SImCLR, highlighted
in bold, demonstrated significant improvements in accuracy. Source: Chen et
al. [6].

Inrecent years, the application of contrastive learning has extended into time-
series data, particularly in medical domains such as electrocardiogram (ECG)
and electroencephalogram (EEG) analysis. A systematic review by Liu et al.
[26] highlights how contrastive self-supervised learning has shown success in
tasks such as anomaly detection, patient monitoring, and disease classification.
In this context, CL techniques have proven effective for overcoming the scarcity
of labeled data by learning robust and generalizable embeddings [7].

For ECG analysis, frameworks like CLECG [5] and CLOCS [20] demon-
strate how contrastive learning can handle inter-subject variability and classify
arrhythmias with improved accuracy. These methods often rely on augmenta-
tions specific to time-series signals (see Figure 2.4), such as random cropping,
time warping, and noise injection, to generate diverse and meaningful represen-
tations [26].
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Figure 2.4: Illustration of various data augmentations applied to time-series
data, adapted from Liu et al. [26]

Another study by Rabbani et al. [38] applies contrastive self-supervised
learning to detect stress in ECG signals, further showcasing the flexibility of CL
in capturing subtle patterns related to physiological conditions. Similarly, Lee
et al. [22] utilized contrastive techniques for anomaly detection in time-series
data, emphasizing ECG as a domain where CL methods excel at identifying rare

and complex abnormalities.
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In the domain of EEG, contrastive learning has been employed to address
diverse challenges, such as emotion recognition and motor imagery classifica-
tion. For example, Abbas et al. [13] used semi-supervised contrastive learning
for generalizable EEG classification, demonstrating its ability to learn invari-
ant features across subjects. Shen et al. [39] further explored subject-invariant
EEG representations for cross-subject emotion recognition, underscoring how
CL can address inter-subject variability while preserving individual-specific de-
tails. Additionally, Liu et al. [25] extended CL to semi-supervised time-series
classification, leveraging unlabeled EEG data to improve the performance of
models on labeled subsets.

Contrastive learning’s impact on healthcare applications goes beyond EEG
and ECG. For instance, Matton et al. [29] introduced a novel framework to
apply contrastive learning to electrodermal activity (EDA) signals, demonstrat-
ing its effectiveness in stress detection. By learning robust representations of
EDA signals, their framework enabled better recognition of stress levels across
individuals, addressing challenges of inter-subject variability. Similarly, Tang et
al. [43] explored the use of contrastive learning for human activity recognition
in healthcare, showing how self-supervised techniques can improve models’
ability to generalize across diverse activity datasets. These examples highlight
the versatility of contrastive learning in analyzing various biosignals, paving
the way for advancements in patient monitoring, personalized medicine, and
diagnostic tools beyond traditional ECG and EEG applications.

Despite the remarkable advancements, there are still gaps in existing meth-
ods. Many approaches struggle to disentangle global patterns shared across
subjects from individual-specific features unique to each patient. This challenge
is particularly evident in tasks like anomaly detection, where models must de-
tect rare and subtle abnormalities while accounting for the inherent variability
in ECG signals. Moreover, the effectiveness of CL methods heavily depends
on the design of augmentations [26]. Improper transformations can distort
temporal dependencies or introduce artifacts, potentially degrading the qual-
ity of learned representations. These challenges highlight the need for more
sophisticated techniques that can capture the interplay between shared and
individual-specific characteristics in time-series data.

This thesis aims to address these limitations by exploring the central re-
search question: How can contrastive learning techniques help to distinguish general

patterns from individual fingerprints on time-series? To answer this question, the



2.3. STATE OF THE ART

work focuses on developing a contrastive learning framework tailored to ECG
anomaly detection, using it as a representative task. By leveraging techniques
such as Seasonal-Trend decomposition using Loess (STL) for preprocessing and
a Siamese network architecture with Residual Blocks that include Squeeze-and-
Excitation (SE) blocks, the proposed approach seeks to balance the extraction of
global patterns and the preservation of individual-specific features. While this
thesis specifically investigates ECG anomaly detection, the insights gained from
addressing the research question can be adapted to a wide range of downstream
tasks in time-series analysis.

In summary, contrastive learning has emerged as a powerful tool for self-
supervised representation learning, with applications spanning multiple do-
mains, including healthcare. Existing studies demonstrate its effectiveness in
ECG and EEG analysis, highlighting its potential for tasks like anomaly de-
tection, classification, and emotion recognition. However, the challenges of
disentangling global and individual-specific features and designing effective
augmentations remain open problems. By addressing these issues, this thesis
contributes to advancing the state of the art in contrastive learning for time-

series, with a specific focus on healthcare applications.

10



Methodology

This chapter details the methodological framework developed to address
the research question. The proposed approach involves preprocessing raw ECG
signals, leveraging Seasonal-Trend decomposition to extract meaningful com-
ponents, training a Siamese network using contrastive loss, and adapting the
model to an anomaly detection use case. The steps described below lay the
foundation for analyzing time-series data with an emphasis on distinguishing
individual-specific patterns.

DATASET

DescriptioN ofF THE MIT-BIH ARRHYTHMIA DATABASE

The MIT-BIH Arrhythmia Database [12] is a widely recognized resource in
electrocardiogram (ECG) research, offering a diverse collection of annotated
recordings. The dataset contains 48 recordings from 47 subjects, each sampled
at 360 Hz with a duration of approximately 30 minutes. Two ECG leads are avail-
able for each recording, capturing the heart’s electrical activity from different
perspectives.

Each recording is accompanied by detailed annotations provided by ex-
pert cardiologists. These annotations indicate the occurrence of specific cardiac
events, such as normal beats (denoted by 'N’), premature ventricular contrac-
tions ("V’), and atrial fibrillation episodes, among others. The annotations are
aligned with the corresponding sample indices, enabling precise localization of

11
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cardiac events within the signal. This detailed labeling supports the develop-
ment and evaluation of supervised learning models by serving as ground truth
for arrhythmia detection and classification tasks.

This dataset is well-suited for training and evaluating anomaly detection
models due to its inclusion of a wide range of arrhythmias and normal beats.
Furthermore, the database has played an important role in stimulating the devel-
opment of arrhythmia analyzers and promoting the use of common databases
for medical device evaluation and research [30].

ECG Signal with annotations for Subject 102

/ —— ECG Signal
e Annotation

!
/ / /

0.8 !

Amplitude (mV)

| NS,

-0.6

0 1000 2000 3000 4000 5000
Time (samples)

Figure 3.1: An example of an ECG signal segment (5000 samples) from Subject
102 in the MIT-BIH Arrhythmia Database. The red markers indicate annotations
corresponding to different cardiac events, such as arrhythmias.

PREPROCESSING

To make the raw ECG signals suitable for analysis and subsequent processing,
several steps were carefully followed. These steps aimed to simplify the data
while preserving its essential features and addressing variations that could affect
the results.

The first step was to select a single channel (lead) from each recording. This
decision was primarily made to reduce the complexity of the data while still
retaining enough diagnostic information. The choice to use only one lead was
further supported by findings from Mathews et al. (2018) [28] and Gadaleta et

12



CHAPTER 3. METHODOLOGY

al [10], who demonstrated the viability of single-lead ECG analysis for classi-
fication tasks. Their work demonstrated that focusing on a single lead, could
still yield reliable results. Building on this validation, I decided to adopt this
approach for my analysis.

Next, the selected signal was normalized. Normalization was performed
using Min-Max scaling, which adjusts the amplitude of the signal to a range
between 0 and 1. This step was essential for ensuring that all signals were on the

same scale, reducing variations caused by differences in recording equipment.

SIGNAL DECOMPOSITION AND RECONSTRUCTION

In traditional time-series data augmentation, methods such as time shifting,
scaling, and adding noise are frequently employed to create diverse represen-
tations of signals. However, these approaches often fail to capture the intricate
structure of the data, especially in physiological signals like ECG, where distin-
guishing general patterns from individual-specific features is critical. To over-
come these limitations, I utilized Seasonal-Trend decomposition using LOESS
(STL decomposition), a powerful statistical tool introduced by Cleveland et al.
[9]

STL decomposition is a robust technique for decomposing time-series data
into three distinct components:

e Trend Component: This represents the long-term behavior of the signal,

capturing gradual changes over time. It reflects underlying patterns such
as baseline shifts in ECG signals.

e Seasonal Component: This captures repeating short-term fluctuations in
the data, such as periodic variations that occur at fixed intervals.

e Residual (Noise) Component: This accounts for the irregular variations
or noise that cannot be explained by the trend or seasonal components.

The application of STL decomposition allowed me to isolate and analyze
these components, providing a structured representation of the ECG signals. By
focusing on the residual component, I was able to investigate and highlight the
“fingerprint” of each individual signal, while the trend and seasonal components
captured the broader, general patterns.

This approach aligns with insights from Lee et al. [23], who leveraged STL
decomposition within contrastive learning frameworks for time-series anomaly
detection. In my study, the decomposed components were utilized for data

augmentation, creating positive pairs.
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Figure 3.2: Anexample of anormalized ECG signal segment (5000 samples) from
Subject 124 in the MIT-BIH Arrhythmia Database, followed by its decomposed
components: trend, seasonal, and residual.

RECONSTRUCTION OF THE SIGNALS USING 1D CNN

Based on the work by Lee et al. (2023) [23], I decided to use a one-dimensional
Convolutional Neural Network (1D CNN) to reconstruct ECG signals from their
decomposed components generated by Seasonal-Trend decomposition (STL).
The goal of the reconstruction process is to combine these components into a
single-channel signal that retains the essential features of the original ECG.

The 1D CNN is designed to process these three input channels independently
before combining their outputs into a unified representation. The trend and
seasonal components, which represent stable and recurring patterns, are passed
through a shared convolutional block to capture general and rhythmic trends.
The residual component, which contains irregular variations and individual-

specific characteristics, is processed separately through its own convolutional
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block. To emphasize its importance, the residual is weighted more heavily
during the reconstruction process, as these features may contain subject-specific
fingerprints.

The outputs from the trend-seasonal and residual blocks are concatenated,
and additional convolutional and upsampling layers are applied to merge the
extracted features and reconstruct the signal to its original length.

To create input data for the model, a sliding window approach with over-
lapping segments was employed. Each window contained 5000 samples, corre-
sponding to approximately 13.9 seconds of data at a sampling frequency of 360
Hz (360 samples per second). With a 50% overlap (2500 samples), this method
ensured the preservation of local signal patterns, as the high sampling frequency
relative to the window size was sufficient to capture the essential features of the
ECG signal. After processing, the reconstructed signal was reassembled by
averaging overlapping windows. This way, the reconstructed signals provide
a simplified and consistent representation of the ECG while retaining critical

information from the original signal.

PAIR CREATION FOR CONTRASTIVE LEARNING

To prepare the data for training the Siamese network, positive and negative
pairs were generated to represent intra-subject consistency and inter-subject
variability, respectively. These pairs are essential for the contrastive learning
approach, as they guide the model to distinguish between general patterns and
subject-specific features.

Positive Pairs: Positive pairs were constructed by pairing the original ECG
signal with its corresponding reconstructed signal obtained after STL decom-
position and 1D CNN processing. Both signals in a positive pair belong to the
same subject, with the reconstructed signal retaining the subject-specific char-
acteristics while incorporating slight variations due to the decomposition and
reconstruction processes. This pairing strategy emphasizes intra-subject con-
sistency, training the model to recognize a unique "fingerprint" of each subject
despite minor variations introduced by preprocessing.

Negative Pairs: Negative pairs were created by pairing the original ECG sig-
nal of one subject with the original signal of a different subject. For consistency,
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the same lead was selected for both subjects to ensure comparability across the
signals. This inter-subject pairing simulates the task of distinguishing between
distinct individuals, encouraging the model to identify individual-specific fea-
tures as opposed to more general, shared patterns. By comparing signals from
different subjects, the model learns to focus on discriminative features unique to
each subject. I did not apply Seasonal-Trend decomposition (STL) in this step,
as the focus was on working directly with the original signals.

This positive and negative pairing strategy provides a structured framework
for the contrastive learning objective, aligning with the broader research goal
of distinguishing general patterns from individual-specific fingerprints in time-

series data.

MODEL ARCHITECTURE AND TRAINING

INTRODUCTION TO THE SIAMESE NETWORK

The Siamese network, a neural network architecture designed for pairwise
comparisons between inputs, plays a central role in this study’s novel approach.
By leveraging contrastive learning, the network was employed to analyze ECG
signals, specifically addressing the challenge of distinguishing general pat-
terns shared across subjects from unique individual-specific fingerprints. This
methodology represents an innovative solution to the research question. Each
branch of the Siamese network processes one of the input signals in a pair, and
the network learns a similarity measure based on the embeddings of the input
signals.

Inspired by previous studies, such as Vasconcellos et al. (2023) [44], which
demonstrated the effectiveness of Siamese networks in heartbeat classification,
and Ivanciu et al. (2021) [17], which applied them to ECG-based authentica-
tion, this study adapts the Siamese network architecture to address the dual
objective: capturing general patterns shared across time-series data while pre-
serving unique, individual-specific characteristics. This approach bridges the
gap between modeling population-level trends and subject-specific variability.
The Siamese network, with its inherent ability to compare paired inputs, pro-
vides an ideal framework to investigate this balance between shared and unique

features in ECG signals.
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MODEL ARCHITECTURE

The Siamese network used in this study consists of two identical branches
with shared weights, ensuring that both inputs are processed uniformly. Each
branch processes a pair of ECG signals, either positive pairs (signals from the
same subject) or negative pairs (signals from different subjects), and extracts
embeddings that represent the signals in a high-dimensional space.

Each branch is composed of convolutional layers with residual connections
and Squeeze-and-Excitation (SE) blocks, which enhance the networks ability to
learn meaningful representations of the input signals. Residual connections,
initially introduced in ResNet architectures, allow the network to bypass certain
layers by adding shortcut connections, which mitigate the vanishing gradient
problem in deep networks. This design ensures efficient gradient flow during
backpropagation and facilitates feature learning, as demonstrated in related
applications [37, 41].

Squeeze-and-Excitation (SE) blocks enhance a network’s feature extraction
capabilities by adaptively recalibrating channel-wise feature responses [15].
These blocks perform a two-step mechanism: the "squeeze" operation computes
global feature representations by averaging spatial information across channels,
and the "excitation" operation applies channel-wise weighting to emphasize the
most critical features. In the context of ECG analysis, SE blocks improve clas-
sification performance by focusing on the most relevant signal components [11,
34].

The outputs of the two branches of the Siamese network are embeddings, de-
noted as (Z1, Z,) which correspond to the two input signals. These embeddings
represent the input signals in a high-dimensional feature space. The similarity
between the two embeddings is quantified using the Euclidean distance metric, a
simple yet effective measure for assessing pairwise differences in the embedding
space.
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Figure 3.3: Overview of the Siamese network flow and training process. Input
signals (X1, X») are paired and processed through identical CNN branches with
residual connections and SE blocks, producing embeddings (Z1, Z;). The em-
beddings are compared using the Euclidean distance metric (d(Z1, Z;)), and the
similarity score determines whether the pair is classified as positive or negative.
The network is trained using the contrastive loss function, which minimizes the
distance for positive pairs and maximizes it for negative pairs. The calculated
loss is propagated back through the network during backpropagation to update
the weights, ensuring improved performance in distinguishing between signals.

PREDICTIONS AND LOSS CALCULATION

It is expected that positive pairs (signals from the same subject) will have
embeddings closer together, while negative pairs (signals from different subjects)
will be pushed apart in the embedding space. This separation is guided and

optimized using the contrastive loss function:
L(y,d)=y-d*>+(1-y) max(0,m —d)’ (3.1)

Here, y represents the pair label (1 for positive, 0 for negative), and 4 is the
Euclidean distance between embeddings. The margin m enforces separation
between negative pairs, ensuring the network learns to differentiate effectively.

The contrastive loss is backpropagated through the network to adjust the
weights iteratively, optimizing the network’s ability to distinguish between pos-
itive and negative pairs. This optimization process enables the model to capture
the subtle differences between general patterns and individual-specific features
in ECG signals. The actual effectiveness of this separation is evaluated through
experimental results, which assess the network’s ability to create well-separated
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embeddings for positive and negative pairs.

TRAINING PROCESS

The training process involved the preparation of input pairs from the ECG
dataset. Positive pairs were constructed using original and reconstructed signals
from the same subject. The reconstructed signals aimed to preserve intra-subject
characteristics while introducing variability influenced by the reconstruction
process. Negative pairs, on the other hand, paired signals from different subjects
to encourage the network to capture inter-subject differences.

The paired signals (X; and X>) were passed through the Siamese network
branches, producing embeddings (Z1, Z;), which were then compared using
the Euclidean distance metric (see Fig. 3.8). The contrastive loss function opti-
mized this similarity measure by minimizing the distance for positive pairs and
maximizing it for negative pairs.

Training was conducted using the Adam optimizer with a learning rate of
0.001 and a batch size of 32 over 25 epochs. During training, accuracy and loss
metrics were monitored to evaluate the model’s performance. This iterative
process was designed to refine the networks ability to extract robust embed-
dings, with the expectation that this would lead to effective classification of

ECG signals, as demonstrated by the results presented in Chapter 4.

ADAPTATION FOR ABNORMALITY DETECTION

Abnormality detection in time-series data, particularly in ECG signals, is
a critical task with significant implications for real-world applications such as
diagnosing arrhythmias. This thesis addresses the challenge of abnormality
detection by leveraging embeddings learned through the pre-trained Siamese
network, trained using a contrastive learning framework. The primary objective
is to validate whether the learned embeddings can effectively differentiate be-
tween pairs where abnormalities are present and pairs where they are absent,
while balancing global patterns shared across subjects and individual-specific
features unique to each subject.

To adapt the network explained in 3.3 for the downstream task of abnor-
mality detection, the pre-trained model was used as a feature extractor. The
learned weights were frozen to preserve the embeddings’ ability to encode both
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global and individual-specific features. Pairs of signals were passed through
the network to generate embeddings, which were subsequently processed by
a custom classification head. This classification head, optimized using Binary
Cross-Entropy (BCE) loss, classified the pairs into two categories: pairs without
abnormalities (normal + normal) and pairs with abnormalities present (normal
+ abnormal). This adaptation reframes abnormality detection as a supervised

binary classification task.

Importantly, the adaptation process did not explicitly provide individual sig-
nal labels (i.e., whether a signal in the pair was normal or abnormal) to the model
during the feature extraction stage. Instead, only the pair-level labels-whether
abnormalities were present or absent-were used for training the classification
head. This approach ensured that the classification head relied solely on the
embeddings generated by the pre-trained Siamese network for decision-making.

The rationale for this approach lies in its ability to validate the central re-
search question of this thesis: whether embeddings learned through contrastive
learning can robustly capture intra-subject consistency and inter-subject vari-
ability. While contrastive loss was not applied in this stage, the embeddings
learned during the contrastive learning phase served as the foundation for this
classification task. By evaluating the model’s performance using metrics such as
accuracy, precision, recall, and AUC, the suitability of the learned embeddings
for abnormality detection could be systematically assessed.

Further details on the architectural adaptations, classification head design,

and methodology for this task are provided in 3.3.

CUSTOM DATASET CREATION

Following the training of the Siamese network, the MIT-BIH Arrhythmia
dataset was further processed to create a custom dataset of individual heartbeats
for anomaly detection. A key objective was to construct a balanced dataset by
starting with abnormal beats. Among the ECG beats in the dataset, those with
a length of 268 samples had the highest distribution of abnormal beats (see
Fig. 3.4), making this length a natural choice for the fixed input size required by
the convolutional neural network. To achieve this, shorter beats were padded
with zeros, while longer beats were truncated, ensuring minimal distortion to

the signal’s structure.
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Figure 3.4: Distribution of beat lengths by the count of abnormal beats.

To further increase variability and sample size, beats with lengths close to
268 were included, specifically within the range of 263 to 273 samples. This
range provided a balance between preserving subject diversity and maintaining
a sufficient number of samples. As shown in Fig. 3.5, the selected range ensured
adequate representation of subjects while expanding dataset coverage.

Negative pairs for training were constructed by pairing one abnormal beat
with a normal beat. Whenever possible, beats from the same subject were used
to ensure the model could learn intra-subject variability. If no normal beats were
available for a given subject, a normal beat from a different subject was selected.
This pairing strategy was designed to effectively capture both inter-subject and

intra-subject variations.

This process resulted in the creation of 1199 positive pairs and 1199 negative

pairs, which were used for training the Siamese network.
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Figure 3.5: Segment length [no. samples] for every subject. This visualization
highlights the representation of subjects across the selected range of beat lengths.

ADAPTATION OF THE STAMESE NETWORK FOR ABNORMALITY DE-

TECTION

Following the contrastive learning phase, the pre-trained Siamese network
was adapted for the specific task of abnormality detection. The trained model’s
weights were saved and subsequently used to generate embeddings for pairs of

signals:

e Pairs without abnormalities: Both signals in the pair are normal (normal
+ normal).

e Pairs with abnormalities present: One signal in the pair is normal, and
the other is abnormal (normal + abnormal).

These embeddings, which capture both global patterns and individual-
specific features, were then used as input to a custom-defined classification
head. The classification head, trained using binary cross-entropy (BCE) loss,
classified pairs based on the presence or absence of abnormalities. By leverag-
ing the embeddings learned during the contrastive learning phase, the classifica-
tion head systematically evaluated the network’s ability to distinguish between
pairs with intra-subject consistency (pairs without abnormalities) and pairs with

inter-subject variability (pairs with abnormalities present).

22



CHAPTER 3. METHODOLOGY

By reframing abnormality detection as a supervised binary classification task,
this adaptation validated the robustness and generalizability of the embeddings
for downstream applications. This process highlights how the proposed frame-
work effectively balances generalization across subjects with the preservation
of subject-specific details, supporting its applicability to a range of time-series
tasks.

CLASSIFICATION HEAD

To adapt the Siamese network for anomaly detection, a classification head
was introduced. Unlike projection heads commonly used in contrastive learn-
ing [6], which are designed for optimizing contrastive loss, the classification head
in this work maps embeddings to binary classification scores optimized using
binary cross-entropy (BCE) loss. Its structure is designed to ensure effective
learning while mitigating overfitting:

e Fully Connected Layers: Dense layers with Swish activation to model
complex non-linear relationships within the embedding space.

e Residual Connections: These connections improve feature propagation
and reduce the risk of vanishing gradients, enhancing training stability.

e Dropout Regularization: Dropout layers are applied to prevent overfitting
by randomly deactivating neurons during training.

e Sigmoid Output Layer: A final layer with sigmoid activation produces a
probability score, enabling binary classification of the input signals.

To further adapt the network, the last five layers of the Siamese network
were unfrozen for fine-tuning. This allowed selective updates to the pre-trained
features, ensuring they were optimized for the anomaly detection task while
preserving the robustness of the embeddings learned during contrastive learn-

ing.

TRAINING PROCEDURE

The combined model, consisting of the partially frozen Siamese network and
the classification head, was trained using a binary cross-entropy loss function.

To optimize the training process, the following strategies were employed:

e Learning Rate Scheduler: An exponential decay learning rate scheduler
was used, starting with an initial learning rate of 3 x 10™°.
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e Early Stopping: Training was monitored with early stopping to prevent
overfitting after 5 epochs without improvement in validation loss.

e Evaluation Metrics: In addition to accuracy, evaluation metrics included
the Area Under the Receiver Operating Characteristic Curve (AUC), pre-
cision, and recall.

IMPLEMENTATION

OVERVIEW OF THE IMPLEMENTATION

The implementation of the Siamese network and the associated preprocess-
ing pipeline was carried out using Python, leveraging its rich ecosystem of
libraries for deep learning, signal processing, and data analysis. TensorFlow
was chosen as the primary framework for designing and training the network
due to its flexibility and GPU acceleration capabilities, which made the training
process efficient.

A variety of tools and libraries were utilized during the implementation:

e TensorFlow: Facilitated the design, training, and optimization of the
Siamese network, enabling seamless GPU acceleration.

e NumPy and Pandas: Used for numerical computations and managing
ECG data during preprocessing.

e Scikit-learn: Assisted with normalization and splitting the dataset into
training and testing sets.

e WFDB: Provided functions for loading and processing ECG signals from
the MIT-BIH Arrhythmia dataset.

e STL Decomposition: Used for decomposing ECG signals into their trend,
seasonal, and residual components.

e Visualization Tools: Libraries such as Matplotlib, Seaborn, and Plotly
were employed to visualize ECG signals, decomposition results, and model
performance metrics.

The main goal of the implementation was to preprocess ECG signals, train a
Siamese network for feature extraction, and evaluate its performance in differ-

entiating between normal and abnormal signals.
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DATA PREPROCESSING

To prepare the ECG data for training and evaluation, a comprehensive pre-
processing pipeline was implemented. The preprocessing steps were designed
to normalize the raw ECG signals, decompose them into meaningful compo-
nents, and save the results for downstream analysis and model training.

The preprocessing involved the following key steps:

1. Signal normalization: To ensure consistency in the data, each ECG signal
was normalized using Min-Max normalization. This technique scales the signal
to a range between 0 and 1, preserving the signal’s original shape while making
it suitable for further analysis:

Xnormalized = L Tmin_ (3.2)
Xmax = Xmin

Subject-by-subject normalization was employed as a potential approach to
preserve within-subject characteristics, ensuring that the embeddings capture
individual-specific features, which aligns with the research question of distin-
guishing general patterns from individual fingerprints in time-series data.

2. STL Decomposition: The STL decomposition was implemented using
the statsmodels library. Below is a snippet of the code used for applying STL
decomposition to an ECG signal:

from statsmodels.tsa.seasonal import STL

# Function to perform STL decomposition

def stl_decomposition(signal, period=300, seasonal=13):
stl = STL(signal, period=period, seasonal=seasonal)
result = stl.fit(Q)

return result.trend, result.seasonal, result.resid

Code 3.1: Function for STL decomposition of a signal

The STL object takes the normalized ECG signal as input, along with pa-
rameters for the period and seasonal smoothing window. The fit() method
decomposes the signal into trend, seasonal, and residual components, which are
then used in further analysis.

The choice of parameters for STL decomposition was guided by the intrinsic
properties of ECG signals and the preprocessing goals for this study. The period
parameter, set to 300, reflects the approximate periodicity of ECG signals, which
corresponds to the heart rate and is measured in terms of samples per cycle. With
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the ECG signals sampled at 360 Hz (as per the MIT-BIH Arrhythmia Database),
a typical heart rate of 6080 beats per minute results in approximately 300360
samples per cycle. Setting the period close to 300 ensures that the decomposition
aligns with the physiological periodicity of the ECG signal.

The seasonal parameter, set to 13, controls the window size for capturing
short-term fluctuations. This value was chosen empirically to balance sensitivity
to subtle variations and the need to smooth noise. A larger value for seasonal
might oversmooth the data, obscuring important signal details, while a smaller
value could overfit to noise. Through exploratory analysis, a value of 13 was
found to effectively capture the repeating short-term patterns within the signal
without introducing artifacts. Results from varying the seasonal parameter
and their corresponding visualizations are detailed in Chapter 4.

SIGNAL RECONSTRUCTION USING SIMPLIFIED 1D CNN

The reconstructed ECG signal was obtained by combining the decomposed
trend, seasonal, and residual components using a custom 1D convolutional
neural network (CNN). The CNN was specifically designed to handle these
components in separate branches, emphasizing the unique characteristics of
each and combining them to generate a single-channel output signal. This
reconstruction step was crucial for reducing noise while retaining meaningful
features for downstream tasks, such as anomaly detection.

CNN Architecture:

e Two branches: The model employed one branch to process the trend and
seasonal components, which share periodic characteristics, and a second
branch to handle the residual component, which captures fine-grained
irregularities.

e Residual weighting: A Lambda layer was used to emphasize the resid-
ual component by weighting it more heavily, reflecting its critical role in
reconstructing subtle variations in the ECG signal.

e Final reconstruction: The outputs from the branches were concatenated
and passed through additional convolutional layers to refine the recon-
structed signal into a single-channel output.

The modular design of the CNN ensured that the network could efficiently
process and combine distinct signal components while minimizing noise. The
use of max-pooling layers facilitated feature extraction, while up-sampling layers
restored the signal resolution.

Below is a snippet of the Python implementation for the CNN architecture.
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1 # Trend and seasonal components branch

2> trend_seasonal_input = inputs[:, :, :2]

3 x1 = layers.ConvlD(32, kernel_size=3, activation=’relu’,
4 padding="same’) (trend_seasonal_input)
5 x1 = layers.BatchNormalization() (x1)

¢ x1 = layers.MaxPoolinglD(pool_size=2)(x1)

s # Residual component branch

9 residual_input = inputs[:, :, 2:]

10 X2 = layers.Conv1D(64, kernel_size=3, activation=’'relu’,
11 padding="same’) (residual_input)

2 X2 = layers.BatchNormalization() (x2)

13 X2 = layers.MaxPoolinglD(pool_size=2) (x2)

15 # Weight residual component

1

16 weighted_residual = layers.Lambda(lambda x: x * 1.5)(x2)

1s # Combine trend + seasonal and residual components
19 combined = layers.Concatenate() ([x1, weighted_residuall])
Code 3.2: Multi-branch architecture combining trend, seasonal, and residual

components

TRAINING PROCESS

e Input signals were divided into overlapping windows of 5000 samples,
with a 50% overlap (2500 samples). Overlapping ensured that continu-
ity between reconstructed segments was preserved and avoided sudden
transitions at window boundaries.

e The CNN processed each window independently to reconstruct that seg-
ment of the signal. These reconstructed segments were then merged using
a weighted averaging technique to ensure smoothness in the final recon-
structed output.

The overall architectural design of the CNN is shown in Figure 3.6. The model
separates the input into branches for processing trend-seasonal components and
residual components. The outputs from these branches are combined to pro-
duce a single-channel reconstructed signal, which represents the reconstructed
version of the input. Additionally, Figure 3.7 provides a 3D visualization of the
data flow through the residual branch of the CNN. This visualization highlights
how the residual component of the input signal is processed through convo-
lutional layers, batch normalization, pooling layers, and weighting operations,

showcasing the branch’s role in emphasizing fine-grained signal features.
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Figure 3.6: Architecture of the simplified 1D CNN for signal reconstruction.
The model consists of two branches: one for the trend and seasonal components
and another for the residual component, followed by concatenation and further
convolutional layers.
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Figure 3.7: 3D visualization of the residual branch in the 1D CNN architecture for
processing ECG signals. This branch processes the residual component using
a ConvlD layer for feature extraction, BatchNormalization for stability, and
MaxPooling1D for downsampling. A Lambda layer scales the residual features
by 1.5, amplifying their importance before combining with the trend-seasonal
branch.

IMPLEMENTATION OF THE SIAMESE NETWORK

The Siamese network architecture consisted of two identical branches, each
designed to process one signal from a pair. These branches employed convolu-
tional layers with residual connections and Squeeze-and-Excitation (SE) blocks
to enhance feature extraction.

The network comprised a total of 80 layers, with the following parameter
details:

e Total parameters: 1,032,889 (3.94 MB)
e Trainable parameters: 1,029,305 (3.93 MB)
e Non-trainable parameters: 3,584 (14.00 KB)

The SE block recalibrates channel features using global average pooling and
dense layers, enhancing the network’s ability to focus on the most informative
signal components. Below is the Python implementation of the SE block:
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def squeeze_excite_block(input_tensor, ratio=16):
channels = input_tensor.shape[-1]
x = layers.GlobalAveragePoolinglD () (input_tensor)
x = layers.Dense(channels // ratio, activation=’'relu’) (x)
x = layers.Dense(channels, activation='sigmoid’) (x)
x = layers.Multiply() ([input_tensor, x])
return Xx

Code 3.3: Squeeze-and-Excitation (SE) block implementation

The residual blocks, a core part of the architecture, consist of two ConvlD
layers, each followed by batch normalization. The SE block recalibrates the
channel-wise features within the block. A skip connection adds the input tensor
directly to the processed output, followed by a ReLU activation. These blocks
ensure efficient feature extraction while maintaining gradient flow.

The overall architecture of the Siamese Neural Network is depicted in Fig-
ure 3.8. Each branch processes the input through multiple layers, including
Conv1D, MaxPooling, and three Residual Blocks with SE blocks. The outputs
from the branches are compared using an L2 Distance metric, followed by a

Dense layer with a sigmoid activation for binary classification.
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Figure 3.8: Architecture of the Siamese Neural Network.

A detailed view of the first residual block, which plays a crucial role in the
network, is shown in Figure 3.9.
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Figure 3.9: Architecture of the first residual block.

To train the network, a contrastive loss function was employed. This loss en-
couraged the network to minimize the distance between embeddings of positive
pairs while maximizing the distance for negative pairs. Below is the implemen-

tation of the contrastive loss function:

1 def contrastive_loss(margin=1.0):

2 def loss(y_true, y_pred):

3 square_pred = tf.square(y_pred)

4 margin_square = tf.square(tf.maximum(margin - y_pred, 0))
5 return tf.reduce_mean(y_true * square_pred + (1 - y_true)

margin_square)
6 return loss

Code 3.4: Implementation of Contrastive Loss

The margin m = 1.5 was chosen after initial experimentation and monitoring
of the contrastive loss. Despite observed mean distances for positive and neg-
ative pairs being smaller than the margin, it provided sufficient flexibility for
optimizing separation between embeddings. Further evaluation of embedding
separability is detailed in Chapter 4.
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MODEL COMPILATION AND TRAINING

The network was compiled using the Adam optimizer with a learning rate of
1 x 107, The model was evaluated using the loss metric. The training process
involved organizing the dataset into pairs of positive and negative samples and
optimizing the contrastive loss function.

During training, the embeddings generated by each branch were compared
using the L2 distance, and the resulting similarity scores were used to com-
pute the contrastive loss. The model weights were iteratively updated through

backpropagation to minimize the loss.

CLASSIFICATION HEAD AND FINE-TUNING PROCEDURE

The adaptation process was implemented as follows:

EmMBEDDING EXTRACTION

The embedding layer of the Siamese network was selected as the feature
extractor. The weights of the Siamese network were partially frozen to preserve
the pre-trained representations, while the last five layers were unfrozen to allow
fine-tuning.

DESIGN OF THE CLASSIFICATION HEAD

The classification head was designed with the following structure:

1. A dense layer with 128 neurons, Swish activation, and L2 regularization,
followed by Batch Normalization and Dropout (30% rate).

2. A residual connection between two dense layers with matching dimen-
sions to improve gradient flow and feature reuse.

3. A dense layer with 64 neurons, Swish activation, and Dropout (30% rate).

4. A final dense layer with a sigmoid activation function to produce the
classification output.
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TRAINING CONFIGURATION

The model was trained with the following parameters, as detailed in Table 3.1:

Table 3.1: Training Configuration Parameters

Parameter Value

Initial Learning Rate 3x10™

Learning Rate Decay 10%

Loss Function Binary Cross-Entropy
Optimizer Adam

Batch Size 32

Epochs 20

Patience for Early Stopping | 5 epochs

Dropout Rate 30%

Metrics Accuracy, AUC, Precision, Recall

TRAINING PROCEDURE

The combined model, consisting of the Siamese network and the classifi-
cation head, was trained on the custom created dataset of labeled ECG beat
signals.

The training process included:

e Monitoring the validation loss to ensure optimal model performance.

e Using early stopping to prevent overfitting by halting training after 5
epochs without improvement.

e Evaluating the model using accuracy, precision, recall, and the Area Under
the Receiver Operating Characteristic Curve (AUC).

MODEL EVALUATION

T-SNE VISUALIZATION OF THE EMBEDDINGS

To evaluate the quality of the embeddings generated by the Siamese net-
work, t-distributed Stochastic Neighbor Embedding (t-SNE) was utilized. This
dimensionality reduction technique is widely used to project high-dimensional
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embeddings into lower dimensions, enabling a qualitative analysis of their struc-
ture [4]. Following the approach used in [6] by Chen et al., where t-SNE was
applied to visualize hidden vectors of images from randomly selected classes
in the validation set, I used t-SNE to assess the clustering and separability of
embeddings from ECG signals.

The embeddings are generated using the Siamese models embedding layer,
which is indexed as the second-to-last layer. Positive pairs, representing original
ECG signals with their corresponding reconstructed signals, were selected from
six randomly chosen subjects. The extracted embeddings were then passed
through t-SNE for dimensionality reduction.

For this study, t-SNE was applied to create three-dimensional representations
of the embeddings. The implementation used the scikit-learn library, with
a perplexity parameter dynamically set based on the number of embeddings to
balance local and global data structures.

The resulting t-SNE projections were visualized as scatter plots, where each
point represents an embedding and is colored according to its subject. These
visualizations allow for a qualitative evaluation of how well the Siamese network
encodes individual-specific features while maintaining general patterns. By
examining the clustering behavior and separability in the embedding space, the
t-SNE analysis provides insights into the network’s ability to address the central

research question of the thesis.

EVALUATION OF EMBEDDING DISTANCES

To evaluate the capability of the Siamese network in distinguishing between
positive and negative pairs of ECG signals, the Euclidean distance (L2 norm)
was computed between the embeddings of paired signals. This measurement
quantifies the separation between embeddings of similar (positive) and dissim-
ilar (negative) pairs, providing insight into the network’s discriminative perfor-
mance.

The pre-trained Siamese network was utilized, and its embedding layer was
extracted to generate vector representations of the input signals. The distances

were computed for two types of pairs:

e Positive pairs: Signals belonging to the same class (e.g., from the same
subject) were loaded from the directory containing segmented positive
pairs. For each pair (signal A and signal B), embeddings were generated
using the embedding model, and the Euclidean distance was calculated
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using:

n

d= Z(ea,i —ep i)

i=1
where e, and ¢, represent the embeddings of signal A and signal B, respec-
tively.

e Negative pairs: Signals from different classes (e.g., originating from dif-
ferent subjects) were similarly processed from the directory containing
segmented negative pairs, and their distances were computed using the
same formula.

For each subject, the distances were stored for subsequent analysis. His-
tograms were generated to visualize the distribution of distances for positive
and negative pairs, aiding in the interpretation of the network’s performance.

The evaluation was further extended to include metrics across all subjects to
gain a comprehensive understanding of the model’s performance. Positive and
negative pairs for each subject were processed to compute metrics such as the

mean, median, minimum, and maximum distances.

PERFORMANCE EVALUATION METRICS

To assess the performance of the Siamese network in distinguishing between
positive and negative pairs of ECG signals, several evaluation metrics were
employed. These metrics provide a quantitative understanding of the model’s

ability to correctly classify pairs based on the computed distances:

e Accuracy: The proportion of correctly classified pairs (positive and nega-
tive) over the total number of pairs evaluated.

e Precision: The proportion of correctly classified positive pairs among all
pairs classified as positive, measuring the network’s ability to avoid false
positives.

e Recall (Sensitivity): The proportion of correctly classified positive pairs
among all actual positive pairs, evaluating the model’s ability to identify
true positives.

e F1-Score: The harmonic mean of precision and recall, offering a balanced
metric for imbalanced datasets.

e ROC-AUC (Receiver Operating Characteristic - Area Under Curve): A
measure of the model’s ability to distinguish between positive and negative
pairs across varying thresholds.
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Results

The results presented in this chapter are a direct reflection of the methodolo-

gies outlined in Chapter 3. Specifically, the evaluation of embeddings generated

by the Siamese network, as described in Section 3.5.6, serves as a foundation for

understanding the model’s ability to distinguish between general patterns and

individual fingerprints in time-series data.

This chapter is organized as follows:

Signal augmentation and pair creation: The use of STL decomposition for
signal preprocessing, including seasonal parameter tuning, is discussed,
highlighting its impact on creating high-quality positive and negative
pairs.

Visualization of positive and negative pairs: An assessment is provided
to showcase intra-subject consistency and inter-subject variability.

Visualization of embedding distributions: The t-SNE visualizations il-
lustrate the separability of embeddings for positive and negative pairs,
offering insights into the network’s learned representation.

L2 Distance distributions and signal waveforms: The detailed analysis
of L2 distance distributions, supported by signal waveform comparisons.

Contrastive Loss: The loss curve is presented to evaluate the network’s
convergence during training, demonstrating its effectiveness in learning
meaningful representations.

Adaptation for anomaly detection: Performance evaluation: The Siamese
network’s adaptation for anomaly detection is evaluated using metrics
such as accuracy, precision, recall, and AUC.
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4.1. SIGNAL AUGMENTATION AND PAIR CREATION

SIGNAL AUGMENTATION AND PAIR CREATION

STL DECOMPOSITION AND SEASONAL PARAMETER TUNING

Figures 4.1, 4.2, and 4.3 illustrate the results of STL decomposition for a
representative ECG signal segment (111.dat) at different values of the seasonal
parameter (seasonal =5, 13, 27).
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Figure 4.1: STL decomposition with Figure 4.2: STL decomposition with
seasonal = 5. seasonal = 13.
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Figure 4.3: STL decomposition with seasonal = 27.

These visualizations highlight the effects of parameter selection on the de-

composition:

e seasonal = 5: Captures rapid fluctuations but introduces irregularities
into the residual component, indicating potential overfitting to noise.(Figure 4.1).
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e seasonal = 13: Strikes a balance between isolating periodic patterns (e.g.,
QRS complexes) and maintaining smooth residuals. This value was cho-
sen for downstream tasks as it effectively preserved the signals periodic
features (Figure 4.2).

e seasonal = 27: With this value, the seasonal component smooths the
signal too much, leading to an oversimplification of the periodic patterns.
As aresult, important details that could help differentiate between general
patterns and individual-specific features could be lost(Figure 4.3).

Given this, the choice of seasonal = 13 was guided by exploratory analy-
sis and its alignment with the research question. As shown in Figure 4.2, this
value effectively balances capturing the periodic patterns of ECG signals while
avoiding oversmoothing or retaining unnecessary noise. The trend and residual
components remain well-defined, preserving potential subject-specific features
essential for addressing the research question of distinguishing individual fin-

gerprints from general patterns.

VISUALIZATION OF POSITIVE AND NEGATIVE PAIRS

Figures 4.4 and 4.5 present examples of positive and negative pairs utilized
during the training phase. These visualizations provide insight into how the
model captures intra-subject consistency and inter-subject variability, which are
essential for achieving the research objective. The positive pairs illustrate how
the 1D CNN-based reconstruction process, described in Section 3.5.3, effectively
retains key periodic features of the ECG signals, ensuring consistency within the
same subject. In contrast, the negative pairs emphasize the inherent variability
across subjects.
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Positive Pairs from Different Subjects

Positive Pair 1 (Samples 0 to 5000)

10 — signal A (Subject 1)
—— signal B (Subject 1)

Amplitude

L€

o 1000 2000 3000 4000 5000
Positive Pair 2 (Samples 2500 to 7500)

08 — signal A (Subject 2)
—— signal B/(Subject 2)

07
06
05

3000 4000 5000 6000 7000
Positive Pair 3 (Samples 5000 to 10000)

Amplitude

— signal A (Subject 3)
+— signal B (subject 3)

Amplitude

5000 6000 7000 8000 9000 10000
Time (samples)

Figure 4.4: Examples of positive pairs: Each pair consists of an original ECG
signal and its reconstructed counterpart generated using the 1D CNN described
in Section 3.5.3.

Negative Pairs from Different Subjects
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Figure 4.5: Examples of negative pairs: Each pair consists of ECG signals from
different subjects.
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VISUALIZATION OF EMBEDDING DISTRIBUTIONS

To evaluate the effectiveness of the pair creation process for contrastive learn-
ing, 3D t-SNE visualizations were generated to analyze the embeddings pro-
duced by the model for different subjects. The goal was to verify if embeddings
of positive pairs form compact clusters, while embeddings of the corresponding

negative pairs are well-separated.

The t-SNE visualizations in Figure 4.6 display the clustering behavior of
embeddings for six subjects. Each subject is represented by a unique color
to facilitate comparison. The results suggest that the pair creation process
supports the learning of embeddings that capture subject-specific patterns while
achieving reasonable separability between different subjects. However, minimal
overlaps were observed, indicating that further refinements, such as improving
the embedding dimensionality or optimizing the loss function, may enhance

performance.

The t-SNE visualizations, presented in Figure 4.6, illustrate the learned em-
beddings for multiple subjects. For most subjects, embeddings of positive pairs
formed relatively cohesive clusters, indicating that the embeddings capture in-
dividual fingerprints effectively. This highlights the models ability to emphasize

intra-subject similarities while suppressing shared patterns.

Clusters corresponding to different subjects were generally well-separated,
showcasing the model’s capacity to distinguish between individual fingerprints.
However, overlaps were observed in some cases, as seen in Figures 4.6a and 4.6d.
These overlaps may stem from segments with similar general patterns or less
pronounced individual features. While the degree of overlap is relatively not
huge, it suggests that the embedding process could benefit from further opti-

mization or additional preprocessing steps to enhance separability.

Overall, these findings provide promising evidence that the contrastive learn-
ing framework, combined with the pair creation process, helps distinguish be-
tween general patterns and individual fingerprints in time-series data. Although
there is room for improvement, the clustering of positive pairs and the general
separation between subjects indicate that the method holds significant potential
for addressing the research question.
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Figure 4.6: 3D t-SNE visualizations of embeddings for various subject groups.
Each subplot presents embeddings for a different randomly selected subset
of subjects, demonstrating the consistency of embedding separations across

multiple random samples.
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L2 DistaNce DiSTRIBUTIONS AND SIGNAL WAVEFORMS

Figures 4.7, 4.8, and 4.9 illustrate the L2 distance histograms and correspond-
ing signal waveforms for three selected subjects. In particular, all negative pairs
where the target signal was one of the two signals in the pair were considered,
providing an in-depth view of intra-subject and inter-subject variability. These
results provide a preliminary overview of the pair creation process and the
embeddings generated by the model:

e For Subject 17, positive pairs form tightly clustered distances between 0.01
and 0.04, as seen in Figure 4.7(a). The signal waveforms (Figures 4.7(b)
and 4.7(c)) confirm high alignment within positive pairs and notable vari-
ability in negative pairs. The inclusion of all negative pairs involving

Subject 17 highlights the model’s ability to capture inter-subject differ-
ences.

e Subject 36 demonstrates a distinct clustering of positive distances around
0.04 (Figure 4.8(a)). The waveforms of negative pairs (Figure 4.8(c)) exhibit
greater amplitude differences compared to positive pairs.

e For Subject 21, a slight overlap is observed in the L2 distance distributions
for positive and negative pairs (Figure 4.9(a)). Despite this, the positive
pairs maintain relatively consistent waveforms (Figure 4.9(b)), while neg-
ative pairs show variability (Figure 4.9(c)).

These initial observations highlight the effectiveness of the pair creation pro-
cess in generating separable embeddings, while also identifying subtle overlaps
that suggest opportunities for improvement in embedding refinement.

(a) Histograg of L2 dis-  (b)Positive pair for subject  (c) Negative pair for sub-
ject 17.

tances for subject 17.

Figure 4.7: Results for Subject 17.
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Figure 4.8: Results for Subject 36.
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Figure 4.9: Results for Subject 21.

OVERALL METRICS SUMMARY

Table 4.1 provides a summary of overall metrics, including mean, median,
minimum, and maximum distances for positive and negative pairs across all
subjects. These metrics highlight the model’s ability to generate distinct embed-
dings while identifying subtle overlaps in certain cases.

Table 4.1: Overall distance metrics summary for positive and negative pairs.

Metric | Positive | Negative
Mean | 0.069459 | 0.082436
Median | 0.069131 | 0.082067
Min | 0.002475 | 0.002313
Max | 0.235245 | 0.240008

ANALYSIS OF MEANINGFUL PAIRS

Figures4.10,4.11,4.12, and 4.13 present the histograms and signal waveforms
for pairs selected based on notable metrics. Specifically, these include the posi-
tive pair with the highest mean distance (pair 34, mean distance = 0.221959), the
positive pair with the smallest mean distance (pair 35, mean distance = 0.009047),
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the negative pair with the smallest distance (pair 5, distance = 0.006027), and the
negative pair with the largest distance (pair 15, distance = 0.228464). These pairs
were chosen to highlight the extremes in distance metrics and provide further

insights into the embeddings’ behavior and pair creation process.
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Figure 4.10: Results for Subject 5: Illustrates the negative pair with the smallest
distance.
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Figure 4.11: Results for Subject 15: Illustrates the negative pair with the largest
distance.
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Figure 4.12: Results for Subject 34: Highlights the positive pair with the highest
mean distance.
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Figure 4.13: Results for Subject 35: Highlights the positive pair with the smallest
mean distance.

ConTrasTIVE LOoss

The training loss of the Siamese network, illustrated in Figure 4.14, cor-
responds to the contrastive loss function, which measures the similarity and
dissimilarity between embeddings of positive and negative pairs, respectively.
This loss curve reflects the network’s capacity to optimize embeddings for both
intra-subject consistency and inter-subject separability.

The sharp decline in the initial epochs indicates that the model quickly
learns to minimize the distance between embeddings of positive pairs while
maximizing the distance for negative pairs.

As training progresses, the loss decreases more gradually, suggesting that the
model approaches convergence. The steady decline highlights the effectiveness
of the contrastive learning framework in capturing subject-specific patterns and
distinguishing between general characteristics. However, the curve also suggests
that further refinements, such as additional regularization or adaptive learning

rates, could be beneficial to achieve even better generalization.

The margin m = 1.5, as discussed in 3.5.4, was selected based on observation
of the contrastive loss over multiple training epochs and an evaluation of the
resulting embeddings. Although the mean distances for positive pairs (0.069)
and negative pairs (0.082) were significantly smaller than the margin, the em-
beddings displayed clear separation. This larger margin was chosen to allow
greater flexibility during training, enabling the network to separate negative
pairs without overly constraining their distances. t-SNE visualization further
validated this choice, showing tight clusters for positive pairs and well-separated
negative pairs. Moreover, the steady decline in the contrastive loss throughout

training demonstrated effective optimization under this margin setting.
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Training Loss Over Epochs
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Figure 4.14: Contrastive loss of the Siamese network during training.

ADAPTATION FOR ANOMALY DETECTION: PERFORMANCE EVALUA-

TION

To evaluate the performance of the adapted Siamese network for anomaly
detection, the classification head was fine-tuned using the positive and negative
pairs of the custom dataset explained in section 3.4.1. The performance of the
model was analyzed using metrics such as accuracy, recall, precision, area under

the curve (AUC), and loss over the training epochs.

TRAINING AND VALIDATION LOSS

Figure 4.15 shows the training and validation loss curves over the epochs.
The loss steadily decreases, reflecting the model’s ability to minimize the error
between the predicted and actual classifications. A notable observation is the
divergence between training and validation loss starting around epoch 10, indi-
cating the onset of potential overfitting. This divergence aligns with the trends
observed in the AUC curves (Figure 4.18), where the validation AUC reached
near-perfect levels around epoch 15.

To address this, regularization techniques, including dropout and learning
rate scheduling, were applied to mitigate overfitting. The training was stopped
at 20 epochs based on the validation AUC reaching saturation, ensuring a bal-
ance between performance and generalization while preventing the model from

overfitting to the training data.
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Figure 4.15: Training and Validation Loss over Epochs.

RECALL PERFORMANCE

The recall curves for training and validation data, shown in Figure 4.16,
demonstrate the model’s ability to identify true positive cases effectively. While
recall is high across most epochs, the slight decline in validation recall towards
the end suggests room for further optimization of the model’s generalization
capability.
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Figure 4.16: Training and Validation Recall over Epochs.

PRECISION PERFORMANCE

Figure 4.17 illustrates the precision curves for training and validation datasets.
Precision improves steadily during the training process, with the validation
precision closely following the training curve. The model shows promising

performance in maintaining a high precision, particularly in later epochs.

48



CHAPTER 4. RESULTS

—— Training Precision
-~ Validation Precision

0.9

°
©

Precision
°

0.6

054 meccccccccmecnann”T] 7

0.0 25 5.0 75 10.0 125 15.0 175
Epochs

Figure 4.17: Training and Validation Precision over Epochs.

AREA UNDER THE CUrVE (AUC)

The AUC curves, depicted in Figure 4.18, provide a comprehensive eval-
uation of the model’s discriminative ability across varying thresholds. The
consistent increase in AUC for both training and validation datasets demon-
strates the effectiveness of the model in distinguishing between anomalous and

non-anomalous signals.
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Figure 4.18: Training and Validation AUC over Epochs.

Accuracy PERFORMANCE

The training and validation accuracy curves are shown in Figure 4.19. The
model achieves high accuracy across both datasets, with the validation accu-
racy stabilizing after the initial epochs. This stability indicates that the model

effectively generalizes to unseen data.
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Figure 4.19: Training and Validation Accuracy over Epochs.

The performance evaluation demonstrates that the adapted Siamese network
with a classification head shows promising results in anomaly detection. High
recall and precision indicate that the model effectively minimizes false negatives
and false positives. However, minor divergences in validation metrics, such as
recall and loss, highlight areas for further improvement, particularly in general-
ization. Future work could explore more robust regularization techniques and

additional fine-tuning strategies to enhance performance further.

FINAL RESULTS OF ANOMALY DETECTION

The final evaluation of the adapted Siamese network was performed on a test
set consisting of positive and negative pairs. The performance metrics obtained

from the evaluation are summarized below:
e Accuracy: 93.65%

e Precision: 97.59%
e Recall: 89.50%
e F1 Score: 93.37%

These results demonstrate that the model performs well in distinguishing
between positive and negative pairs. The high precision (>97%) indicates that the
model rarely misclassifies negative pairs as positive, minimizing false positives.
The recall, although slightly lower (>89%), suggests that the model occasionally
misses positive pairs, highlighting an area for potential improvement. The F1
score of 93.37% reflects a strong overall balance between precision and recall.

The performance metrics confirm that the contrastive learning framework,

coupled with the classification head, provides a promising approach for anomaly
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detection. The high accuracy and precision validate the effectiveness of the
model in separating subject-specific patterns from general characteristics. How-
ever, the slightly lower recall highlights an opportunity to further enhance the
model’s sensitivity to positive pairs, possibly through additional fine-tuning or
the use of more representative training data.

Overall, these results support the hypothesis that the adaptation of the
Siamese network for anomaly detection is effective and align with the promising

findings reported during the embedding evaluation phase.
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Conclusions

The analysis of time-series data, particularly in biomedical applications such
as Electrocardiograms (ECG), presents the dual challenge of capturing global
patterns shared across subjects while preserving individual-specific features.
This thesis set out to address this challenge by exploring the way contrastive
learning techniques can help distinguish general patterns from individual fin-
gerprints in time-series data. To this end, a contrastive learning framework
tailored to ECG analysis was developed, leveraging advanced preprocessing
methods and a deep learning architecture designed to balance global pattern
extraction with subject-specific feature retention.

The use of Seasonal-Trend decomposition using Loess (STL) for signal pre-
processing demonstrated the importance of parameter tuning in isolating pe-
riodic components without compromising critical details. The exploration of
seasonal values showcased the ability to retain signal fidelity, ensuring that
key ECG features such as the QRS complex were preserved while suppressing
noise. This preprocessing step laid the foundation for generating high-quality
embeddings.

The Siamese network architecture, enhanced with Residual Blocks and Squeeze-
and-Excitation (SE) mechanisms, successfully generated embeddings capable of
encoding both intra-subject consistency and inter-subject variability. Through
qualitative and quantitative evaluations, including t-SNE visualizations and L2
distance distributions, the embeddings were shown to effectively separate pos-
itive and negative pairs. The contrastive loss further validated the network’s

ability to learn meaningful representations in the embedding space.
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Anomaly detection was employed as a representative use case to evaluate
the frameworks downstream applicability. By fine-tuning the embeddings with
a classification head, the model achieved high accuracy, precision, recall, and
AUC, underscoring its potential for real-world applications. However, the fo-
cus of this work extends beyond anomaly detection, as the insights gained are
applicable to a broader range of time-series tasks requiring fine-grained differ-
entiation.

CONTRIBUTIONS AND IMPLICATIONS

This thesis makes the following key contributions:

e Development of a contrastive learning framework tailored to time-series
data, balancing global pattern extraction with individual-specific feature
retention.

e Demonstration of the effectiveness of STL decomposition for ECG signal
preprocessing and its role in facilitating downstream tasks.

e Proposal of a Siamese network architecture with Residual and SE Blocks
to generate robust embeddings for distinguishing intra-subject and inter-
subject variability.

e Validation of the research question through extensive qualitative and
quantitative evaluations, including embedding visualizations and distance
metrics.

The findings of this thesis extend the understanding of contrastive learning
in time-series analysis, providing a framework that can be adapted to various
biomedical and non-biomedical domains. By bridging the gap between global
pattern recognition and individual feature preservation, this work contributes

to advancing the state of the art in time-series analysis.

Future Work

While this thesis lays a robust foundation, there are several avenues for future

research:

o Investigating the impact of alternative distance metrics, such as cosine

similarity or L1 distance, on embedding quality and downstream perfor-
mance.

e Evaluating the use of dynamic time warping (DTW) as a distance metric,
which could offer insights into temporal misalignment between signals
and provide additional robustness in capturing intra- and inter-subject
variations [8].
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e Expanding the framework to other biomedical signals, such as EEG or
respiratory signals, to evaluate its generalizability.

e Exploring domain adaptation techniques to enhance model performance
across datasets with varying characteristics.

In conclusion, this thesis highlights the potential of contrastive learning
techniques to address the dual challenge of extracting general patterns
and preserving individual-specific features in time-series data. While the
results demonstrate significant progress in ECG analysis, the methodolo-
gies and insights presented here pave the way for broader applications
and future innovations in time-series research.
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