UNIVERSITA
DEGLI STUDI
DI PADOVA

DIPARTIMENTO
DI INGEGNERIA
DELL’INFORMAZIONE

U@

DIPARTIMENTO DI INGEGNERIA DELL’ INFORMAZIONE

CORSO DI LAUREA MAGISTRALE IN

Ingegneria dell’Automazione

“Model-Based Distributed Strategies for Detection and
Isolation of Covert Cyber-Attacks in Networked Systems”

Relatore: Prof. Angelo Cenedese

Relatore: Prof Thomas Parisini (Imperial College London, Department of
Electrical and Electronic Engineering)

Co-relatore: Angelo Barboni (Imperial College London, Department of
Electrical and Electronic Engineering)

Laureando: Tommaso Benciolini

ANNO ACCADEMICO 2019 -2020
21 Luglio 2020






UNIVERSITA
DEGLI STUDI
DI PADOVA

| Imperial College

UNIVERSITY OF PADOVA
DEPARTMENT OF INFORMATION ENGINEERING
MASTER’S DEGREE IN AUTOMATION ENGINEERING

Model-based Distributed Strategies
for Detection and Isolation of Covert Cyber-Attacks
in Networked Systems

Supervisor:
Prof. Angelo Cenedese

Candidate:
Tommaso Benciolini
ID 1197481

Supervisor:
Prof. Thomas Parisini

Co-supervisor:
Angelo Barboni

Academic year 2019/2020
Tuesday, July 21, 2020



II



“I have mentioned Mathematics as a way to settle in the mind a habit of
reasoning closely and in train; not that I think it necessary that all men should
be deep mathematicians, but that, having got the way of reasoning which that
study necessarily brings the mind to, they might be able to transfer it to other
parts of knowledge, as they shall have occasion. For, in all sorts of reasoning,
every single argument should be managed as a mathematical demonstration; the
connection and dependence of ideas should be followed till the mind is brought
to the source on which it bottoms, and observes the coherence all along”

John Locke, “The Conduct of the Understanding”

“If you can’t explain it simply, you don’t understand it well enough”

Albert Einstein

To those who inspired and supported me
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Abstract

This thesis project investigates the cyber-security problem for linear intercon-
nected systems in a distributed fashion. Starting from existing results on the
detectability of covert cyber-attacks in a single agent of the network, the work
addresses the isolation task, proposing different algorithms based on the al-
gebraic properties of the interconnection matrices of each local neighborhood.
Moreover, the detection problem is extended to the scenario of multiple agents
simultaneously attacked. The whole theoretical analysis focuses on large-scale
systems subject to bounded process and measurement disturbances. All the
proposed methodologies can be implemented by using only local information
available at each subsystem, and are endowed with a suitable threshold to avoid
false alarms due to action of noise. Finally, numerical simulations on a simple
data center model are given, showing the effectiveness of the introduced tech-
niques in detecting and isolating covert cyber-attacks.



VI



Contents

1 Introduction 1
1.1 Mathematical notation . . . . . ... ... .. ... ........ 2

2 State of the art 3
3 Detection strategy 7
3.1 Subsystems description . . . . . ... ..o oL 7
3.2 Covertattack . . . ... ... 9
3.3 Detection architecture . . . . . . .. ... ... 0L 12
3.3.1 Decentralized Observer (’)g ................. 15

3.3.2 Distributed Observer OF . . . . . .. ... ... ...... 18

3.3.3 Attack detection scheme . . . . . .. ... 20

4 Isolation strategies 27
4.1 Problem formulation . . . .. ... ... ... ... ........ 27
4.2 Isolation strategies . . . . . . . . .. . Lo . 29
421 Merged UIO . . . . . ... . .. .. . . ... 31

4.2.2 Filtered Luenberger Observer . . . . . . ... ... .. .. 36

4.2.3 Filtered two-step Luenberger Observer . . . . . . . .. .. 40

4.3 Comparison on the requirements of the proposed isolation strategies 46
4.3.1 UIO of the merged subsystem and filtered Luenberger

residual . . . .. ..o 46

4.3.2 Numerical example of the capability of the two-step Lu-
enberger observer . . . . ... ... Lo 48
5 Simultaneous multiple attacks 51
5.1 Coordinate attack in two subsystems sharing a neighbor . . . . . 51
5.2 Coordinate attack in two neighboring subsystems . . . . . . . .. 55
6 Data center model 59
6.1 Model derivation . . . . . ... ... o 59
6.2 Simulations . . . . . ... Lo oo 63
6.2.1 Detection . . . ... .. ... .. 63
6.2.2 Isolation . . . . ... ... ... ... 66



6.2.3 Coordinated multiple attacks

7 Conclusions and future work

A Discussion on the existence of a UIO for a merged subsystem

B Preparatory result on the attacker reachable space

C Numerical values used in the simulations

List of Symbols
Bibliography

Acknowledgments

VIII

77

79

83

87

91



Chapter 1

Introduction

This thesis project addresses the problem of cyber-security in the context of
dynamical systems. Differently from the perspective typically adopted in the
computer engineering community, for a control system engineer this task natu-
rally falls in the framework of state estimation and plant monitoring. The aim
is to derive some sensitive quantities, typically called residuals, which highlight
possible deviations of the system state from its nominal behavior as a conse-
quence of the action of a malicious agent.

With respect to the Fault Detection problem, from which cyber-security
inherits many methodologies, this setting is far more challenging. Indeed, an
intentional manipulation by an intelligent attacker might be designed so as to
make it difficult for a monitoring unit to detect it. Interestingly, linear systems
are particularly vulnerable to this eventuality. As a matter of fact, the properties
of linear dynamical systems have been extensively discussed and characterized
in literature, and a multitude of control and estimation techniques have been
derived and formally supported from a theoretical perspective. All these results
rely on properties following from the simple mathematical structure of the linear
systems. Nonetheless, in the same fashion, such properties make it particularly
easy for the attacker to perfectly compensate for its action so that the monitoring
unit cannot detect it by looking at some residual quantities.

The security problem is particularly interesting in interconnected systems.
Indeed, many critical infrastructures are nowadays designed as a network of
agents mutually influencing each other through some kind of coupling, and their
reliability against external attacks is of primary concern. However, especially
when the structure being considered is a large-scale system, distributed method-
ologies for both control and monitoring are extremely important, since they re-
duce the need for communication, and improve the scalability of the procedures.

The thesis extends the results of a previous work dealing with the detection
problem in interconnected systems [1], both by focusing on the isolation issue,
and by introducing the detection analysis to the scenario of simultaneous mul-
tiple attacks. For each of these tasks, a detailed discussion on the structural



CHAPTER 1. INTRODUCTION

properties of the matrices of the network is presented. Note that characterizing
the theoretical properties of the systems allowing the proposed methodologies
to work is relevant for a design purpose. Indeed, whenever possible, one should
avoid all those configurations which are “intrinsically vulnerable”, intentionally
giving up some links (if needed) to properly tune the trade-off between security
and required performance.

The organization of the thesis is the following. In Chapter 2, the contribu-
tions of this work are collocated in the present state of the art. Chapter 3 is
dedicated to an outline of the results in [1]. The novel contributions about the
isolation issue and the detection of simultaneous multiple attacks are presented
in Chapter 4 and 5, respectively. In Chapter 6 a model of a data center is pro-
posed, in order to explain how the developed strategies work in practice through
some numerical simulations. Finally, in Chapter 7 possible future research di-
rections are suggested. Moreover, in the next section the mathematical notation
used is summarized, and at the end of the text a complete list of used symbols
is reported.

1.1 Mathematical notation

Given any finite set A, |A| denotes its cardinality. N, Z, and R denote the sets
of natural, integer, and real numbers, respectively. Given a natural number k,
k! denotes its factorial. |-| denotes the floor operator of a real number.

All vectors are understood as column-vector, and vj; denotes the ith entry
of vector v. Matrices are denoted by means of capital symbols. dim()) denotes
the dimension of a linear space V. Moreover, 0 is a matrix whose entries are all
zero, I is the identity matrix. Given a matrix M, M indicates its transpose,
Im(M) is its image, and rank(M) = dim(Im(M)) is the rank of such a matrix.
M~1 is the Moore-Penrose left-pseudoinverse and, if M is a square matrix with
full rank, M~! is its inverse. A square matrix M is called Schur-stable if all
its eigenvalues lie within the open circle of radius one in the complex plane.
Given a sequence of matrices {M; : j € I}, row;cz(M;) denotes the horizontal
concatenation of said matrices. ||| = |||, refers to the standard Euclidean
2-norm for vectors, and to the induced norm for matrices.

Given a signal s(t), s(k) = s(kTs) indicates its value at the kth sampling
instant, where Ty is the sampling time. Moreover, st = s(k+1) and s~ = s(k—1)
represent its value at the next and previous sampling instant, respectively.

Given a random variable x, Z is an estimate of x, and E[z] denotes its
expected value. Moreover, the notation x ~ P is used to describe that x is
characterized as a Poisson variable. Finally, p)(-) denotes the probability mass
function of a Poisson variable of parameter A € R, A > 0.



Chapter 2

State of the art

The interest around the problem of cyber-security in the context of intercon-
nected systems is growing in recent research. Indeed, several infrastructures
become more and more essential in modern society, and they can be described
as a network of dynamical systems mutually fulfilling a task by cooperating one
another. Among them, we find water supply and distribution networks in gen-
eral, power grids, telecommunication networks, transportation networks, and
industrial processes. The malfunctioning of these infrastructure greatly affects
both our lives and our economy. These systems are typically controlled over
a communication network. The measurements are transmitted to some control
center, then the control signal is forwarded to the actuators via the commu-
nication channel as well. Due to this information exchange, these systems are
vulnerable to both faults and intentional manipulations performed by malicious
agents.

A malicious agent might act in order to drive the system to non-optimal
(and potentially dangerous) operating conditions, by affecting the communi-
cation channel of such cyber-systems [2]. Power networks, for instance, are
operated through supervisory control and data acquisition (SCADA) systems,
which can easily be attacked by external agents [3], [4]. More in general, a
cyber-attack could result in immediate consequence (for example, a blackout of
a power distribution network), or in long-term deterioration of the manipulated
plant, due to the improper handling.

Generally speaking, when a communication channel is employed, a system is
exposed to man-in-the-middle attack strategies. Indeed, if the communication
link between the control logic unit and the actuators/sensors can be hacked (for
instance, with wireless communication technology), an attacker can effectively
affect both the input and the output signals, in order to accomplish different
sorts of manipulations. For example, in [5] the authors distinguish the following
classes of cyber-attacks:

a) False Data Injection Attacks: This is the simplest attack to be considered.
The attacker’s action is restricted to the alteration of the actuation and/or

3



CHAPTER 2. STATE OF THE ART

measurement signals. In doing so, an attacker can modify the equilibrium
of a network. On the one hand, this type of attack is not particularly
difficult to implement, as no disclosure capability is required (i.e., the
malicious agent does not need to eavesdrop the information sent through
the communication link; however, model knowledge is required. On the
other hand, a false data injection attack can be fairly easily detected by
comparing the expected output with the received measurement.

b) Replay Attacks: If an attacker is able to more aggressively violate the in-
tegrity of the communication network (meaning that it can listen to the
transmitted signals) for a certain time span, it can later on modify the
transmitted information by replaying stored old data. In such a way, it
can effectively disguise any changes to the operating conditions. Specifi-
cally, it has been shown that replay attacks may be undetectable to attack
monitoring schemes [6], as the replayed data has both the same statistical
properties of the non-attacked data, and it evolves following correct dy-
namics. Still, observe that a malicious agent willing to perform a replay
attack does not need any knowledge of the system’s dynamics.

c) Covert Attacks: A resourceful attacker can properly design the manipula-
tion on the actuation and measurement signals in order to exactly com-
pensate for its action on the received output, irrespective of its action on
the system. Indeed, if the attacker is able to run a replica of the system,
it is also able, from that, to deduce the effect of its action on the system:;
therefore, it can counterbalance for its action on the output signal, mak-
ing it impossible for the control and monitoring architecture to identify
its presence. In order to achieve this attack, the malicious agent needs to
have knowledge of the system’s dynamics. Covert attacks are the most
difficult to detect, and are the focus of this thesis work.

A vast number of works regarding the problem of security of cyber-physical
systems have been presented in literature, such as [7], [8], [9], [10], and [11].
It is worth highlighting that, given the typical complexity of these systems,
distributed algorithms for detecting anomalies are of particular interest. Some
approaches, in particular, have been inspired by the field of distributed fault de-
tection and isolation (FDI), a research area dealing with the problem of detecting
and, possibly, locating the source of faults resulting in unexpected trends in the
behavior of a monitored system (see, for instance, [12] and [13]). However, ex-
tending FDI techniques to the context of cyber security is far from trivial, since
an intelligent malicious agent may be able to act in such a way not to be detected
by these monitoring strategies, since a cyber-attack can affect the behavior of a
system in a richer way than typical classes of faults.

Differently from the typical framework of the computer science research com-
munity, cyber security in control literature is typically addressed by assuming
a dynamical model of the system being attacked and of its interconnections is

4



available, and this is the setting of this thesis work. Starting from the results
on the detection of cyber-attacks in interconnected systems presented in [1],
reported in Chapter 3, the main contribution of this work is related to isola-
tion (Chapter 4), and an introductory analysis on the scenario of simultaneous
coordinated multiple attacks within the same network of dynamical systems
(Chapter 5). All the proposed results extensively rely on topology of the net-
work being considered, and on the structural properties of the interconnection
matrices themselves.
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Chapter 3

Detection strategy

This chapter outlines in detail the distributed detection strategy presented in [1].
With respect to the cited work, the strategy is here adapted to fit the discrete-
time scenario and, finally, different thresholds for the considered quantity are
derived.

The chapter firstly describes the subsystems and the network considered
(Section 3.1. Secondly, the details about the covert attack are given (Sec-
tion 3.2). Finally, the detection strategy is illustrated in depth (Section 3.3).

3.1 Subsystems description

Let consider a networked system composed of N subsystems, where the generic
ith component is characterized as a linear time-invariant dynamical system in
the form:
:E;r =A;x; + Biu; + Z Aijxj + w;
Si: JeN; (3.1)
yi =Ciz; + vi,

where x; € R™ is the subsystem state vector, u; € R™: is the control input
vector, y; € RP¢ is the output vector, and w; € R™ and v; € RP! denote the
process noise and measurement noise, respectively. Moreover, A; € R™*" ig
the state matrix, and B; € R™"*™i and C; € RPi*™ are the input and output
matrix, respectively. The neighbor set N; of S; represents the index set of those
subsystems S§; dynamically influencing the subsystem S; through the intercon-
nection matrix A;; € R™*". All the matrices are assumed to be constant over
time. Finally, let define:
Ei = ;SXVG(AU)- (3:2)
Concerning the structural properties of the subsystems composing the net-
work, we make the following assumptions.

7
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> jen; AijT; a;
Si —
U; Yi
+
HOrm
A; v L
3
—O
Uj Vi
.................... LU;

Figure 3.1: On the left, the network layout separated in physical and cyber
layers; on the right, the diagram of the attacked subsystem.

Assumption 3.1.1. Vi € {1... N}, the pair (A;, C;) of subsystem S; is observ-
able and:
rank(C;=;) = rank(5;). (3.3)

Assumption 3.1.2. The topology of the network can be represented as an undi-
rected graph, without self-loops, that is:

i ZN;

i
ieNj<jeN. (34)

On the other hand, in general it is A;; # Aj;.

Furthermore, the noises acting on each subsystem are assumed to satisfy the
following condition.

Assumption 3.1.3. Vi € {1...N}, both the process and the measurement
noises are bounded, i.e. there exists known positive constants w;,v; € Ry such
that:

|wi (k)| < wi, ||vi(k)|| < v, Vk € Z,k > 0. (3.5)

A scheme of the network is shown in Figure 3.1. Each subsystem is equipped
with a local unit LU;, consisting of a controller C; and the detection architec-
ture, which is thoroughly described in Section 3.3. The logic unit accesses the
measurements g; and produces the control input u;. The action of the logic unit
LU; is fully distributed, meaning that it is the result of the locally available
information and variables of equation (3.1), whereas no knowledge of the overall

8
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topology of the network is needed. Therefore, we assume the following condition
to hold.

Assumption 3.1.4. Only the local dynamics’ matrices (A;, B;,C;), and the
interconnection matrices A;j,¥j € N;, are available to each LU;.

The link connecting each subsystem &; with the associated logic unit LU; is
vulnerable. As a consequence, the signals entering the subsystem &; might be
different from those produced by the logic unit LU; and viceversa. Specifically,
in order to take into account the action of a malicious agent A; altering both the
actuation and the measurement signals, which will be discussed in Section 3.2,
we will refer to the couple (u;,y;) as legitimate or transmitted signals, whereas
their corrupted version (u;,7;) will be referred to as attacked or received.

If 4 denotes the index of the subsystem where the attacker is acting, the
relation between the transmitted and the received signals is the following:

= (3.6)
Yi =Yi — Yi-

Such cyber-attacks, in which a malicious agent can alter both the actuation
and the measurement signals, are particularly difficult to detect. Indeed, a
proper design of 7;,y; can make the attack effect on the output indistinguishable
from the nominal behavior, independently of the manipulation on the subsystem
S;. An exhaustive discussion on this important aspect can be found in the
following section.

3.2 Covert attack

In this section, we depict the design of a covert attack model in state space form,
with reference to [14].

Definition 3.2.1 (Covert Agent). The action of the malicious agent A; is covert
to subsystem S; if the received measurement output ¥j; is indistinguishable from
the nominal subsystem response y; in the attack-free scenario.

In other words, an attack is covert as far as the attacker is able compensate
for its action so that no abnormality can be deduced from the received output
¥; (in the following, this condition will be referred to as covertness property).
Having said that, we trivially deduce that such attacks are stealthy by design.
Moreover, from Definition 3.2.1 follows that any residual signal relying on the at-
tacked output measurement 7; necessarily satisfies the stealthiness condition [15,
Definition 2].

An effective covert attack can be performed by replicating the dynamics of
the targeted subsystem. Hence, the malicious agent A; is modeled as dynamical

9
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system in the form:
~+ T~ =
~ T =A;x; + By
G T (3.7)
Yi =Cii.

Specifically, the attacker design the signal 7; in order to fulfill its goal. For
example, 7; might drive the subsystem S; toward an undesired trajectory, or
cause the subsystem state z; to grow indefinitely. Obviously, the signal n; is
arbitrary, and its characteristics are in general unknown to a defender. On the
other hand, the signal ~; is computed with the purpose of compensating for the
effect of 7; on the subsystem output y; as in (3.6).

Remark 3.2.1. Observe that, thanks to the superposition principle, the attacker
A; might run the replica Si in open loop, meaning that it does not need any
information on the current state x; and legitimate input w; of the subsystem S;
to hide its own effect on the output.

As a result, model (3.7) is itself sufficient to describe a covert agent. On
the other hand, it is reasonable to consider a more general scenario in which
the attacker needs to implement its own controller C; in order to achieve some
desired dynamics:

Uj

Yi
7; :Céi& + Kéii'i,

é . & =46+, + R vi

(3.8)

where &; is the controller state, v; is used to determine the controller’s reference,
and A@-’ T, Rs, CC}’ and K are matrices of compatible dimensions. In partic-
ular, K e provides a feedback from the state Z; of 5}, whereas T; represents the
disclosure resources as in [15], identifying information accessible by the attacker.

The attacker A; can be represented in compact form by considering both (3.7)

and (3.8), and by introducing a vector ¢; = [z &' ]T as follows:

0 U; 0
G =PiGi + + Vi
T, Yi Rs
A ! (3.9)
U
where: } ~ } B
A; + B,Ks | B;Cs C; 0
o, = G TG I; = d . 1
0 | A | {Kc Céi] (310)

I'; is called disruption resource, as it defines which channels among actuation
and measurement can be compromised with malicious signals. With this de-
scription, the attacker A; is completely characterized by its model knowledge

10



3.2. COVERT ATTACK

([li, B;, C’z), its infiltration resources YT; and I';, and its attack strategy defined
by the controller C; and the reference signal ;.

Clearly, (3.7) satisfies the covertness property if and only if the replica S;
is a realization of the same transfer function realized by the subsystem being
attacked S;. To ensure this condition, the following is assumed to hold.

Assumption 3.2.1. The malicious agent A; has perfect knowledge of the sub-
system being attacked, that is (A;, B;, C;) = (A;, B, C;). Conversely, it has no
knowledge of the dynamic interconnections with neighboring subsystems.

Remark 3.2.2. The working framework fixed by Assumption 3.2.1 is a worst-
case scenario. Indeed, as will be proved in the following, in such a way the
residual quantities are not influenced by the attacker. In the case of an attacker
with incomplete knowledge of the model, simpler detection strategy could be ef-
fectively implemented.

An attacker willing to satisfy Assumption 3.2.1 needs to obtain the model
information via some form of intelligence. This may happen both if the plant
structure is known (see [16]), or if the information is leaked. Moreover, one
can reasonably assume that an attacker who can write on some channels is
able to read from them as well. Therefore, the model might be identified by
eavesdropping on the measurement and actuation signals [17].

In the following, we formally prove that model (3.7) ensure the accomplish-
ment of the covertness property. Let kq; be the time instant in which the attacker
begins its action, meaning that:

i, = 0,Vk € Z, k < kq;. (3.11)

The following proposition states a sufficient condition for an attacker to be
covert.

Proposition 3.2.1. Under 3.2.1, there exists a signal ~; such that, if A; is
Schur-stable, the attack is asymptotically covert. Furthermore, if the attacker
state at kq; is T;(kq;) = 0, the attack is covert Vk € Z, VA; € R™*™i,

Proof. Before the attacker starts its manipulation, from (3.11) we trivially have
¥ = ¥i,Vk € Z,k < ky;. Therefore, it is sufficient to prove the condition for
k > kqi.

From (3.1) and (3.6) we have:

k-1

yz(k) :CiAf_kaixi(kai) =+ Cz Z Af_l_T l:BZ <u2(7') + m(T)
7= Has (3.12)
+ Z Aij:Ej(T) + ’LUj(T):| + Uj(k‘).

JEN;

11
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On the other hand, for a given attacker action 7, (3.7) gives:
k—
Vi(k) = Ci AR Foi g, (k) Z AFIT B (7). (3.13)
T=Ka;i

Under Assumption 3.2.1, and by exploiting again (3.6), the previous expression
then give:

k—1
gz(k) :CiAf:_kai <$z(k’az) — .f?l'(km;)> + C; Z Af*lfT |:Bzuz(7')
7=has (3.14)

5 Ay () + wy(r >} T oi(k).
JEN;

If A; is Schur-stable, from (3.14) we have that as k — oo, g; will converge to the
output of the attack-free subsystem. Put it differently, if Affkf“' is vanishing as
k — oo, then the expression in (3.14) will converge to that in (3.12) where it is
substituted an identically zero signal n;. On the other hand, if Z;(k4;) = 0, then
¥; in (3.14) is indistinguishable from the legitimate output Vk € Z, irrespective
of A;. O

Remark 3.2.3. Observe that Proposition 3.2.1 implicitly proves that the covert
attack can be fulfilled with no knowledge of the neighbors or their interconnec-
tions. This greatly depends on the linearity of the dynamical system being con-
stdered. Namely, thanks to the principle of superposition of effects, the influence
of the attacker signal m; on the subsystem’s output y; does not depend on the
other signals simultaneously contributing to generate the subsystem’s state tra-
jectory, (the legitimate input u;, the influence of the neighbors A;jxj, and the
process noise w;). As a consequence, an attacker satisfying Assumption 3.2.1
can successfully design the signal v; to compensate for its effect on the output,
since the latter is a function of the n; signal and of the structure of the subsystem
(AZ', Bi, Cl) O’Iﬂy.

Finally, it is worth highlighting that both the definition of covert attack and
the results of Proposition 3.2.1 can equivalently be restated in terms of detection
residuals, as will be discussed later on.

3.3 Detection architecture

This section extensively discusses the proposed detection architecture. Each
Logic Unit is endowed with a local controller C;, a decentralized observer Og
(see Subsection 3.3.1), a distributed one OF (Subsection 3.3.2), and a detection
logic D; (Subsection 3.3.3). A scheme of the Logic Unit is depicted in Figure 3.2.

The purpose of implementing both the observers is the following:

12
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./ T Uy Vi
,/ C;
U; ‘?ji 2
e d 7:d
1 . O; R .
........... LU:
! o +
fffffff L —0
. iy —
. 24,5 € N; e
AN aj,J GM D a;
\\ ************** ’L ****** >

Figure 3.2: Detail of each logic unit LU;, endowed with a local controller C;, a
decentralized observer C’)fl, a distributed observer Of, and a detector D;. The
scheme distinguishes between signals withing the same logic unit (in black), and
signals resulting from the communication with the neighboring subsystems’ logic

units (in blue).

e The decentralized observer produces a state estimate i“ij based on the input
u; and on the locally measured output g;, decoupled from the neighboring
subsystems S, j € Nj;

e The distributed observer dynamically computes an estimate Z§ from the
input u;, from the locally measured output ¥;, and from the decentralized
estimates of the neighboring subsystems i’;l, J € N; (conveniently commu-
nicated from their logic unit LUj).

In such a way, if 7 is the index of attacked subsystem S;, the distributed
observers OF of its neighboring subsystems Sj, j € N; can detect possible incon-
sistencies between the true state x; of S; (to which each neighboring subsystem’s
state x; is directly coupled) and the possibly wrong' estimate :i'? which the logic
unit LU; produced from the attacked measurements ;. Therefore, the attack is
perfectly covert with respect to S;, its neighbors can reveal it.

In order to detect the aforementioned inconsistencies, each subsystem con-
siders a residual signal 7 and a suitable time-varying threshold 7. Both these
quantities will be formally defined and discussed in detail in the following. In
order to reveal stealthy attacks, the following distributed detection logic is im-
plemented by a diagnoser D;:

o If [|F¢|| > 7§, a binary alarm signal a; is raised;

e Each logic unit LU; broadcasts the alarm signal a; to all the neighboring
logic units LU;, j € N, and receives the sequence a;, j € N;

!Observe that the communication between logic units is assumed invulnerable. Therefore,
the estimates &% is correctly communicated, and it could only be wrong because it relies on

attacked measurements. More details on this fact are given in Subsection 3.3.2.

13
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|

Obtain local

I
I

I

I
¥

measurement ¥; Receive decentralized
| estimates a??,j eN;
{ Compute input u; ‘ from neighbors
Compute Compute distributed
decentralized estimate z¢ and residue 7¢
estimate :i:;-j
l Set a; = 1 & ||7§|| > 7%.

Broadcast decentral-
= m - ized estimate £¢ to
neighbors S;j,j € N;

Broadcast a; to  F---------- 8
neighbors S;,j € N;

Receive aj = 1,5 € N
from neighbors. If
ANDJEM(aj) = 1,

= §; is under attack.

Figure 3.3: Detection algorithm performed at each sampling time in each LU.

e If a; = 1,Vj € N, then detector D; decides S; is under attack.

The detection logic is summarized in Figure 3.3.

Before proceeding with the analysis, let specify some quantity of interest.
The state estimation errors for the decentralized and the distributed estimates,
respectively, are defined as follow:

d
(]
: (3.15)
¢

Observe that egl and €f represent the difference between the actual state of S; and
the state estimates of the corresponding observers. These quantities are named
the true errors, and they cannot be computed in practice since the actual state
is not directly accessible. Therefore, the output estimation errors are coherently
defined as: .. v .

ry =y; — Cizy = Ciej +v;

.. . . (3.16)
r; =y, — Ciz5 = Ciej + ;.

On the other hand, if subsystem S; is under attack, these quantities are not
available either. More conveniently, in this case, one can consider the computed

state errors:
cd - . % sd
€ =Ti—Ti—L;
o (3.17)
G,L‘ —.%'Z—(I}Z—l'z,

14
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and, consistently, the computed output errors (the so-called residuals):

7

~c - ~ ~c ~C
ri =Y — C'sz = CiEi +UZ‘.

7

(3.18)

Similar to the conventions previously introduced, the latter quantities are called
the received or attacked state and output errors. Observe that, when no attack
is happening, the true and the computed errors trivially coincide.

In the next sections the technicalities of the detection strategy are outlined
in detail. Subsection 3.3.1 and 3.3.2 are dedicated to the design and the analysis
of the decentralized and distributed observers, respectively. Finally, in Subsec-
tion 3.3.3, the details of the attack detection logic are given.

3.3.1 Decentralized Observer O¢

This section tackles the problem of designing a decentralized estimate i‘;j of the
state x;, not depending on the contribution from the neighboring subsystems.
In this respect, an Unknown Input Observer (UIO) is implemented (see [18],
here adapted to fit the discrete-time scenario), by regarding the influence of the
neighbors as an unknown input acting on S;. This implementation of a UIO
is derived from the distributed detection of anomalies literature (for instance,
see [19] and [20]).

The implementation of the UIO is the following. Named z; € R™ the state
of the observer, the decentralized estimate #¢ is the output of the following
dynamical system:

d ~
o {ZZ+ =Fi'zi + TiByu; + K;y; (3.19)

i ~d ~

Fid7 T;, K;, and H; are gains with compatible dimensions, which will shortly be
better characterized. Let observe that by defining x; as:

= row (z]) (3.20)

x, )
JEN;

7

for each subsystem S;, and by exploiting (3.2), the influence of the neighbors on
S; on the right-hand side of (3.1) can be rewritten as follows:

JEN;

Having said that, it is required that [18, Theorem 1]:
a) The output matrix is such that:

rank(C;=2;) = rank(Z;). (3.22)

15
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b) The pair (A;, C;) is detectable, where:

A; = A, — H;C; A,. (3.23)

Observe that condition (3.22) is ensured by Assumption 3.1.1. Under such con-
ditions, by decomposing K; as

Ki=K"Y 4+ K?, (3.24)

the gains appearing in (3.19) can be designed so that:

0 :(fIZC'Z — I)Ei (3.25&)
T, =1 — HC; (3.25b)
Fe=A; — KZ-(I)C'Z- is Schur-stable (3.25¢)
K% =FH,. (3.25d)
Note that a particular solution to (3.25a) is:
H; = 5[(CiZ) T =i (CiZ). (3.26)

The matrix Fid rules the rate of convergence to steady-state of the decentralized
estimation error e?. Note that the egl approaches zero at steady-state only in
the disturbance-free and attack-free scenario. More in general, the next proposi-
tion characterizes the decentralized estimation error trajectory for the attacked

subsystem S;.

Proposition 3.3.1. Let assume a malicious agent A; modeled as in (3.7) is
manipulating the ith subsystem S; as in (3.6). If Assumption 3.2.1 and the
UIO condition (3.25) hold, then the decentralized true error dynamics of ob-
server (3.19) is ruled by:

EZC-H_ = Edefl + Tiwi - Ki(l)vi — Hﬂ)j + (AZ - Fid)fi + Bini‘ (327)
On the other hand, the decentralized computed error evolves according to:
et = Fled + Tyw; — Ki(l)vi — Hyv, (3.28)
and the attack is covert for (’)g.
Proof. Before proceeding with the computation, one might find it useful to
remind that the actual subsystem S; is driven by the attacked control input
u; = u;+1;, whereas the decentralized observer Ofl is fed with the legitimate con-

trol input w; and the attacked measurement signal §; = y; —v; = Ci(z; — ;) +v;.

16
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From definition (3.15), and models (3.1), (3.7), and (3.19), we have:

d+ _ .+ _ sd+
€ =z, — I

=z — 2z — Hi[Ci(z] — &) +v]]
=(I — HiC)z} — 2} — Hyv}t + H;Cizf
=(I — H;C;)[Aix; + Bi(u; + ;) + Eiz; +wi] — [Ffzi + T; Byu;
+ K;Ci(zi — ;) + Kivi] — Hiv]” + H;Ci(A;%; + Byy)
:[(I — HZCZ)AZ — chl]l‘l + [(I — HZCl) — ﬂ]Bzuz
+ (I — HiCy)Zimi — F'zi + (I — HiCi)w; — Ky
— Hivf + (HiC;A; + KiCy)&; + Bin.

(3.29)

Then, by substituting (3.23), (3.25a), and (3.25b), (3.29) can be rewritten as:

et =[A; — KiCilwi — F'zi + Tyw; — Kyv;
— Hﬂ}j + (Az — AZ + chz)i'l + Bin;
:[Ai o Kz‘(l)ci - Ki(z)ci]xi - Fidzi + Tiw; — Ki(l)vi - Ki(z)vi

— Hu + (A — A + Kl-(l)Cz' + Ki@)ci)!fi + Bin;

(3.30)

where the decomposition (3.24) was exploited. Finally, from (3.25¢) and (3.25d),
we have:
et =[P — FAH;Cilw; — Flz; + Tow; — KMv; — FH;
— Hwf + (A; — F{' + F'H,C;)i; + B
=F{[x; — 2z — Hifii] + Tyw; — KZ-(I)W — Hivf (3.31)
+ (A = F{)ii + By,
=Fled + Tow; — KMo, — Hot + (4; — FYF; + By,

Moreover, from (3.27), (3.7), and (3.17), if Assumption 3.2.1 holds, one de-

duces:
gt _dt _ st

€ i L
=Ffe! + Tyw; — Ki(l)vi — Hw + (4 — FHz,
+ Bimi — (A% + Bimi) (3.32)

=F(ed — &;) + Tyw; — KZ-(l)vi — Hvf
=Fed + Tow; — KWy, — Hyv}t.

7

Since the decentralized computed error Eg evolves independently of Z; and 7;,

that is the decentralized observer is insensitive to the malicious agent action,
the attack is necessarily covert. O

17
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Remark 3.3.1. Note that by substituting n;,~v; = 0,Vk € Z in (3.27), we derive
the decentralized true error dynamics in the attack-free scenario:

et = File! + Tyw; — Ki(l)vi — Hyv]". (3.33)

(2

As a consequence, we deduce that in the attack-free scenario the decentralized
true error ef and the decentralized computed error €‘ii coincide, coherently with
their definition.

3.3.2 Distributed Observer Of

This section is dedicated to the design of the distributed observer Of. As previ-
ously mentioned, this observer’s intent is to produce an estimate &{ of the state
x; from the legitimate input u;, the (possibly attacked) measured output g;, and
the decentralized estimates of the neighboring subsystems :%;l, jeN;. Asit will
be proved, the resulting distributed computed error € (and, consequently, the
residual quantity 7¢) is insensitive to possible attacks at S;. Nonetheless, € is
sensitive to possible attacks in the neighboring subsystems, and this fact is the
core of the proposed detection strategy.

Note that the considered attacks presented in Section 3.2 manipulate the
actuation and the measurement signals as in (3.6). On the other hand, the
communication channels between logic units are assumed safe, as specified in
the following assumption.

Assumption 3.3.1. The communication between logic units is ideal. As a con-
sequence, the exchanged estimates :E?, j € N; are not corrupted during the com-
munication.

Based on the subsystem dynamical equations (3.1), the distributed observer
Of is designed as a standard Luenberger observer, where the contribution due to
the physical coupling with the neighboring subsystems is dealt as a known input
derived from the communicated decentralized estimates fc?, j € N;. Precisely,
the dynamics of such an observer is :

Olc : i‘;-:—i_ = Ali'lc + Bu; + Z AZ].@'? + Lz(gz — Czi'f) (3.34)
JEN;

L; € R™"*Pi ig the observer gain and could be designed in order to place some
given eigenvalues of the matrix:

FS = A; — L;C; (3.35)

7

so that, at least in the ideal scenario of absence of noise and of attacks in the
neighboring subsystems, the estimation error €; asymptotically converges to zero
satisfying some given performance.

Alternatively, as the authors suggest in [1], an Hy, approach (see [21]) can
be employed to design the observer gain L; in order to attenuate the effect of

18
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the noises w; and v;, and of the decentralized true errors of the neighboring
subsystems e?, J € N; on the observer error €.

Remark 3.3.2. Observe that :%;l is not affected by attacks in the neighboring

subsystems Sy, h € Nj. This is the reason why in (3.34) Aij:i";l was used instead
of Ay&5. This property will lay the basis for our detection strategy in the next
section

The next proposition analyzes the properties of the designed distributed
observer O5.

Proposition 3.3.2. Let consider a malicious agent, modeled as in (3.7), af-
fecting subsystem S; as in (3.6). If Assumption 3.2.1 holds, the true estimation
error dynamics for observer (3.34) is:

= Fl-ceg +w; — Lyv; + Z Aijeg + Bini + L;v;, (336)
JEN;

whereas for the computed estimation error is:

= Ficgg +w; — Ljv; + Z Aije‘ii, (3.37)
JEN;

and the attack is covert for Of.

Proof. Here again it is worth highlighting that the actual subsystem S; is driven
by the attacked control input 4; = w; + 7;, whereas the decentralized observer
(’)f is fed with the legitimate control input u; and the attacked measurement
signal §; = y; — i = Ciwi + vi — 7.
Therefore, from (3.15), (3.1), (3.34), and (3.35), a trivial computation gives:
€St —x sct

€ -

=A;jx; + Bi(u; +n;) + Z:Awgn]—&—wZ

JEN;
— [Aiaéf + Bjiu; + Z Aijfc? + Li(Ciwi + vi — v — Cidf)
jEN: (3.38)

JEN;
+ Bini + Livi

=Ffef +w; — Liv; + Z Aijej-l + Bin; + L.
JEN;

On the other hand, from (3.17), (3.7), and (3.36), if Assumption 3.2.1 holds, one

19



CHAPTER 3. DETECTION STRATEGY

obtains:

F+

cct+ o+
€ =€ i

=Ff € +wi — Livi + > Aije§ + B + LiCifi — (At + Bimy)

JEN;
:Fic<€z¢ - iz) +w; — Liv; + Z Aije;l (3.39)
JEN;
:FZ.CE;? +w; — Liv; + Z Aijeg.
JEN;

Since the computed error follows the true error dynamics of the attack-free
scenario, which can be deduced by substituting n;,v; = 0,Vk € Z in (3.36), the
attack is covert for Of. O

3.3.3 Attack detection scheme

In this subsection, the final details on the detection architecture are given. As
Proposition 3.3.2 states, the distributed computed error € and, consequently,
the distributed computed residue 7§ are sensitive to the decentralized true errors
e?, j € N of their neighbors. Therefore, in principle the alarm signal a; might
be raised whenever 7 is different from zero. Nonetheless, this procedure would
result in frequent false-alarms due to the presence of noise. For this reason, in
the following, a suitable threshold is designed in order to take the disturbances
action into account. Such a threshold results from the bounds (3.5) and accounts
for the maximum noise contribution on 7§ in attack-free conditions.
In the following analysis, the next condition is assumed to be satisfied.

Assumption 3.3.2. For any subsystem S;, there is only one attacker in its
neighborhood N;.

This assumption aims to rule out complex situations in which multiple at-
tacks in different subsystems within the same neighborhood might be designed
in order to compensate one another. Such scenario will be explored in Chap-
ter 5. Nonetheless, this assumption is not unreasonable. Indeed, if the overall
system is spread over a large area, it might be difficult for an attacker to target
vast sections of it.

In order to derive a threshold on the distributed error, it is firstly needed to
consider its decentralized counterparts. The next proposition derives an upper
bound on the norm of this quantity.

Proposition 3.3.3. Given (3.5), and a bound on the decentralized true error at
time k = 0, x;(0), then, in attack-free conditions, the norm of the decentralized
observer error HefH is bounded by the positive function E;-i, which can be initialized
as

&l(0) = z;(0) + || Hil| v, (3.40)
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and evolves according to:

€§H = ) Fz'd Fid

€?+(1—‘

Qf = Tl w; + || 53| - (3.42)

) V4 Q2 (3.41)

where:

Proof. By convolving the dynamical equation of the decentralized true error in
attack-free conditions (3.33), we obtain:

k—1
(k) =(FYRed(0) + 3 (AT (Tiwxr) - KF’w(r))
. 7=0 (3.43)

= > (FH* T Hyi(7).

=1
The last summation can be rearranged as follows:

k k—1
Z(Fid)k_THiUi(T) = Z(Fz‘d)k_THiUi(T) + Hyvi(k) — (F)"Hvi(0)

T=1 7=0

k—1
= Z(Fﬂ)k*l*ﬂdﬂm(r) + Hyvi(k) — (FH* Hyv; (0)
=0

k—1
=N (FHTEP vi(7) + Hyvi(k) — (FE*Hiwi(0),
7=0

(3.44)
where (3.25d) was applied. Therefore, by recalling the decomposition (3.24), the
decentralized true error can be rewritten as:

ed(k) =(F): (e?<o> - Hm-(O)) T Hi(h)

k—1

o (o)~ K

7=0

(3.45)

In order to derive a suitable threshold, let recall that for the induced euclidean
matrix 2-norm, given any vector x, and any two matrices A and B of compatible
dimensions, the following inequalities hold [22, Subsection 10.4.2]:

[ Az || < [lA[}{l] (3.46a)
IAB] <[ Al[lIB]l- (3.46b)
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Therefore, by applying the triangle inequality multiple times to (3.45) we
find:

R

k-1
+ Z H(Fz‘d)k_l_T
=0

)| + 1] \|vl-<o>||) + I o (R)
(3.47)

(nnn s (P + 15 ||v@-<f>u).

By recalling the fact that the noises are uniformly bounded (3.5), we obtain:

)| < || (

) + bl ) + 17

k—1 (3.48)
+ 3 e (imia i )
T7=0
Moreover, (3.46b) in particular gives, Vk € Z,k > 0:
k
o < oo
From such property, and by defining Q¢ as in (3.42), we find:
d d k d ~ ~
et < [r) (etco] + nemt o) + ez
(3.50)

k—1—71
d
}1

k—1
+0Qf > (
=0
Let Ef be the expression on right-hand side of the previous inequality. From
simple manipulations, we have:

k+1
et 1) =[] (et + hend o) + e
d k d k—T1
+QiZ‘Fi
7=0
k
=& |7 ( e?(O)HJrHHZ-Hm>+HHZ-H1‘)Z» (3.51)
d || pd S al[F1=T
+ Qi +QF || F Z“Fz
= ety -+ (1= [ ) e+

Finally, one can observe by inspection that the initialization (3.40) is coherent
with the computation. ]
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In the next proposition, a similar analysis is proposed for the distributed
error.

Proposition 3.3.4. Given (3.5), and a bound on the distributed true error at
time k = 0, z;(0), then, in attack-free conditions, the norm of the distributed
observer error ||€5|| is bounded by the positive function €, which can be initialized
as €5(0) = z;(0), and evolves according to:

= IFelE + Qs+ > 1Ayl ] (3.52)
JEN;
where:
QF = w; + || Lil| ;. (3.53)

Proof. By convolving the dynamical equation of the distributed true error in
attack-free conditions, which can be deduced by substituting 7;,v; = 0,Vk € Z
n (3.36), one finds:

k—1
€i(k) = (FY)Fec(0) + > (F)M 7 <wz( — Lvi(r) + Y Ayel(r ) (3.54)
7=0 JEN;

Therefore, by exploiting the triangle inequality, together with the properties (3.46a)
and (3.46b), we obtain:
(st

Il + 3 1l 4] ).
JEN:

lesk) I <||(FEY | Hes o)l + kzl Ry
=0

(3.55)

Moreover, from the fact that the noises are uniformly bounded (3.5), by defining
Q¥ as in (3.53), taken (3.49) into account, we obtain:

k—1
Ief(k)lSIIEC\Ikllef(O)II+Z||Ff||’“1T<Q§+Z||AijllHe H) (3.56)
7=0 JEN;

Let € be the expression on right-hand side of the previous inequality. Then,
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from simple manipulations, we have:

k
k k—
&k +1) = FFIIF les )l + D I1F7 7_<Qf+'§: [ As;]]
7=0 JEN;

o)

k
= IES N IESN® e (0)1 +QF + D 1144l
JEN;

)

- (3.57)
HIEITL IFE T (@0 3 sl ] )
7=0 JEN;
=1 Fell ek) + Q5 + > 1Ayl e k)|
JEN;
O

Observe that in order to obtain a bound on He;l ,j € N;, one can ex-

ploit (3.41). Moreover, a simple computation reveals that, in attack-free con-
ditions, the norm of the distributed residue [|7{| is bounded by the positive
function 7§, defined as:

i = ||Cill & + ;. (3.58)

Remark 3.3.3. All the computed thresholds are time-varying quantities. Nonethe-
less, if the subsystems are stable, after a sufficiently long time the threshold con-
verges to a steady-state value (when the transient due to the uncertainty on the
initial condition vanishes).

Finally, Theorem 3.3.1 asserts sufficient conditions for an attack in order to
be detected.

Theorem 3.3.1 (Detectability). A covert cyber-attack starting at instant kg ;
mn S;,1 € ./\/'j, is detectable by S; if Ik; > kq; such that:

ki—1 T—1
Do ENMTITT AL Y (FENTTI0(0))| > 27, (3.59)
T:ka,i t:ka,i
where:
0i(k) = (Ai — F)&i(k) + Bimi(k). (3.60)

Proof. To consider the attack effect, one needs to convolve (3.33) and (3.27)
before and after k,;, respectively, obtaining (see (3.45)):

(k) =(F* <e?<o> - Hwi(m) T Hai(k)

k—1 ~1 (3.61)
£y (EE (Tiwim - Kmm) S (B0 ().

7=0 T

ko

I
=

a,t
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The first three terms consist in the attack-free error, which corresponds to the
computed error égl as observed in Remark 3.3.1. The final summation is associ-
ated to the effect of the attack. Therefore, we can conveniently rewrite (3.61)
as:

e

-1
el (k) = & (k) + (EHE76i(r). (3.62)

T

I
ey

a,i

On the other hand, by convolving (3.37) for subsystem S;, j € N;, we obtain:

k—1

& (k) =(Ff)re0) + Y (F)F ' <wj(7) — Ljvi(m) + Y Ajﬁf(T))
- (363)
+ Y (FFTT A Y (BT (),
7=0 t=kq;

where again we can distinguish between the attack-free received error 65 af> AC
b

counting for all the terms but the last double summation, and the attack con-

tribution 657 att» the last double summation itself.

By applying the inverse triangle inequality and the bound (3.58), we find:

75 2 )| Ci(&ate + EGap) | + 05 2 | (i atel| = [|Cs8 sl | + 5 (3.64)

and:
1C& atell < Ci&5agll + 75 + 75 < 275, (3.65)
which holds Vk € Z,k > 0. By negating this condition, we find (3.59). O

Remark 3.3.4. Observe that an attack in S; could not be detected by S; be-
cause either the attacker action lies within the null space of the interconnection
matriz Aj;, or because the attack “amplitude” is too low, that is the action is
indistinguishable from the noise effect.

Finally, observe that one may derive component-wise bounds to be used for
the detection strategy, as shown in [1, Subsection IV-C]. This is particularly
useful when the state components are not normalized, i.e. their magnitudes
are on different scales. Indeed, in such a scenario, the norm-based thresholds
derived in this subsection might be quite conservative.
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