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Abstract

In the physics beyond the Standard Model, one of the primary challenges is addressing the im-
balance of matter and antimatter in the universe. Theories such as supersymmetry explain such
discrepancy by predicting the existence of new high energy particles, with energy scale exceeding
several tera-electron volts (TeV), out of reach of currently available particle accelerators.
Table-top experiments emerged as a promising approach to solve this issue. These experiments
focus on high sensitivity measurement of the electron Electric Dipole Moment (eEDM) in polar
molecules, as by detecting small changes in the electron’s spatial charge distribution, it is possible
to indirectly detect high energy particles that might influence it.
This thesis focuses on the development of an apparatus within the PHYDES collaboration for
the production and spectroscopy of BaF-doped parahydrogen (p-H2) cryogenic crystals. This
combination, which has never been investigated before, is herein analyzed with the ultimate goal
to perform eEDM measurements using the matrix isolation technique.
The work involved the design and construction of a molecular source capable of generating a
barium monofluoride (BaF) ion beam, that has a great coherence time along with large internal
effective field, both crucial parameters for a good sensitivity of eEDM measurements. The main
components of the source will be analyzed to ensure efficient and stable production of approxi-
mately 1014 molecules per hour. Additionally, a cryogenic setup was analyzed to produce pure
p-H2, an isotope of hydrogen that will be used to host a large number of BaF molecules in a
stable and inert environment with exceptional optical clarity. In this work, we stored and subse-
quently grew crystals of both H2 and p-H2, conducting spectroscopic analysis to measure their
thickness and achieving a p-H2 purity of approximately 97%.
While the complete integration of BaF into the p-H2 matrix was not realized in this project, the
apparatus developed has the potential to significantly improve the sensitivity of eEDM measure-
ment, laying a solid groundwork for future investigations.
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Chapter 1

Introduction

The Standard Model (SM) of particle physics is one of the most significant theories of our
generation and has produced several outstanding discoveries in the field of particle physics [1,
2]. Developed in the latter half of the 20th century [3], the SM provides a solid framework
for understanding the physics of fundamental particles like quarks, leptons, and gauge bosons
[4], describing their interactions via the electromagnetic, weak, and strong forces. Moreover, it
integrates quantum field theories and symmetries that led to the prediction, often followed by
the discovery of previously unknown particles. The most notable example of the SM predictions
is the Higgs boson, confirmed by experiments at the Large Hadron Collider (LHC) in 2012 with
the ATLAS and CMS experiment [5, 6].
There are however open problems in the SM. Beyond the impossibility to incorporate gravity in
its formalism [7], it fails to account for the observed matter-antimatter asymmetry in the universe
[8]. This asymmetry arises from the CP violation, where C stands for charge conjugation and P
for parity. CP violation is predicted by the Standard Model, however it is insufficient to explain
the observed imbalance of matter-antimatter. This provides a major motivation to search for
new sources of CP violation.

1.1 Electron Electric Dipole Moment - eEDM

supersymmetry and theories beyond the Standard Model (BSM) [9] predict additional particles
at TeV energy scale, as schematized in Figure 1.1, whose existence can be probed with experi-
ments searching for electric dipole moments (EDM) of electrons or nuclei beyond the LHC energy
scales [10].
In the framework of the Standard Model, electron EDM arises due to CP violation, which is
closely related to T violation through the CPT theorem. [11]. Due to the incomplete under-
standing of CP violation, the precise value of the SM expected eEDM is hard to compute. For
instance, the Standard Model nicely explains the CP violation for K and B mesons decay [12,
13] through the Cabibbo-Kobayashi-Maskawa matrix [14], however the eEDM arises only at the
four-loop level of perturbation theory and is predicted to be less than dSMe < 10−38 e cm [15].
This very small values makes eEDM a challenging parameter to be measured, necessitating ex-
periments of extraordinary sensitivity.
Tabletop experiments have proven to complement high energy collider experiments effectively.
Leveraging AMO techniques to test fundamental symmetries and constants, they have shown
great potential in detecting small signals that could indicate new forces beyond the Standard
Model. However, given the SM prediction of eEDM, along with the current best experimental
sensitivity of 4.1× 10−30 e cm [16], all searches for the eEDM are expected to yield null results.
Nonetheless, in BSM theories, especially in supersymmetric theories, the eEDM can appear at
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4 1. Introduction

Figure 1.1: Overview of predicted particles along with the current energy limits of the experiments
to find them. The red bars show the measured masses of the heaviest SM particles, the top quark (t)
and Higgs boson (h). Although no particles BSM have been discovered, new experiments can exclude
their existence below certain masses. The gray and blue areas indicate excluded ranges for hypothetical
particles as additional Higgs bosons (H0, H±) and supersymmetric partners (denoted by tildes) of SM
particles. Gray regions are ruled out by direct LHC searches, while blue regions are excluded by EDM
experiments assuming maximal CP violation. Arrows indicate projected sensitivity for future EDM
experiments. [11].

the one- or two-loop level, with required sensitivity closer to current experiments. An illustration
explaining how new high energy particles might give rise to an electron EDM is shown in Figure
1.2, where the presence of a new high energy particle affects the space charge distribution of an
electron, resulting in a permanent eEDM. Another possible assumption can be done by consid-

Figure 1.2: Illustration of interaction between new bSM high energy particle and an electron. a: New
particles that mediate symmetry-violating forces might couple to the electron; b: The charge distribution
becomes asymmetric, resulting in a permanent electron Electric Dipole Moment (eEDM), de, aligned with
its spin axis [11].

ering neutrinos as Majorana particles [17]. This approach introduces new CP-odd phases in the
lepton sector and permits non-vanishing two-loop contributions to the EDM, without requiring
modifications to the SM. The resulting contribution to the eEDM could reach 10−33 e cm, three
order of magnitude from the current eEDM best sensitivity.
To understand why eEDM requires P and T violation, one can consider an electron with electric
dipole moment d and magnetic dipole moment µ. Both moments will align with the spin direc-
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tion, since it is the only vector available to orient the particle. The Hamiltonians HM and HE

that describe the interactions of the electron with a magnetic field B and an electric field E are,
in the non relativistic regime, respectively:

HM = −µ ·B = −µσ ·B (1.1)
HE = −d ·E = −dσ ·E (1.2)

where σ is the Pauli spin operator. Under a parity transformation, the axial vectors µ and B
remain invariant, while the polar vector E changes sign. Under a time reversal transformation,
E remains invariant, but µ and B change sign. Consequently, while HM is invariant under both
parity (P) and time reversal (T) transformations, HE is invariant under none of them and will
contribute with a change in energy of the state.

1.1.1 Detecting an eEDM - Schiff’s theorem

To detect an eEDM, one might consider to place an electron in a uniform external electric field,
Ee and observe a change in energy proportional to it. However, this approach is impractical for
a free electron, which would quickly be accelerated out of the observation region. Alternately,
researchers have attempted to measure de through the observation of linear Stark effects in a
paramagnetic atom [18] or molecule [19], with an effect similar to the one shown in Figure 1.2,
arising from an electric dipole moment of the unpaired electron.
However, according to the Schiff’s theorem, there can be no first order linear Stark effect and
any measurable EDM should vanish in the non-relativistic limit of quantum mechanics [20].
Physically, this means that when an external field is applied to an atom or molecule, the Schiff
screening takes place, meaning that the internal field will cancel the external field, fully screen-
ing it. However, as first demonstrated by Sandars [21], Schiff’s theorem does not apply when
relativistic effects are taken into account.
This can be seen by considering the Dirac equation for an electron in a central potential, given
by:

H = cα · p+mc2γ0 − e (ϕi + ϕe) (1.3)

where α and γ are the Dirac matrices, p is the relativistic momentum, ϕi is the internal electro-
static potential, and ϕe is the external electrostatic potential.
The single particle perturbation Hamiltonian corresponding to the contribution of the electron
EDM, under the influence of an electric field E, when B = 0 is:

HEDM = −deγ0Σ ·E (1.4)

where Σ = I · σ are the Pauli matrices. This equation can be rewritten by separating the
contribution from the relativistic effects as:

HEDM = −deγ0Σ ·E− de(γ
0 − 1)Σ ·E (1.5)

The first term on the right-hand side corresponds to the non-relativistic limit, which does not
contribute to the first-order energy shift according to Schiff’s theorem. This is due to its null
expectation value ⟨ψ| − deγ

0Σ ·E|ψ⟩ = 0 for an eigenstate |ψ⟩.
On the other hand, the second term does contribute to the energy shift, leading to a non-zero
EDM. This term arises from the relativistic nature of the electron’s motion, specifically the
contribution of the Dirac matrices in the presence of an external electric field.
The first order energy shift contribution ∆E is:

∆E = ⟨ψ| − de(γ − 1)σ ·E|ψ⟩ ≠ 0 . (1.6)
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It is thus clear that while the average electric field may vanish in the non-relativistic limit, it
does not do so when relativistic corrections are included.
The electron’s motion in heavy atoms or molecules can indeed give rise to contributions to the
eEDM, as a relativistic electron does not experience a purely electrostatic force, but rather a
combination of electric and magnetic fields.
A dipole moment with velocity cβ under the influence of an electric field E will undergo Lorentz
contraction in the laboratory frame (dLe ), mainly:

dLe = de −
γ

1 + γ
βde · β . (1.7)

The relativistic enhancement of the EDM is particularly pronounced in systems with high atomic
number Z, as the enhancement scales approximately with Z3. This scaling is due to the stronger
relativistic effects in heavier elements, where the inner electrons move at speeds comparable to
the speed of light.
From equation 1.7 one can define, using a central field approximation and a few assumptions,
the non-classical energy shift as:

∆E = −de
〈
ψA

∣∣∣∣σ ·E
[
1 +

p2cl
2(mc)2

]
− 1

4m2c2
[p ·E · p+E · p · σ · p]

∣∣∣∣ψA

〉
(1.8)

which includes a correction term that accounts for the particle’s relativistic momentum p2cl/(2mc)
2

and an additional correction term involving the interaction between the momentum and electric
field components.
Therefore, measuring an electron EDM is possible despite of Schiff’s theorem, and is a direct
consequence of the relativistic nature of the electron’s motion in heavy atoms or molecules.

1.2 eEDM measurements with molecules

In all atoms and molecules, CP violations (CPV) effects become apparent by measuring energy
shifts when an electric field (E) is applied to the system. This effect can be described by a term
in the atomic or molecular Hamiltonian as:

HCPV ∝ S · n (1.9)

where S represents the electron spin. The polar vector n is aligned with E, which polarizes the
atom or molecule as n = P (E)Ê, where Ê is the unit vector along the applied field, and P (E)
(with values from 1 to -1) represents the dimensionless electrical polarization of the atom or
molecule.
As previously mentioned, not only can the Schiff screening be overcome in the relativistic regime,
but electrons moving near high Z (heavy) nuclei are subjected to an effective internal electric
field (Eeff) orders of magnitude grater than the external electric field. This is a crucial parameter
that makes atoms, and especially polar molecules, an ideal setup to study and detect eEDM with
high sensitivity.
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Figure 1.3: A simple illustration of the consequence of a non-zero eEDM on the energy splitting of the
molecular quantum state. If D ̸= 0, the energy shift will be proportional to deEeff [22].

A representation of how the energy shifts associated with HCPV can be measured is shown in
Figure 1.3. In this scenario, an unpaired valence electron in a polar molecule experiences the
effective internal electric field Eeff, leading to an energy splitting ∆E ∝ deEeff. The polarization
axis n, and hence Eeff, is aligned with the externally applied field Elab, while de ∝ S. Here a
fully polarized molecule (P = 1) is depicted.
Polarization arises by applying an external field that produces a Stark-induced mixing of opposite
parity energy levels (i.e. |+⟩ and |−⟩). Complete mixing of the states corresponds to |P | = 1.
Assuming a valence electron in the s orbital of an atom, to reach full polarization a E ≈ 0.1e/a20
is required, with a0 Bohr radius, thus an Elab ≈ 1 GV/cm, far from current laboratory produced
electric fields. With current laboratory electric field (Emax

lab ≈ 300 GV/cm), a polarization of
P ≈ 10−4 is typically achieved. On the other hand, in polar molecules, the internal field from
the negative ion acting on the positive ion naturally has a magnitude of e/a20, so an s-orbital of
the positive ion can be fully polarized [23].
However, in the absence of any externally applied field, the molecular eigenstates are also eigen-
states of angular momentum, meaning there is no preferred orientation of one ion relative to the
other. A sufficiently strong applied E-field can mix rotational states of opposite parity (e.g.,
|+⟩ = |J = 0⟩ and |−⟩ = |J = 1⟩) and orient the molecular axis, thus the internal E-field along
it. The energy splitting of such molecular rotational states is typically smaller than 10−4 eV,
thus is sufficient to apply an external field smaller than 100 kV/cm to reach P ≈ 1. This is the
reason why molecular systems typically have CPV-induced energy shifts 103 to 104 times larger
than those in atoms, where there is no internal field.
Generally, the CPV induced energy split ∆ECPV is described by:

∆ECPV = Q(CCPV )× P (E) (1.10)

where Q(CCPV ) is the intrinsic sensitivity of the system [24]. For a system of atoms or molecules,
this can be written as a product of four factors:

Q(CCPV ) = Qat(CCPV )×Qnuc(CCPV ) = SCCPV
at (Z)qat × SCPV

nuc (Z)qnuc (1.11)

Here, the subscript at corresponds to effects associated with atomic/molecular/ionic structure,
and nuc to effects of nuclear structure. The factors SCPV

at (Z) are associated to electron-nucleon
interaction and grows rapidly with Z (approximately Z3 for paramagnetic systems), while
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SCPV
nuc (Z) depends on the atoms and grows linearly with Z. The factors q depend on the detailed

structure of the electronic or nuclear state in the system. For paramagnetic systems in which
the investigated parameter is related to the electron spin, like de, Qnuc(CCPV ) = 1 since they
are not dependent from the nuclear spins.

eEDM measurement

Molecular eEDM research usually rely on coherent precession of electrons in an internal effective
field of the molecule. The eEDM sensitivity factor [22] of such researches is given by:

σ(de) ≈
1

PEeff
√
Nτ

(1.12)

Where P is the polarization, N is the number of molecules investigated and τ is the coherent
interaction time.
In the next following chapters, we will discuss how these parameters have been carefully con-
sidered in the construction of our eEDM detection setup using the matrix isolation technique.
For instance, the choice to work with barium monofluoride (BaF) molecules has been done for
its large internal effective field of Eeff ≈ 4 − 7 GV/cm [25, 26]. Although higher effective field
can be reached with molecules such as ThO and YbF, with 71.3 and 20.8 GV/cm respectively
[25], the lower mass of BaF allows for better optimization and deceleration of the molecular
beam. Moreover, BaF might ensure a long coherence time within a cryogenic matrix, a crucial
parameter that must be investigated in future experiments to analyse how the crystal structure
might effect it.
A block diagram of the full experimental apparatus planned for eEDM measurements at LNL
laboratories is shown in Figure 1.4. In this thesis work, the production of BaF has been ad-
dressed through the development and characterization of a plasma ion source. Laser ablation is
another method that could be used to develop molecular sources, offering greater stability com-
pared to plasma ion sources. This method is under study in our group, in collaboration with the
group of Prof. Steven Hoekstra at the Groningen University. The investigated source generates a
molecular beam, which will be controlled through an Einzel lens and magnetic fields to maximize
molecular density at the crystal growth site. In future experiments both a decelerator and mass
filter will be included. A filter ensures a pure doping of the crystal, as molecular beams usually
contain a large quantity of extra gases that could create defects in the crystal. A decelerator will
be needed as ion sources generate molecules at approximately 10 km/s and with such energies
both the crystal and the molecule bond will break. Afterwards the beam will be ideally directed
into a crystal growth chamber to create a BaF-doped cryogenic crystal.

Figure 1.4: Block diagram of the full apparatus for eEDM measurements with BaF molecules in parahy-
drogen crystals. In this thesis work, the parts highlighted in bold have been studied.

Parahydrogen (p-H2) has been selected for as it could offer favorable properties such as optical
clarity and minimal perturbation over the guest molecules, promising to result in longer coherence
times for the guest molecules [27]. Although a doped crystal has not been produced during this
work, an experimental study of the methods for pH crystal production has been devised, focusing
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on the purity and growth rate. As it will be detailed in the following, during the growth process
it is possible to monitor both the crystal purity and thickness through acquisition of spectra at
Fourier Transform Infrared interferometer (FTIR). The ability to produce a high density crystal
with a small number of defects is essential for maximizing the sensitivity of the experiment. Tests
on neon matrices will also be conducted, as for this matrix studies about its influence on guest
BaF molecules are available in the literature [28].

1.3 State of the art

An overview of the eEDM limits set by the most relevant experiments in the past 20 years is
shown in Figure 1.5.

Figure 1.5: Evolution of the sensitivity of eEDM measurements over the years. The first two measure-
ments used atoms, while the remaining ones utilized molecules to leverage their large effective electric
field.

Recent advancements have been made in the precision measurement of the eEDM using meth-
ods that involve trapping and manipulating heavy polar molecules [29] or molecular ions [30].
Molecules are particularly advantageous because they can generate very large effective electric
fields (Eeff) at the location of the electron, greatly amplifying the potential eEDM signal. The
most precise measurements of the eEDM has been reported by the team at JILA, University
of Colorado Boulder [16]. In this experiment, the researchers improved upon previous eEDM
bounds by a factor of approximately 2.4, achieving an upper limit of |de| < 4.1 × 10−30 e cm
with 90% confidence. This was accomplished using molecular ions of HfF+, where the electrons
are subjected to a large intramolecular electric field of Eeff ≈ 23 GV/cm , approximately 105

times larger than what can be applied in a laboratory, allowing the eEDM to be probed with
high sensitivity.
The measurement relies on quantum projection-noise-limited spectroscopy of molecular ions con-
fined in a radio frequency trap, shown in Figure 1.6, image B. The experiment begins with the
production and trapping of approximately 20,000 HfF+ ions, oriented in space by applying a
rotating electric bias field (E⃗rot) at an angular frequency of ωrot = 2π × 375 kHz. The orien-
tation of the molecules with respect to this field allows the researchers to control the internal
electric field that the valence electron experiences. Moreover, the ions are under the influence of
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a quadrupole magnetic field gradient to create a time-averaged effective bias magnetic field B⃗rot.
The energy levels of the molecular ions are manipulated and probed using Ramsey spectroscopy.
The core idea is to measure the energy shift when the electron spin is aligned and anti-aligned
with the effective electric field, as it is directly related to the eEDM. The specific energy levels
used in the experiment are the 3∆1 states of the molecule, which are split into doublets in the
presence of the applied electric and magnetic fields, as shown in Figure 1.6, image A. The energy

Figure 1.6: A: Illustration of the level structure of HfF+ ions in the eEDM-sensitive state 3∆1 (v =
0, J = 1). .The horizontal axis indicates the projection of the total angular momentum mF onto the
externally applied electric field, which also orients the internal effective electric field of Eeff ≈ 23 GV/cm.
The vertical axis indicates the energy of the states. B: Schematics of the ion trap used in the experiment
[16].

difference between the states in each doublet is measured by preparing the system in a super-
position of these states through a π

2 pulse, allowing them to evolve over time. Such difference is
sensitive to eEDM-induced energy shifts of ±2deEeff, allowing the eEDM value to be extrapo-
lated. Moreover, the doublets have opposite magnetic moments, resulting in the cancellation of
the Zeeman splitting, which corresponds to approximately µBBrot and is the largest contribution
to the energy splitting.
The system is allowed to evolve over a set period, during which the superposed states acquire a
relative phase difference due to their energy separation. To convert the accumulated phase differ-
ence into a measurable quantity, a second π

2 Ramsey pulse is applied to convert the accumulated
phase difference into a population difference between the states. This quantity can be measured
by state-selective photo-dissociation by counting the resulting Hf+ ions [31]. The accumulated
phase defines where the ions will be detected, as shown in Figure 1.7, image A, where Nu/l

In/Anti
are the number of ions counted in the different states. The experiment is repeated for different
initial spin states and for various free-evolution times, generating pairs of Ramsey fringes, as
shown Figure 1.7, image B. The frequencies of these fringes correspond to the energy splitting
of the doublets.
To mitigate noise and systematic errors, the experiment is designed to be highly differential. For
instance, the measurement is performed simultaneously on spatially overlapping clouds of ions in
both doublets, which allows the researchers to subtract common-mode noise. Unpredictability
in magnetic field gradients, electric field distortions, and other technical imperfections, such as
imperfect spatial overlap of the ion clouds, negatively affect the measurement. However, the total
systematic uncertainty was determined to be 6.9 µHz, smaller than the statistical uncertainty.
The eEDM signal frequency fDB detected is fDB = −14.6± 22.8stat ± 6.9syst µHz. Dividing by
−2Eeff

sgn(gF )
h , where gF is the g factor of the state, the eEDM results in:

de = (−1.3± 2.0stat +±0.6syst)× 10−30e cm (1.13)

consistent with zero within one standard error. Here the label stat and syst refers to statistical
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Figure 1.7: A: Detection of Hf+ ions: ions are classified into the upper or lower doublet based on
their position (upper doublet in orange, lower doublet in blue). B: Asymmetries for the upper and lower
doublets are collected into Ramsey fringes. [16]

and system error respectively.
The work by the JILA team represents the current state of the art, setting the most stringent
constraints on the eEDM to date. Moreover, if one considers theories such as supersymmetry,
two-Higgs model or left-right symmetric models, the eEDM at the one-loop level [32] is:

de =
ea0αg

2

4π
sinϕCP

m2
e

M2
(1.14)

where M is the mass of a new predicted particle with coupling strength g, ϕCP is the phase
describing how strongly the CP symmetry is being violated and α is the fine structure constant.
With a few assumption over g and ϕCP , this new limit can be interpreted as ruling out the
presence of new particles with masses of:

M ≥
(
g

α
1
2

)
40TeV (1.15)

Considering g ≈ α, this limit is one order of magnitude grater than the largest possible particle
that can be detected at the LHC [33].

1.4 eEDM measurements with matrix isolation of BaF

The readout technique described in Section 1.3 is not applicable in the context matrix isolation.
It is however possible to directly readout the accumulated phase with high sensitivity, as devised
in the work by A. Vutha et al. [34]. As shown in Figure 1.8, this method entails seven steps
to perform one measurement cycle for BaF molecules trapped in a rare-gas matrix. Throughout
the process, a small bias magnetic field BZẐ is applied along one axis of the crystal. Molecules
of BaF are already oriented by the crystal structure, therefore no electric field is applied during
the experiment, except in step (f), where the Stark shift in the hyperfine structure is utilized to
differentiate between oppositely oriented molecules.
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Figure 1.8: Scheme for measuring the electron Electric Dipole Moment using 138Ba19F molecules in a
rare-gas matrix at 3 K. The molecules thermalize into four X2Σ+ hyperfine states and the following 7
steps can be applied to measure the eEDM. (a): They are optically pumped and coupled via RF fields
into the X2Σ+mf = +1 state. (b) This population is transferred to the mf = 0 state. (c) Then into ψ+,
an even superposition of mf = −1 and mf = +1 states. (d) The phases of ψ+ components evolve over a
time tP . (e) After this period, ψ+ and ψ− components are transferred into two mf = 0 states. (f) From
these states, the population is moved into mf = −1 and mf = +1 states using appropriate RF fields.
This step is performed with an applied electric field EZẐ, allowing distinct frequency-resolved transitions
for molecules oriented in the +Ẑ and −Ẑ directions. These transitions make the scheme insensitive to
magnetic fields and double the sensitivity to de. (g) Finally, the mf = −1 and mf = +1 populations are
measured by exciting them with σ− and σ+ laser transitions, respectively, and detecting the resulting
fluorescence. The ratio of fluorescence for σ− and σ+ provides a measurement of de. [34]

Prior to the steps shown in Figure 1.8, a rare-gas crystal embedded with 138Ba19F molecules
is prepared. At a temperature of approximately 3 K, all the atoms thermalize into the ground
electronic, vibrational, and librational states, as well as the ground state for the molecule’s
center-of-mass motion.
Initially, the four hyperfine states possess equal populations. In step (a), the population can be
optically pumped into the X2Σ+mf = +1 state using σ+ circularly polarized laser light, tuned
to the A2Π1/2 state. Given that electronic transitions within the matrix are typically broadened
beyond their natural width in a free molecule, the hyperfine structure remains unresolved. How-
ever, for σ+ polarization, the X2Σ+mf = +1 state is a dark state, as no mf = +1 transitions
exist for the σ+ laser driving to the A2Π1/2 state, causing the population to accumulate in this
state. The σ+ laser light does not strongly couple the two mf = 0 hyperfine states to the A2Π1/2

state, necessitating σ− rf fields to couple these states to the mf = −1 state. Consequently, at
the end of step (a), the majority of the population resides in the X2Σ+mf = +1 state.
In step (b), this population is transferred to one of the X2Σ+mf = 0 states using a σ+ rf π pulse.
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The population is then moved into an even superposition of the X2Σ+mf = −1 and mf = +1
states:

|ψ+⟩ =
|mf = −1⟩+ |mf = +1⟩√

2
(1.16)

This is achieved using X̂-polarized rf fields, as depicted in panel (c).
The energies of the mf = +1 and mf = −1 states shift by +ℏωP and −ℏωP , respectively, due
to the applied magnetic field and the effective electric field within the aligned molecules. For
molecules oriented in the ±Ẑ directions, ωP = (gµBBZ ± deEeff)/ℏ represents the precession
frequency caused by the interaction of the magnetic moment gµB with the magnetic field, and
de with the effective electric field. Thus, at the conclusion of the phase evolution step, the state
is expressed as:

|ψ(tP )⟩ = cos(ωP tP )|Ψ+⟩+ i sin(ωP tP )|Ψ−⟩ . (1.17)

The stop pulse in (d) uses X̂-polarized rf to transfer the Ψ+ component of Ψ(tP ) to one of the
X2Σ+mf = 0 states, and Ŷ -polarized rf to transfer the Ψ− component to the other mf = 0
state. The two resulting populations s = sin2(ωP tP ) and c = cos2(ωP tP ) can then be used to
measure the phase progression.
In step (f), an electric field is applied along the Ẑ axis of the crystal structure, causing the
hyperfine structure splittings to differ slightly between molecules oriented in the +Ẑ and -Ẑ
directions, thus enabling the rf transitions to address them separately. The population is moved
from the two X2Σ+mf = 0 states into the X2Σ+mf = ±1 states. For the -Ẑ molecules, the
population from one mf = 0 state is transferred to the mf = +1 state, while Ẑ molecules
undergo the opposite transitions, to the mf = −1 state.
The population in the X2Σ+mf = −1 state is detected in step (g) by exciting the X2Σ+(mf =
−1)(v = 0) to A2Π3/2(mf = −2)(v = 0) transition using σ− circularly polarized laser light,
and observing the resulting fluorescence. Following this measurement cycle, most molecules will
reside in X2Σ+(v > 0) states.
The magnetic field BZ and precession time tP are chosen such that the total precession angle
ωP tP is approximately ωP tP mod 2π = δ+π/4, where δ = δB±δE , respectively the contribution
of the magnetic field and eEDM (δE = deEefftp/ℏ). The ratio of the population in mf = −1 to
that in mf = +1 is then f+(1 − 4δ+) + f−(1 + 4δ−), where the contributions from δB cancel
in the ratio, isolating the effect of de and making the measurement insensitive to magnetic field
drifts.
The statistical uncertainty δde of a measurement using this method is influenced by the volume of
the crystal, the density of BaF, and the number of experimental cycles. With ideal parameters,
such as approximately 1013 molecules aligned along Ẑ, the BaF eEDM sensitivity δde in Argon
[34] is estimated to be :

δde ≈ 1× 10−34e cm

√
1 cm3

V

√
1 month
Tmeasure

(1.18)

where V is the volume of crystal and Tmeasure is the period of data collection cycles.
The experimental setup described in this work is designed to create a highly controlled envi-
ronment for the study of a large number of BaF molecules, which could enhance the statistical
sensitivity of eEDM following the above described scheme. In the following chapters, each com-
ponent of the apparatus will be examined in detail, with an emphasis on their contributions to
the overall experimental sensitivity.



Chapter 2

Molecular sources

Precise experiments, such as those required for eEDM measurements, require a careful selection
and consequent optimization of the molecular sources. This chapter examines the two principal
molecular beam sources: plasma discharge ion sources and laser ablation coupled with buffer gas
cooling.
Plasma ion sources are well known to produce high quantity of molecules, a crucial parame-
ter for eEDM sensitivity, especially within the matrix isolation technique, further discussed in
the chapter. Furthermore, an analysis of how laser ablation generates hot molecular species is
given, along with cooling techniques allowing these molecules to reach temperatures suitable for
precision spectroscopy measurements.

2.1 Plasma ion source

In this section, we will examine the main characteristics and operational functions of an oven
source with plasma discharge for ion beams. The primary advantage of this source, compared
to buffer gas-cooled sources, is the production of a very high intensity beam. When combined
with a decelerator in a setup to dope cryogenic crystals, this source can potentially achieve an
unprecedented number of molecules for investigation.
The development of ion sources has seen a significant advancement since the beginning of the
last century. Many kind of ion sources have emerged for scientific purposes and technological
applications. An overview of the principles, design, and operation of plasma ion sources will
be given in this section. This method has proven to be highly effective in creating high current
beams of metal ions, as evidenced by the widespread use of vacuum arc ion sources in laboratories
worldwide [35]. Moreover, its versatility has been proven by the production of ion beams from
over 50 different solid metals.
In this work we will focus on the plasma discharge technique, from which we aim to create a
reliable and efficient method for producing ionized BaF molecules, thereby expanding the utility
of vacuum arc ion sources beyond their traditional metal ion scope.
In general, an ion beam source consists of the ionizer, in which the ions are generated, and of an
electrode system for ion extraction, acceleration and focusing. If a beam of neutral molecules is
required, neutralization techniques need to be implemented after the formation of the ion beam.
The ionizer can operate using gaseous elements, compounds, liquids, or solids. These materials
are then vaporized through various methods, including external or internal ovens, plasma heating,
ion beam sputtering, laser ablation, or vacuum-arc ablation. If one aims to obtain a beam of
positive ions several processes can be used such as thermal ionization [36], contact-ionization [37]
and other techniques.
The formation of the plasma usually begins through Helium, Argon [38], or more in general a
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noble gas undergoing a gas discharge, which occurs when an electric current passes through a
gas, ionizing it and creating a plasma. This process is influenced by several factors, including
the type of gas, pressure, and applied voltage. An important aspect of many gas discharges is
the formation of a space charge layer or sheath, a non-neutral plasma region near the electrodes.
This phenomenon negatively influences ion beam production and will be taken into account later
in this section.
The gas discharge can be triggered by DC or AC high frequency voltage. In this section we will
only delve into the first one.

Figure 2.1: Current-voltage characterization of a DC-discharge with cold or heated cathodes, where U
is the voltage between the two electrodes and J is the plasma current on the electrodes [39].

A characterization of a DC-discharge is displayed in Figure 2.1, showing the behaviour of the
plasma. The plot shows all the stages of a plasma discharge, which are determined by the ion
current J and the voltage between cold electrodes U . The first stage is the so called dark dis-
charge where, at low pressure, a low voltage is applied between the electrodes and a current of
few hundreds nA can be measured. A current saturation regime while increasing the voltage
is reached until around 200 V, when free electrons in the chamber are accelerated toward the
positive electrode and ions are accelerated toward the negative electrode. Accelerated electrons
will collide with neutral gas atoms, causing excitation or ionization. This ionization creates ad-
ditional ions and electrons, which are further accelerated by the electric field, leading to more
ionization events. This is a cascade process known as Townsend breakdown, that leads to a rapid
increase in electron density and eventually generating avalanches, resulting in the formation of
a plasma. At a breakthrough point, which is dependent both on gas parameters and electrodes
distance, the plasma enters the glow discharge regime. Here the breakdown voltage causes sud-
den gas ionization, creating a self-sustaining discharge where the current is limited by the glow
itself, resulting in a voltage drop region. Glow discharges are further divided into normal and
abnormal types based on current density, where the latter one is reached with an increasing
pressure and a fall in the cathode potential. Secondary electrons are now being emitted by the
cathode due to ion impact and the measured plasma current is of the order of mA.
Operating at even higher pressures and currents compared to glow discharges, arc discharges ex-
hibit a decreasing current-voltage characteristic, where the voltage across the discharge decreases
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as the current increases. This behavior is due to a significant increase in cathode temperature,
leading to thermionic emission from the electrodes which will become the dominant process.
The increasing cathode temperature can also be achieved by maintaining the same current val-
ues while lowering the load resistance of the apparatus driving electric circuit. Variants of DC

Figure 2.2: Current-voltage characterization of a filament driven DC-discharge with thermionic cath-
odes. For different pressures, the voltage between the two electrodes is noted with U , while J is the ion
current.

discharges are achieved when thermionic cathodes are utilized. Since thermionic cathodes re-
quire electrical heating, all filament-driven discharges are non-self-sustaining, therefore plasma
discharge will follow a different behaviour, shown in Figure 2.2.
Depending on the gas pressure, filament-driven sources can exhibit characteristics of arc dis-
charges (10−2 mBar), glow discharges (10−4 mBar) or Townsend discharges (10−6 mBar). In
the setup used in the present thesis work, that will be detailed in Chapter 3, the discharge was
achieved in the arc discharge regime with thermionic cathodes.
The ion current Ji produced in this method is given by:

Ji = Jen0qI l (2.1)

where Je is the electron current, n0 the gas density qI the ionization cross-section and l the
electron path length. A plot of the ionization cross section vs electron energy is given in Figure
2.3 for different gas species and ionization degree. The cross section strongly depends on the
electron velocity, and therefore on the ionization energy WI and interaction time ∆t. The
maximum cross section is achieved when the energy equation WI ·∆t = ℏ holds true [39], thus
when the electron velocity is:

ve,opt =WI
d

ℏ
(2.2)

For the purpose of this work, a He gas discharge was preferred. At parity of electron energy He
has a smaller cross section compared to other gases, which results in a higher electron energy
needed to activate the plasma. Nonetheless, since its energy will be greater, it will result in more
efficient ionization of the molecule of interest (BaF).
The plasma in a gas discharge is not uniformly distributed. The cathode region, known as the
cathode sheath, is characterized by a strong electric field and a significant voltage drop (cathode
fall). The cathode sheath plays a crucial role in sustaining the discharge by accelerating ions
toward and into the cathode, which release secondary electrons upon impact, further sustaining
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Figure 2.3: Ionization cross section (cm2) by single electron impact energy (eV) for different ionizing
gasses.

the discharge. The region between the cathode sheath and the anode, known as the positive
column, is nearly neutral with a high plasma density. Most ionization and excitation processes
occur in this region. The properties of the positive column, such as electron temperature and
density, determine the characteristics of the ion beam extracted from the ion source. Likewise, the
plasma striking into the anode maintains the current necessary to sustain the plasma discharge.
Most importantly, the anode usually has a central hole, where the plasma plume that streams
through is utilized to form the ion beam. Extracting ions from a plasma can be done by applying
a voltage Vex between the plasma holder and the extractor electrode (anode). The extraction
velocity of the plasma entering the extraction region is given by:

v0 ≥
√
kBTe
mi

(2.3)

where Te is temperature of the plasma electrons and mi is the ion mass in amu.
In the presence of space-charge limitations, the ions current is described in the framework of the
Langmuir-Schokkty-Child’s prediction [40] through the expression:

I =
4

9
ϵS

(
2qi
mi

)1/2 V
3
2
ex

d2
(2.4)

where S is the extraction open area, qi the ion charge and d is the extraction gap. If low energy
ions are needed, i.e. U < Vex, a decelerator is installed after the extraction zone. Introducing
a modest longitudinal magnetic field in the extraction region can effectively control the amount
of plasma transported from the cathode to the extractor. An illustration showing the principle
of this mechanism is shown in Figure 2.4. Without a magnetic field, a significant portion of the
plasma would be lost to the walls. By applying a magnetic field of just a few Gauss, depending
on the anode voltage, the radial plasma loss can be significantly reduced, as a larger fraction of
the generated plasma is directed towards the extractor and subsequently converted into an ion
beam. An illustration of such a configuration, proposed at LBNL, Berkeley USA [35], is shown
in Figure 2.5.

The initial shape of the ion beam, specifically the radial profile immediately after extraction, is
primarily determined by the radial plasma density distribution at the extraction point along with
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Figure 2.4: Illustration of plasma and ion beam confinement inside the extraction chamber of the ion
source, which can be achieved with a small magnetic field [35].

the extraction optics. If the plasma density is not uniform across the extractor, achieving an
optimal match with the extraction optics becomes challenging. Although using an open-ended
multipole magnetic bucket, configured in the ion source drift region, can flatten the plasma
profile at the extractor [41], the beam profile tends to quickly revert to a Gaussian shape after
propagating some tens of centimeters downstream [42].

Figure 2.5: Schematic of a vacuum arc ion source, specifically the MEVVA II model, developed at
Lawrence Berkeley National Laboratory (LBNL), Berkeley, USA [35]. The diagram shows the key com-
ponents: electrodes (anode and cathode) for ion beam production, a gas inlet system, and a trigger
mechanism for plasma arc ignition. The setup includes coils that generate a magnetic field to minimize
radial plasma loss, optimizing the ion extraction process. The setup is kept at low temperatures through
a coolant flow, usually refrigerated water.

2.1.1 Einzel Lenses

By adjusting the arc current one can further optimize the extraction by controlling the plasma
density. Alternatively, to further refine and focus the beam, Einzel lenses, also known as unipo-
tential lenses, are commonly used. These lenses can focus and direct the ion beam after the
extraction, ensuring the beam maintains its desired shape and intensity over longer distances.
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This is of central importance in the present work, where BaF molecules have to be implanted
inside a crystal at a large distance (> 30 cm) from the source.
Einzel lenses are electrostatic lenses able to focus ion or electron beams without significantly
altering their kinetic energy and are particularly valued for their simplicity and compactness.
Moreover, since the focal power of electrostatic lenses is solely dependent on the energy of the
charged particles and not on their charge-to-mass ratio, they are particularly advantageous over
magnetic lenses for focusing heavily charged particles with moderate energy [43].
An Einzel lens typically consists of three cylindrical electrodes aligned along the axis of the beam
path [44]. The central electrode is held at a high potential (positive or negative) while the outer
electrodes are grounded. The primary purpose of this configuration is to create an electrostatic
field that focuses the charged particles in the beam, as shown in Figure 2.6. The focusing princi-

Figure 2.6: Beam path axial trajectory, simulated in the work of Abdulla et al. [45].

ple relies on the electric field applied in the region of the lens, as it affects the transverse velocity
of the charged particles, focusing them without significantly changing their axial (longitudinal)
velocity. A charged particle that enters the lens experiences a deceleration, while approaching
the central electrode, and then an acceleration as it leaves the electrode. The overall net effect
on the kinetic energy of the particle is minimal, but the transverse components of its motion are
altered, leading to a focusing effect.
The potential V within the lens can be described by the Laplace equation for the cylindrical
coordinates, given the boundary conditions of the grounded and high potential electrodes. The
resulting electrostatic field E influences the motion of the charged particles, according to the
Lorentz force F = qE, where q is the charge of the particle. The potential applied to the cen-
tral electrode creates a symmetric electrostatic field causing the deceleration and subsequent
re-acceleration of the particles. The axial potential V (z) can be expressed as a function of the
position z along the lens axis and can be approximated by solving Poisson’s equation as:

V (z) = V0

(
1− z2

d2

)
(2.5)

where V0 is the maximum potential at the center, and d is the distance from the center to the
point where the potential is zero.
The lens action can be described by a focal length f that depends on the geometry of the
electrodes and the potential applied to the central electrode.

f ≈ 2d(
V0
V − 1

) (2.6)

where d is the distance between the electrodes, V0 is the potential of the central electrode, V is
the energy of the incoming beam particles. An illustration of an example of Einzel lens geometry
along with the behaviour of the focal length is shown in Figure 2.7.
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Figure 2.7: Left: An example of an Einzel lens geometry, here D = 4d; Right: The focal length scaled
with D as a function of the ratio R = V0

V − 1. Schematics taken from [46].

For a three-element Einzel lens, the potential distribution can also be controlled to ensure that
the beam remains focused while minimizing spherical and chromatic aberrations [47]. Spherical
aberration is a type of aberration where particles passing through the outer regions of the lens
are focused at different points compared to those passing through the central regions, leading to a
blurred beam. Spherical aberration in Einzel lenses can be quantified by calculating the deviation
from the ideal focal point for particles entering the lens at different radial distances. Using a
three-element lens with appropriately chosen electrode lengths and spacings can significantly
reduce the spherical aberration compared to simpler designs. The work of A. Ahmad et. al. [47]
proposes such a configuration of three electrodes, as shown in Figure 2.8.

Figure 2.8: Configuration of a three electrodes Einzel lens to achieve minimal aberration. Illustration
taken from [47].

2.1.2 BaF ion beam

As vacuum arc ion sources are primarily metal ion sources, they can also be operated to form
beams that are controllable mixtures of gas and metal ions. This versatility makes them suitable
for generating BaF ion beams, the molecule of interest in the present work apparatus for eEDM
measurements. The process will begin by heating BaF2 in an oven to vaporize the molecules
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mainly into BaF + F. These vaporized BaF molecules are then ionized using the plasma generated
with Helium in the vacuum chamber. This glowing plasma discharge provides the necessary
conditions for ionizing BaF molecules, producing BaF+ ions. The source used in this thesis
is similar to the one introduced by Menzinger et al. [48], and is schematized in Figure 2.9.
Further details will be given in Chapter 3. The proportion of gaseous ions can be regulated by

Figure 2.9: Schematic diagram of an ion beam source with plasma discharge suitable for BaF+ beam
production. Schematic of an ion beam source utilizing plasma discharge, designed for the production of
a BaF+ beam. The setup includes components such as the gas inlet, alumina insulator, filaments, and
Einzel lens along with their driving circuit.

adjusting the neutral gas feed, allowing further control of the gas-to-metal ion ratio from zero up
to about 99% gaseous ions for vacuum arc sources [35]. For the housing of the ion source ceramic
materials have been choose for their resistance to the very high operational temperatures (1000
K) [50], but also for degassing processes, as shown in Figure 2.10 in comparison with another
common material such as boron nitride [49]. This latter aspect allows to minimize impurities
in the ion beam and red to reduce the vacuum pumping time. Experimental comparisons [49]
have demonstrated that ceramic ion sources reach equilibrium conditions faster than their BN
counterparts. The time to achieve equilibrium is reduced from about 140 minutes for a BN
source to less than 50 minutes for a ceramic source under similar conditions.
Furthermore, once the ion source parameters are set, the system vacuum can be restored much
more quickly with a ceramic source. This rapid restoration reduces downtime and increases
the operational efficiency of the ion implantation equipment. These attributes make ceramic
materials an optimal choice for constructing ion sources used in ion implantation and other
demanding applications. In summary, the capability of vacuum arc ion sources to control the
ion charge state distribution and the gas-to-metal ion ratio makes it a good choice for generating
BaF ion beams.
This technique allows to have a high density of desired molecules inside the beam for a long
period of time, as it will be shown in Chapter 3, which is crucial to prepare highly doped crystals
for eEDM measurements using the matrix isolation technique.
The drawback of this technique is that it generates fast ions. For example, with an anode voltage
of U = 100 V, the velocity of a BaF157 molecule exiting from a glow discharge source could be
as high as:

v =

√
2U

m
=

√
2 · 100 · 1.60 · 10−19J
157 · 1.66 · 10−27Kg

= 11.086 km/s (2.7)
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Figure 2.10: Characteristics of the degassing with ceramic and boron nitride (BN) ion-source. Figure
from [49].

Furthermore, high temperatures of the ion beam, due to the plasma, will influence the already
complicated molecular quantum states. In particular, a significant number of rotational or vi-
brational states can be excited due to the high temperature, while for the present purposes we
are interested to a specific quantum state. Deceleration techniques are therefore needed when
precision measurements are conducted with molecules in a gas state with such velocities. In
the present work the matrix isolation technique has been chosen to overcome this issues, as it
offers a promising method for interrogating BaF molecules by freezing them at around 4 K in an
inert matrix, as previously mentioned in Chapter 1.4. However, deceleration technique will be
employed in future experiments as high energy molecules might destroy the crystalline structure
of the host crystal.

2.2 Laser ablation

In the field of molecular spectroscopy, the laser ablation technique is combined with different
processes and methods to obtain stable and intense beams. In this section, a brief overview of
some examples will be given, mainly effusive oven sources, supersonic expansions, and buffer gas
cooling. As we will see, the combination of laser ablation with buffer gas cooling has become one
of the standard method to produce molecular beams for eEDM measurements for its capability
to produce a good quantity of molecules at low kinetic energy.
Laser ablation is a technique used to generate molecular beams, employing a high energy pulsed
laser to ablate material from a solid target surface, creating a plasma of vaporized atoms or
molecules. In particular, we will focus on laser with nanosecond (ns) pulses, as they are the most
commonly used in eEDM research.
With ns pulses, the interaction of the laser with the material involves a sequence of physical
phenomena, mainly: energy absorption, thermal diffusion, and material ejection. When the laser
pulse strikes the surface of a material, the energy is predominantly absorbed by free electrons
within the material through photon-electron interactions, which is then rapidly transferred to
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the lattice atoms via electron-phonon coupling.
For laser irradiance below 108 W/cm2, thermal processes dominate the interaction [51]. Thus,
the efficiency of the energy transfer will be dependent on the material thermal properties, as the
target surface temperature will increase leading to melting and vaporization of it.
The temperature distribution within the target [52] can be described by the heat conduction
equation:

∂T (x, t)

∂t
=

∂

∂x

(
κ
∂T (x, t)

∂x

)
+

α

Cpρs
I(x, t) (2.8)

where T is the temperature inside the target, x is the distance from the surface, and κ, Cp, ρs,
and α represent the thermal conductivity, heat capacity, mass density, and absorption coefficient
of the solid target material, respectively.
The thermal diffusion length Lth during the nanosecond pulse is a parameter that determines
the extent of the heat-affected zone (HAZ). The diffusion length [53] can be calculated using:

Lth =
√
ατ (2.9)

where α is the thermal diffusivity of the material and τ is the pulse duration.
For nanosecond pulses, this length is typically in the micrometer range, leading to significant
heating of the material to start the ablation process. However, the broad HAZ associated with
nanosecond ablation can result in undesirable effects, such as a significant material damage
compared to shorter pulse duration. Nonetheless, a longer pulse allows for more material to be
removed, thus more molecules of interest are being diffused compared to shorter pulses.
Plasma formation is an inevitable consequence of the high energy laser-matter interaction. As
the material is ablated, a plasma plume consisting of ionized atoms and electrons forms above
the surface. The plasma absorbs and scatters the incident laser radiation, creating a shielding
effect that reduces the effective laser fluence reaching the surface.
The intensity reduction due to this effect [54] can be described by:

Ieff = I0e
−αz (2.10)

where Ieff is the effective intensity reaching the material surface, I0 is the initial laser intensity,
α is the absorption coefficient of the plasma, and z is the distance from the surface. The
plasma expansion also generates a recoil pressure that can influence the material removal process,
complicating the ablation dynamics. Once the laser pulse ends, particles leave the sample surface

Figure 2.11: Schematic of the three main laser ablation processes. From left to right: Laser energy
absorption of the sample; thermal diffusion and plasma plume generation; particles diffusion [51].

due to the expansion of the plasma plume. A schematic of the laser ablation process is shown in
Figure 2.11.
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In a vacuum, the laser-induced plasma plume expands adiabatically [55], whit velocity expressed
as:

vp =

√
4γ + 10

3

E

Mv
(2.11)

where vp is the expansion velocity, γ is the specific heat ratio, E is the energy driving the ex-
pansion, and Mv is the total mass of the vaporized sample within the plume.
Due to the plasma plume effect, the vapor of the interested molecules is created at temperatures
over 8000 K [51], leading to molecules velocities too high to allow precise spectroscopy measure-
ments. Therefore, a description of the gas flow and gas cooling techniques is then needed to
guarantee a fine characterization and analysis of the species of interest.

Gas flow and cooling

Laser ablation to form a beam occurs inside of a cell with a hole where the gas exits. To define
and characterize the gas flow through such small apertures the Reynolds number is typically
used. Defined as the ratio of inertial and viscous forces in a fluid flow [56], it is described as:

Re =
Finertial

Fviscous
=
ρwd

µ
(2.12)

where ρ represent the density, w is the flow velocity, µ is the dynamic viscosity, and d is the
aperture diameter. The Reynolds number can be related to kinetic quantities by the Von Karman
relation [57]:

Re ≈ 1

2

Ma
Kn

(2.13)

where the Knudsen number, Kn = λ/d is a relation describing the collisions within a system,
represented as the ratio of the mean free path λ to a characteristic length scale d, such as the
aperture diameter of a hole to generate a gas beam. The mean free path λ is given by:

λ =
1√
2nσ

(2.14)

with n being the number density of the gas and σ the elastic collision cross-section of the gas
atoms.
The Mach number is defined as Ma = w/cgas, where w is the flow speed, and cgas =

√
γkT
m is the

speed of sound in a gas with specific heat ratio γ and atomic mass m.
Near the aperture, the gas atoms travel close to their mean thermal velocity:

v =

√
kT

πm
(2.15)

One can observe that the buffer gas density within the cell, the buffer gas flow rate, the Reynolds
number, and the number of collisions near the aperture are all linearly related. For instance, if
one considers the Mach number Ma ≈ 1:

Re ≈ 2Kn−1 =
2d

λ
(2.16)

indicating that the number of collisions occurring at distance equivalent to the aperture diameter,
from the aperture itself, is approximately doubled when compared to the number of collisions
expected in the absence of the effects of compressibility and rarefaction at high speeds.

Through the Reynolds number, three main flow types regime can be categorized:
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• Effusive regime, Re ≲ 1: This is the regime where effusive beams operate. Typically
there are no collisions near the aperture, thus the beam properties remain consistent with
those observed while inside the cell.

• Intermediate or partially hydrodynamic regime, 1 ≲ Re ≲ 100: Buffer gas beams
usually operate in this regime. Collisions near the aperture are enough to alter the beam
properties from those in the cell.

• Fully hydrodynamic or supersonic regime, Re ≳ 100: This is the regime of supersonic
beams. Here the buffer gas starts to behave more like a fluid due to the high number of
collisions. The beam properties become similar to those of a beam cooled via supersonic
expansion.

A common setup involves a gas cell with a thin exit aperture, where both the thickness of the
aperture and its diameter (d) are significantly smaller than the mean free path (λ) of the gas.
It is important to note that the effusive beams discussed here originate from oven-type effusive
sources, where the vapor pressure of the species is high at the source temperature. Buffer gas-
cooled effusive sources operate instead at temperatures where the species have negligible vapor
pressure.

Effusive oven sources

Effusive oven sources, characterized by their operational simplicity, involve heating a sample in
an oven until its vapor pressure becomes sufficient for the molecules to escape through the small
orifice in the oven, thus forming a beam. The Knudsen cosine law [58], tested by F. Celestini
and F. Mortessagne et al. [59], describes the effusion rate of molecules through a hole as:

dQ0 =
1

4π
nv̄Aocos(θ)dω (2.17)

where Q0 is the total molar flux, n is the density in the source, v̄ is the average molecular velocity,
Ao is orifice area and ω is the emission solid angle. This method excels in producing steady-state
beams and is suitable for species with relatively low evaporation temperatures. However, effu-
sive oven sources often produce beams with widely distributed translational velocities, typically
ranging from 200 to 800 m/s, and result in high translational and rotational temperatures, in
the range of 500 to 2000 K [60]. Additionally, the steady-state nature of effusive oven sources
contributes to a relatively low number of particles per pulse.

Supersonic expansion

In supersonic expansion the problem of the high temperature is mitigated by mixing the tar-
get species, produced with laser ablation, with an inert carrier gas at high pressure, such as
Helium or Argon, and expanding the mixture through a small nozzle into a vacuum chamber.
This adiabatic expansion process leads to collisional cooling of the molecules, where their ther-
mal motion is converted into kinetic energy. Near the exit aperture the gas undergoes under
many collisions (typically Kn < 10−3), accordingly, supersonic expansions successfully generates
molecular beams with lower translational and rotational temperatures, in the range of 1 − 5 K
[61], compared to effusive oven sources. The resulting decrease in translational velocity spread
translates to a narrowing of the beam’s velocity distribution, achieving typical velocities of 500 to
2000 m/s, thereby improving spectral resolution in experiments by reducing Doppler broadening.
However, the high intrinsic beam velocity of supersonic expansions poses challenges by reducing
the available interrogation time for spectroscopic experiments.
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Figure 2.12: Schematic velocity distributions illustrate the properties of effusive, supersonic, and buffer
gas-cooled molecular beam sources. [62]

2.2.1 Buffer gas cooling

Buffer gas cooling, first described by J. K. Messer and F. C. De Lucia et al. [63], is currently the
main technique associated to laser ablation for gas cooling. It involves the introduction of a hot
species of interest, usually with a concentration lower than 1%, into a cold cell filled with an inert
buffer gas, such as helium or neon, which is maintained at cryogenic temperatures, ranging from
2 to 20 K [60]. This technique operates between 1 ≤ Kn ≥ 100, therefore between effusive and
supersonic regimes, and is composes of three stages to form a molecular beam: cooling, diffusion
and extraction.
In the first stage, the cold buffer gas cools the hot molecules through elastic collisions, ideally
bringing them to the temperature of the buffer gas. Few conditions bust be taken into account,
for instance the thermalization distance of the molecule of interest must not exceed the length of
the cell. Moreover, the cooling process is also dependent on the flow of the cool gas in the cell.

Figure 2.13: Schematic of an ablation cell employing buffer gas cooling, as utilized by [64]. Molecules
are introduced into the cell and cooled to approximately 7K through collisions with a buffer gas. The
cooled molecules exit the 2 mm aperture and travel through a 40 cm region before being analyzed by a
Quadrupole Mass Spectrometer (QMS).
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A simple model can be used to understand these aspects, in which both the molecules and the
gas atoms are assumed to behave as hard spheres [65, 66]. We consider the mean temperature
change per collision, which can be expressed as:

∆Ts = −(Ts − Tb) ·
2msmb

(mb +ms)2
(2.18)

here the subscript b and s denotes buffer gas and species of interest, respectively, while T is the
temperature and m the mass.
The temperature of the species after N collisions, Ts(N ), is given by:

Ts(N ) = Ts(N − 1)− (Ts(N − 1)− Tb)/κ (2.19)

where k = (mb+ms)2

2msmb
.

If N is large and the temperature change per collision is small, this discrete equation can be
reduced to a differential equation:

dTs(N )

dN
= −(Ts − Tb)/κ . (2.20)

Solving this differential equation yields the ratio between the species’ temperature and the buffer
gas temperature:

Ts(N )

Tb
= 1 +

(
Ts(0)

Tb
− 1

)
e−N/κ . (2.21)

Assuming that the species is introduced at a temperature much higher than that of the cell, and
therefore the buffer gas, i.e. Ts(0) ≫ Tb:

Ts(n) ≈ Tb

(
1 +

Ts(0)

Tb
e−N/κ

)
. (2.22)

If mb ≈ 10 amu, ms ≈ 100 amu, Tb ≈ 10 K, and Ts(0) ≈ 1000 K, the species’ temperature
should be within a few percent of the buffer gas temperature after approximately 50 collisions.
This last approximation doesn’t hold true if the molecules of interest are introduced with laser
ablation, as the high temperatures involved require a larger number of collision, resulting in a
thermalizing time of a few milliseconds [67].
It is important to note that the previous discussion focused exclusively on translational temper-
atures. Nonetheless, one of the primary characteristics of buffer gas cooling is its effectiveness in
thermalizing internal states as well. For example, the typical rotational relaxation cross sections
for molecules in helium buffer gas are approximately σrot ≈ 10−15 − 10−16 cm2. Consequently,
it takes around σb−s/σrot ≈ 10− 100 collisions [68] to relax the energy of a rotational state. As
stated above, this is comparable with the typical number of collisions needed to achieve trans-
lational thermalization, making buffer gas cooling one of the best cooling technique, since it is
capable of producing molecular samples that are cold in both translational and rotational degrees
of freedom.
Once the species of interest is introduced into the cell and thermalized, it is essential to consider
the second stage of buffer gas cooling, diffusion. The buffer gas cell is typically maintained at
a temperature where the species has negligible vapor pressure and if it diffuses to the cell walls
before exiting it will freeze and be lost. Understanding diffusion is therefore critical.
The diffusion constant for the species in the buffer gas is given by [62]:

D =
3

16 (n0,b + n0,s)σb−s

(
2πkBT0

µ

)1/2

, (2.23)

where µ = msmb
ms+mb

is the reduced mass, n0 is the gas density and σb−s is the thermally averaged
elastic collision cross section. Assuming n0,s ≪ n0, b and ms ≫ mb, we get:

D =
3

16n0,bσb−s

(
2πkBT0

µ

)1/2

=
3π

32n0,bσb−s
v̄0,b, (2.24)
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where v̄0,b is the thermal velocity of the buffer gas. After a time t, the mean-squared displacement
of a molecule is:

⟨∆x2⟩(t) = 6Dt =
9

16n0,bσb−s
v̄0,bt. (2.25)

Given the cell’s cross-sectional length dcell, the diffusion timescale τdiff is defined through the
relation ⟨∆x2⟩(τdiff) = d2cell ≈ Acell as:

τdiff =
16Acelln0,bσb−s

9πv̄0,b
, (2.26)

which is typically 1− 10 ms [62].
An analysis of Skoff et al. [67] compared the theoretical diffusion with measured absorption
images of YbF and Li in helium buffer gas. They observed that at low densities, such as n0,b ≲
3× 1015 cm−3 at 20 K, the linear relationship between τdiff and n0,b holds. At high densities, a
divergence from linearity was noted, suggesting that molecules remain localized near the target
and primarily occupy higher-order, faster diffusion modes.

Figure 2.14: Overview of molecular beam production with buffer gas cooling and laser ablation. Image
(a): The cold buffer gas enters the cell, which has a length (Lcell) and diameter (dcell), and exits through
an aperture with diameter (daperture). Image (b): Laser ablation of a precursor target produces the
species of interest. Image (c): The species thermalize with the buffer gas. A molecular beam is then
formed and exits the cell through the aperture, along with the buffer gas. Adapted from [62]

.

Once the species of interest is created in the gas phase and cooled in the buffer gas cell, it is
crucial to ensure that the species exits from an aperture to form a beam, as shown in Figure 2.14,
where a setup of laser ablation along with a buffer gas cooling cell is illustrated. As mentioned
earlier, in the extraction stage the species of interest must be faster than the diffusion timescale,
τdiff. An important parameter here is the extraction or "pump-out" time. The rate at which the
buffer gas exits the cell is given by the molecular conductance of the cell aperture:

Ṅb =
v̄0,bAaperture

4Vcell
Nb, (2.27)

where Nb represents the total number of buffer gas atoms in the cell. This results in an expo-
nential decay with a timescale τpump, the pump-out time, given by:

τpump =
4Vcell

v̄0,bAaperture
. (2.28)

Typically, τpump is a few milliseconds. This also sets the duration of the molecular pulse in the
case of a pulsed beam. If the buffer gas density in the cell is high enough, the species of interest
will follow the buffer gas flow, providing a good estimate for the pump-out time.
A dimensionless parameter γcell [69], is used to characterize the cell extraction process:

γcell =
τdiff

τpump
=

4n0,bσb,sAaperture

9πLcell
. (2.29)
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where Lcell is the cell length.
The parameter γcell sets two different regimes:

• γcell ≲ 1: most molecules get stuck to the cell walls and are lost, as diffusion is faster
than extraction. This diffusion limit is characterized by low output flux and a velocity
distribution similar to that inside the cell. Increasing γcell improves the extraction efficiency,
fext, defined as the fraction of molecules created to the ones extracted.

• γcell ≳ 1: the molecules are extracted before sticking to the walls. This hydrodynamic
entrainment limit is characterized by high output flux and a velocity distribution different
from that inside the cell. The extraction efficiency can reach over 40%, but is typically
around 10%.

It should be noted that while γcell effectively estimates extraction efficiency, there are exceptions.
For instance, in the work of Hutzler et al.[70], varying the cell aperture diameter without changing
other parameters affected the extraction efficiency of a ThO beam in a neon buffer gas. These
findings suggest that the aperture Electric Dipole Moment should not be too small (≲ 3 mm) for
optimal extraction, as shown in Figure 2.15. Regardless of the γcell value, thermalization must

Figure 2.15: Results of an analysis [70] of extraction fraction vs aperture size for two different buffer
gases (He and Ne). For helium buffer the extraction remains constant. For neon buffer gas, the extraction
fall when the aperture size is lower than 3 mm.

occur faster than either τpump or τdiff to cool the species. This ensures both good thermalization
and efficient extraction, as demonstrated by many high flux cold beams created using the buffer
gas method [71].
The Reynolds number governing the gas flow regime and the extraction parameter γcell, are
related by:

γcell ∝
Re
dcell

. (2.30)

This indicates that it is possible to separately control the extraction efficiency (γcell) and the flow
regime (Re). Most buffer gas sources operate in either the effusive or intermediate flow regimes,
and it is challenging to design a beam that is entirely effusive, has good extraction, and sufficient
thermalization.
The final forward velocity of a molecular beam coming out of a buffer gas cell [72] is:

v∗|| =
√

5

2

2KBT0
m

≈ 1.6v̄0,b (2.31)

where m is the buffer gas particle mass and T0 is the stagnation temperature of the source.
Typical values range between 120 and 250 m/s [70]. For instance, with neon buffer gas at 18 K
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and a ThO beam, simulations predict a final velocity of approximately 200 m/s.

2.3 Molecules spectroscopy

Working with molecules is more complicated compared to atoms, due to the presence of roto-
vibrational degrees of freedom [73]. The population distribution across rotationally and vibra-
tionally excited states reduces the density in any quantum state, decreasing the experimental
sensitivity for any investigated transition. Furthermore, high rotational and vibrational tem-
peratures, along with elevated translational temperatures of the molecule, can lead to Doppler
broadening of the spectral linewidths. To mitigate these effects it is crucial to reduce both
the internal temperatures (rotational and vibrational) and the translational temperatures of the
molecules. Both sources described in the previous section have been developed for these purposes.
However further techniques are required to allow high precision spectroscopy investigations.
Static trapping would be ideal for molecule spectroscopy, but it is impractical at the final ve-
locities of buffer gas cooling or plasma ion sources. To investigate a molecule of interest, the
main objective is thus to prepare samples of even more cold molecules. This will allow to confine
them in trapping potentials that allow for extended interrogation times, like a magneto-optical
trapping (MOT) used in the current eEDM record [16]. Several methods have been developed
to achieve this level of molecule control. In this section we are gonna analyse laser cooling
techniques.

2.3.1 Laser cooling

Historically, it was believed that laser cooling of molecules was unfeasible. Electric dipole transi-
tions between rotational states follow selection rules for total angular momentum, J = 0,±1, and
total parity, + ↔ −. Rotational closure can be achieved by driving N = 1 ↔ 0 transitions and
using magnetic fields to destabilize the dark states within the N = 1 hyperfine levels. However,
vibrational transitions are restricted by different selection rules, known as Franck-Condon factors
(FCFs, the overlap integrals for pairs of vibrational wave functions). This initially suggested that
any effort to scatter photons off a molecule would rapidly populate states that are off-resonant
with the cooling light, creating a bottleneck that limits the photon cycling rate.
It has been found that a significant subset of molecules possess diagonal FCFs, where the elec-
tronic and vibrational degrees of freedom are strongly decoupled, such that vibrational relaxation
pathways can be closed [74, 75]. This decoupling is characteristic of bonds between a metal atom,
such as Ca, Yb, or Ba, and a strongly electronegative ligand, like F, Cl, or OR (where R repre-
sents any functional group). In these molecules, the electron cloud is concentrated around the
metal atom, meaning that an electronic excitation only slightly alters the bond length. Conse-
quently, photon scattering remains localized at the metal atom, which acts as an optical cycling
center.
Currently, many experiments involving magneto-optical traps (MOTs) use laser cooling. For
example, Truppe et al. [76] demonstrated that a molecular beam of CaF was cooled down to
50 µK through a molecular MOT, following a laser cooling cycle. Another versatile method to
achieve longitudinal slowing is the use of Stark and Zeeman decelerators, which can reduce or
even eliminate the need for optical cycling. An example is a 4.5 m long traveling-wave Stark
decelerator, shown in Figure 2.16, where SrF molecules are stopped in the laboratory frame
as the beam passes through a series of ring-shaped electrodes, achieving a density similar to
early MOTs of the same species [77]. In this experiment, the velocity of SrF molecules in the
X2Σ+(v = 0, N = 1) low-field seeking state is manipulated within the time-dependent inhomo-
geneous electric field distribution created inside the Stark decelerator, where packets of molecules
are confined by a traveling potential well, successfully removing more than 85% of the molecules’
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Figure 2.16: Schematic setup of a 4.5 m long traveling-wave Stark decelerator. The molecular beam
exits from the buffer gas cooled source at velocities around 200 m/s and can potentially be cooled down
to 4 m/s. Adapted from [77].

initial kinetic energy [78].
Both techniques encounter challenges with molecule loss during deceleration. In laser cooling,
molecules like YbF can decay via low-lying electronic states, such as those arising from the exci-
tation of a 4f electron, that can act as intermediate levels where molecules may decay, resulting
in the loss of molecules from the cooling cycle [79]. Stark deceleration leads to molecule loss
as well, with an estimated efficiency of 0.25%, corresponding to about 1000 molecules per shot
detected after deceleration, according to the work of Mathavan et al. [78].

2.3.2 Matrix isolation

Matrix isolation mitigates molecule losses by embedding molecules in an inert, cryogenically
cooled solid matrix, typically composed of noble gases like argon or neon. In this environment,
the matrix restricts the movement of the molecules, as shown in the illustration of Figure 2.17,
preventing them from escaping.

Figure 2.17: Illustration of a cryogenic crystal doped with the molecules of interest. Adapted from [10].

Consequently, while gas-phase molecules may provide the highest possible coherence time, solid-
state molecules offer large number of the investigated molecule, a crucial parameter for eEDM
sensitivity. Moreover, at the crystal’s temperature, around a few K, the guest particles are cooled
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to their ground electronic and vibrational states, facilitating spectroscopy measurements. This
led to a renewed interest in eEDM searches using polar molecules embedded in crystals or noble
gas matrices [80, 81]. These optically transparent media facilitate quantum control and readout
methods and demonstrate potentially high sensitivity, provided that systematic errors from the
complex solid-state environment can be managed.
Exploited for the first time by Whittle et al. [82] in 1954, matrix isolation, or matrix trapping,
allows for the stabilization of the species of interest, known as the guest, by embedding it in
a small proportion within an inert solid, referred to as the host, usually a noble gas, at a low
temperature. This setup significantly reduces intermolecular reactions, achieving minimal or no
interference from the surrounding environment.
The process begins with the deposition of the matrix material at temperatures typically below
20 K, onto a cold substrate, to form the host matrix. This can be achieved through techniques
such as co-condensation, where the matrix material and the guest species are simultaneously
deposited from the gas phase. As the matrix material condenses, the guest species are trapped
within the interstitial spaces of the solid matrix. Once the matrix has been doped with the
guest species, various spectroscopic techniques can be employed to study their properties. In-
frared (IR), ultraviolet-visible (UV-Vis), and electron spin resonance (ESR) spectroscopy are
commonly used methods. The matrix environment allows for high resolution spectra, which
can provide detailed information about the electronic, vibrational, and rotational states of the
trapped species.
The matrix material, either a noble gas like argon, N2 [83], or solid parahydrogen, is inert and
interacts weakly with the trapped species. This ensures that the guest species retain many of
their gas-phase properties, facilitating their study in a controlled setting. Therefore, the choice
of a proper matrix host material is crucial to conduct precision measurements with the molecule
of interest. In table 2.1 the most important properties of host matrices such as H2, Ne, Ar, Kr,
Xe, and N2, are given.

Table 2.1: Electronic and crystal-related properties of p-H2 and conventional matrix hosts (Ne, Ar, Kr,
Xe, and N2) [84, 85].

Quadrupole Dielectric Crystal Lattice N.n. Zero-point
moment constant structureb constant distance motionc

(Q)a (ϵ′)a Å Å
p-H2 0 (0.4)d 1.28 (3 K) hcp 3.79 (4.2 K) 3.793 18%
Ne 0 1.25f ccp 4.47 (15 K) 3.16 (4 K) 9%
Ar 0 1.63 (20 K) ccp 5.31 (15 K) 3.76 (4 K) 5%
Kr 0 1.88 (20 K) ccp 5.65 (15 K) 3.99 (4 K) 3%
Xe 0 2.19 (20 K) ccp 6.13 (15 K) 4.34 (4 K) 2%
N2 -1.4 1.43 (4.2 K)g ccp 5.66 (15 K) 3.99 (4 K) –

a Q in unit of 1026 esu cm2; ϵ′ in unit of F m−1.
b hcp: hexagonal close-packed;

ccp: cubic close-packed, same structure as fcc (face-centered cubic).
c Root-mean-square longitudinal zero-point amplitude divided by

the lattice constant, ⟨u2⟩1/2/R0; from [85].
d The quadrupole moment of o-H2 is listed within parentheses.

In the present work we are interested to matrix hosts that do not influence the eEDM of the host
molecule. Anisotropic interactions arise in hosts with an electric dipole moment, thus symmetri-
cal structures are preferred, even though symmetric molecules can possess higher-order moments
like quadrupole or hexadecapole moments. parahydrogen (p-H2), one of the two isomers of hy-
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drogen, whose properties are further discussed in the next section, is an exceptional host. Unlike
the second isomer, orthohydrogen (o-H2), parahydrogen has no quadrupole moment. The im-
portance of quadrupole moments in intermolecular interactions was highlighted in the study of
Tsuge et al. [86] on solid noble gases and N2, where differences in decay periods of acid isomers
are attributed to dipole-quadrupole interactions.
Moreover, the dielectric constant of the matrix host affects the wavenumbers of IR lines of guest
molecules. Solvent-induced shifts tend to be smaller in hosts with lower relative permittivity
(i.e. dielectric constant). For instance, these shifts are typically less than 1% from the gaseous
phase ones when in a matrix trap of Ne [87]. Since p-H2, has a similar dielectric constant, one
can assume that it would also be an an excellent host for preserving the intrinsic properties of
guest molecules.
The crystal structure influences the spatial arrangement and interaction of guest molecules within
the matrix. Noble-gas atoms crystallize in either cubic close-packed (ccp) or hexagonal close-
packed (hcp) structures. For example, solid argon shows a mixture of meta stable hcp and stable
ccp structures, which results in broadening of the spectra. In contrast, solid p-H2 is predomi-
nantly hcp, a more stable structure, though it can have mixed structures upon direct deposition.
Annealing solid p-H2 at approximately 4.5 K converts it to a more stable hcp structure, that
could be otherwise led towards a ccp structure by the presence of o-H2 or guest molecules.
The zero-point motion relative to the distance to the nearest neighbour affects the dynamic
properties of the matrix and the behavior of guest molecules, as it indicates the localization of
particles at their equilibrium positions within the crystal lattice. Solid p-H2 exhibits significant
zero-point motion, amounting to 18% of the lattice constant, indicating its classification as a
quantum solid. This large zero-point motion distinguishes solid p-H2 from classical solids like
Ar, where zero-point motion is much smaller, as it indicates that the guest molecules are less
influenced by the crystalline structure of the host.
These parameters collectively influence the behavior and interactions of guest molecules within
the host matrix and the exceptional properties of parahydrogen makes it a very good host for
eEDM measurement.

2.3.3 Parahydrogen cryogenic crystals

Parahydrogen is the singlet state of molecular hydrogen, characterized by anti parallel nuclear
spins resulting in a total nuclear spin of zero. When hydrogen is cooled to low temperatures, it
can exist in two distinct spin isomers: orthohydrogen and parahydrogen. In orthohydrogen, the
nuclear spins are parallel, leading to a triplet state with a total nuclear spin of one. Conversely,
parahydrogen, with its anti parallel spins, resides in a lower energy state compared to orthohy-
drogen.
In practical applications, p-H2 is typically enriched to over 99% [88] by cooling hydrogen gas over
a catalyst at cryogenic temperatures. Due to its spherically symmetric ground state (J = 0),
p-H2 provides a nearly perturbation-free environment for guest molecules. This could lead to
sharp spectral lines for the guest molecules when embedded in this host.
Moreover, the zero-point motion (ZPM), affected by the quantum mechanical vibrations of par-
ticles, is significant for parahydrogen. Its atoms are very light and weakly interacting, leading
to a large root mean square width of 18% of the nearest neighbor distance in the lattice, which
is quite large compared to classical solids. Furthermore, the large ZPM of p-H2 leads to anhar-
monicities in the lattice dynamics.
This characteristic makes p-H2 a quantum solid, and the quantum Hamiltonian for the ground
state of a solid [85] can be expressed as:

Ĥ = −1

2
λ2

∑
i

∇2
i +

1

2

∑
i ̸=j

νi,j (2.32)
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where λ = ℏ/(σ
√
mϵ) is the De Boer quantum parameter, which quantifies the relative contri-

butions of kinetic and potential energies, approximated by the sum over all pairwise interactions
νi,j . The constants σ and ϵ represent the core radius and the depth of the potential well in the
Lennard-Jones 6-12 potential:

V (r) = 4ϵ

[(σ
r

)12
−
(σ
r

)6
]
. (2.33)

Notably, λ increases for lighter particles and shallower potential wells (smaller ϵ). For example,
the values of λ2 are: 0.241 for 3He, 0.076 for H2, 0.0049 for Ne, and 0.0027 for Ar. A higher λ
value indicates a softer solid, thus less perturbation on the guest molecules resulting in minimal
shifts in the absorption or emission lines of the trapped species.
In addition to structural characteristics, the density of states in solid p-H2 is remarkably sparse for
a molecular solid. The rotational constant B is a parameter that quantifies the spacing between
rotational energy levels as EJ = BJ(J + 1) where J is the rotational quantum number. For
parahydrogen B = 60.853 cm−1. The fundamental vibrational wavenumber is 4401.2 cm−1 and
quantifies the lowest vibrational transition. All those parameters affect the density of state as it
is connected to the spacing distribution of the energy levels and to the vibrational wavenumbers,
all of which are higher for p-H2 than for of other molecules [89].
Furthermore, the Debye temperature, which reflects the lattice vibration in terms of temperature,
is approximately 100 K. This Debye temperature is lower compared to that of many other
molecular solids. A higher Debye temperature suggests that the matrix material can support a
higher range of phonon frequencies, negatively affecting the insulation of the guest molecules.
Another important advantage in p-H2 spectroscopic studies is related to its optical clarity, even
in crystals of a few mm of thickness [90]. However, reaching these outstanding characteristics
requires generating the purest possible crystal.

Growth of a pure crystal

In nature hydrogen H2 exists as combination of approximately o-H2 at 75% and p-H2 at 25%
when at room temperature.

Figure 2.18: Simulation results of mixing ration of orthohydrogen presence in a parahydrogen gas after
conversion at different temperatures. Taken from [83],

The initial apparatus designed in 1933 for the conversion of ortho-H2 to para-H2 consisted of a
tube packed with an activated charcoal catalyst [91]. Activated charcoal, with its high surface
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area and porous structure, acts as a catalyst for the ortho-para hydrogen conversion. On its
surface, hydrogen molecules interact with the cold carbon atoms through mechanisms like spin-
orbit coupling, redistributing the spins of the hydrogen gas at lower energy states. This improves
the thermal coupling of the gas, thereby accelerating the conversion process from ortho-H2 to
para-H2. The tube was submerged in a cryogenic fluid, typically liquid nitrogen, to achieve a
higher enrichment of p-H2, that would otherwise be very slow.
At low temperatures, where H2 exists only in J = 1 and 0, the fraction of ortho-para hydrogen
is expressed by a two level Boltzmann distribution as:

f = 9e−170.5/T (2.34)

where 9 is to take into account nuclear and rotational degeneracies, 170.5 K is the energy sepa-
ration between J = 1 and 0 and T is the catalyst temperature. A simulation of how the catalyst
temperature affects the ortho-para conversion in shown in Figure 2.18.
Currently, the leading technique to convert orthohydrogen to parahydrogen is the one introduced
by Fajardo et al. [92] using a cryostat cold head. The conversion process involves the following
steps:

• A coiled copper tubing winds downward around a solid piece of oxygen-free high conduc-
tivity copper (right side of Figure 2.19), passes through the center adjacent to the cold
head, and then attaches to the outgoing stainless steel tubing.

• The tubing can be filled with an hydrous ferric oxide catalyst and is then immersed in a
cryogen, such as liquid nitrogen or liquid hydrogen, to lower the temperature and achieve
higher para enrichment.

• Hydrogen gas is introduced into the tube (red arrow on the left of Figure 2.19), and the
backing pressure is adjusted so that the gas is forced to flow through the catalyst.

An illustration of the conversion setup used in the work of K. Sundararajan et al. [88] is shown
in Figure 2.19.

Figure 2.19: Left: An overview of the para-H2 converter. The red line highlights the hydrogen flow
inside the converter. Right: A closeup of the coil section where the catalytic conversion occurs. Figrue
taken from [88].
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As hydrogen gas flows through the catalyst at cryogenic temperatures, the orthohydrogen molecules
are converted to parahydrogen. The efficiency of this conversion increases with decreasing tem-
perature, making liquid hydrogen the preferred cryogen to achieve nearly pure parahydrogen.
When a good concentration of parahydrogen is obtained, with orthohydrogen presence reduced
from a few percentage down to 0.01% [90], the next step is to form a solid parahydrogen crystal.
The rapid vapor deposition technique is commonly employed for this purpose and involves the
following steps:

• The parahydrogen gas is introduced into a vacuum chamber.

• The gas is rapidly cooled and deposited onto a cold substrate, typically attached to a cold
finger at temperatures around 4 K.

• The deposition rate is controlled to ensure the formation of a high quality crystal with
minimal defects, with a flow rate ranging from few dozens up to 400 SCCM (Standard
cubic Centimeters per Minute).

The rapid cooling and deposition process helps to preserve the high parahydrogen content and
form a solid crystal. The resulting solid parahydrogen matrix is highly transparent and exhibits
minimal interaction with guest molecules.
Once the setup to form a pure parahydrogen crystal is set, doping of its structure with the
molecule or atom of interest can be achieved by simultaneously growing the crystal while di-
recting a low energy molecular beam on it. This method ensures that the parahydrogen crystal
incorporates the molecules or atoms from the beam, resulting in a precisely doped parahydrogen
crystal.
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BaF ion beam production

In this chapter, an overview of the experimental setup I used during my thesis work to produce
an ionized barium monofluoride (BaF) beam is provided, followed by a discussion of the data
obtained to characterize and optimize its production. Based at the INFN Legnaro laboratories,
near Padova, Italy, this new setup is currently under investigation by the PHYDES collaboration,
which aims to perform eEDM measurements using the matrix isolation technique by embedding
BaF molecules into a cryogenic parahydrogen (p-H2) crystal. Therefore, the goal of this study
is to achieve a molecular beam with high density of BaF molecules, which is a significant and
necessary challenge for eEDM measurements using the matrix isolation technique.
A similar design has already been briefly described in the simulations conducted in [93]. However,
this new setup includes modifications related to the characterization of the beam both before
and after production.

Figure 3.1: Schematics of the ideal BaF+ beam production system of the PHYDES collaboration. The
beam will be produced through a an arc plasma ion source. An Einzel lens is used to focus the beam
trajectory, a Wien filter to achieve a beam composed solely of BaF molecules and a decelerator to reach
slow speed necessary to embed molecules in a cryogenic crystal for eEDM measurements. In this work,
only the ion source and Einzel lens have been analyzed.

The objective of the production setup is to generate a stable beam with a high density of ionized
BaF+ molecules using a plasma discharge ion source. These molecules will then. in future ex-
periments, be embedded in a parahydrogen crystal. To achieve this goal, the apparatus has been
characterized and analyzed using a Residual Gas Analyzer (RGA 200) [94], a Faraday cup, and
a grid-shaped Faraday cup, shown in Figure 3.6. These instruments are essential for optimizing
the production of BaF ions and establishing an ideal operating setup that maximizes molecule
production over a span of several hours. Moreover, the RGA detector enables comprehensive
characterization of the beam as BaF is not the only component in the produced beam, allowing
for a detailed analysis throughout the production process.

37
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3.1 Ion source setup

The production of BaF ions occurs within a vacuum chamber system and the PHYDES ideal
setup includes several key components:

• plasma discharge ion source for the molecular ion beam production of BaF ions;

• Einzel lens and deflectors to focus and direct the ion beam;

• Wien filter to eliminate any residual ionized gas from the molecular beam;

• decelerator.

A schematic view of the apparatus is illustrated in Figure 3.1. For the initial characterization of
the ion beam in this study, only the ion source and Einzel lens were utilized, as the additional
components were not required.

Figure 3.2: Schematics of the ceramic chamber where the generation of the molecular ion beam takes
place through a plasma discharge. The BaF2 powder is inside a cell (grey box) surrounded by the oven
filament (black) to thermalize the BaF in gas phase. The ionizer gas (He) inlet is shown in green, while
the filament to activate the plasma is in blue. At the extraction point an anode with a hole is present.

The ion sources cell is shown in Figure 3.2. It is contained in a chamber with a ceramic coating
and is characterized by two concentric winded filaments shown in Figure 3.3. The first, referred
to as the ’oven’, is used to to heat and evaporate the BaF2 powder contained in a small cell. The
second filament triggers the plasma discharge. Molecules are extracted through a 2 mm-diameter
aperture at the anode, which can be set to voltages from a few V up to kV.
Helium has been selected as the activation gas of the plasma discharge, since an effective and
quick plasma discharge can be achieved with a sufficient energy to ionize the BaF molecules.
The ion source is filled with helium through a gas inlet, therefore a dynamic vacuum inside the
chamber is generated, requiring constant pressure monitoring using a Pirani gauge. The ion
source is filled with He at approximately Pin = 10−1 mBar measured at the gas inlet, while the
vacuum chamber, at the ion source exit, is maintained in a high vacuum regime of approximately
Pch = 10−5 mBar through a turbo-molecular pump.
Once a minimum constant entrance pressure Pin = 1.5 × 10−1 mBar is reached, the activation
filament of the plasma can be turned on. At 11.5 A and 14.5 V, close to the maximum allowed
power, the filament set the activation gas in optimal condition to initiate the plasma discharge
process. Once the gas is thermally ionized by the filament and the anode is set to desired voltage,
a high voltage Uplasma is applied between the plasma filament and the anode. This high voltage
induces a cascade of ionization processes (Townsend breakdown), allowing the system to enter



Ion source setup 39

Figure 3.3: The oven filament surrounds a small tube containing BaF2, with the plasma-activating
filament positioned above. They measure just just 2x1x0.5 cm and are housed inside the ceramic chamber
of the ion source.

the glow discharge regime of the plasma. At this stage, ions are accelerated towards the anode.
By measuring the current on the anode, an estimation of the plasma current can be obtained.
Typically, a plasma current of a few hundreds mA is measured.
When the plasma current is detected and consequently the plasma is active and stable, a molec-
ular beam is generated and extracted from the anode hole. At this stage, the oven ca be turned
on to introduce BaF into the molecular beam. Inside the oven filament a sample of BaF2 is
vaporized into the gas phase and thermally dissociates primarily into BaF + F. Our molecule
of interest, BaF, interacts with the plasma electrons and ionizes into a BaF+ molecules. During
the heating process, particular attention is given to gradually increasing the voltage of the oven
filament, as a rapid emission of molecules from the sample is not ideal for the final purpose of
achieving a doped crystal with a high density of BaF. By taking these precautions, a maximum
BaF production duration of a a few hours has been achieved.

Figure 3.4: Illustration of the solenoid surrounding the ion source chamber. The solenoid is composed
of 168 turns and can sustain a current of 5 A, reaching a maximum magnetic field of approximately 100
Gauss.
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3.2 Magnetic field confinement

The entire process of molecular beam production occurs under the influence of a magnetic field
generated by a solenoid surrounding the ion source chamber, as shown in Figure 3.4.
The 168-turns solenoid can sustain a maximum current of 5 A, generating a magnetic field of
approximately 100 Gauss can be generated. A measurement of the magnetic field at the center
of the solenoid was performed using a three-dimensional magnetic field detector. The results are
shown in Figure 3.5. Although a magnetic field could in principle enhance the ionization process
[95], in this case its function is to facilitate the ion beam extraction. The effect of the solenoid’s

Figure 3.5: Measurement of the magnetic field amplitude at the center of the solenoid embedded in
the source to optimize the ion beam extraction. A linear fit to the data provides a direct relationship
between the magnetic field affecting the molecular beam and the current applied to the solenoid. The
linear fit resulted in y = 22.3x + 0.2, where y represents the magnetic field in Gauss and x denotes the
current in Amperes applied to the solenoid.

magnetic field was studied when the vacuum pressure of Pch = 2× 10−5 mBar was reached. The
plasma current was maintained at Iplasma = 300 mA by setting the plasma filament at 11.5 A
and 14.5 V and the high voltage Vplasma ≈ 100 V. The molecular beam current IB was measured
through a grid, shown in Figure 3.6, positioned at 20 cm from the extraction point of the source.
By varying the current flow through the solenoid (IS), we determined the optimal magnetic field
value to focus the beam out of the anode hole. The results, depicted in Figure 3.7, indicate a
maximum at IS−max = 2.7 A when reaching Ibeam = 336 nA.
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Figure 3.6: Beam current measurement tools: a copper grid developed at the LNL INFN laboratory,
which allows for intercepting only a fraction of the current flowing to the target crystal, and behind it a
flat beam dump to measure the total current. Both these experimental components can be moved away
from the beam.

The results align well with the study presented in [35], which suggests an optimal magnetic field
of the order of several hundred Gauss for a plasma current of a few Amperes. In our setup, with
a lower plasma current, the optimal value was found to be IS−max = 2.7 A, corresponding to an
optimal magnetic field of Bmax = 60.4 G.

Figure 3.7: Optimization measurements of the magnetic field of the solenoid installed in the ion source.
The BaF current has been later measured with an SRS RGA200 and shows a maximum at IS−max = 1.7
A. For the following measurement this was the selected current on the solenoid.

It should be noted that at IS = 1.6 A, the plasma began to exhibit instability. Consequently, the
high voltage Uplasma was adjusted to reestablish a stable plasma condition at around Iplasma =
400 mA. This instability did not significantly impact the overall measurement, as an increasing
beam intensity was already observed at lower values of IS . Moreover, the plasma current was set
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to Iplasma = 430 mA when IS = 2.9 A, but again the decreasing trend behaviour of the beam
current is only slightly affected by those changes.

3.3 Einzel lens analysis

Once extracted from the ion source, the beam needs to be collimated before entering a Wien
filter, a decelerator and final deposition on the cryogenic matrix. For this purpose, an Einzel lens
is used. In this thesis, a study of the beam focus settings in combination with different source
parameters has been conducted and is reported in this section.
These lenses utilize electric fields to collimate ion beams while conserving their energies. A
detailed analysis of the trajectory with a similar ion source setup, but different lens and with
two deflectors, can be found in [93], along with simulations of ion beam trajectories.

Figure 3.8: A schematic of the setup to characterize the Einzel lens focusing over an ion beam. The
setup simulates a realistic position of a chamber for crystal growth, where P1 is the Crystal growth
position, P2 is the chamber entrance and P3 is the outside of the chamber.

A movable Faraday cup (FC) with a diameter of d = 13 mm was positioned right after the Einzel
lens, with the possibility to move it along the beam direction, covering a total distance of 110
mm. The setup was studied to simulate the focus of the beam between 3 points. Assuming
an hypothetical setup where the source and lens are directly connected to the crystal growth
chamber, the three points indicates

• P1: crystal growth position, distance from Einzel lens output D1 = 372 mm;

• P2: chamber entrance (60 mm from P1), D2 = 312 mm ;

• P3: outside of the chamber (110 mm from P1), D3 = 262 mm.

A schematic of this setup is shown in Figure 3.8.
Two main measurement have been carried out, using same ion source settings but with different
values of anode voltage UA = 100 V and UA = 36 V to study the efficiency of the lens at the
lowest possible ion energies achievable with this ion source. The ion source operational parameter
were, for both measurements, of Pch = 8 × 10−6 mBar, plasma filament at 16 V and 12 A and
Uplasma = 90 V with a plasma current of Iplasma = 30 mA. Throughout the experiments, the
high voltage required multiple adjustments due to high instability of the plasma.
In Figure 3.9 we report the measured current on the Faraday cup IFC for multiple lens voltages
UL, to determine the focusing path and voltages at three different positions. As the molecular
beam might be out of focus at each distance investigated, the current on the coax tube covering
the Faraday cup Icoax was concurrently measured.
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Figure 3.9: Measurement of Einzel lens voltage to focus the molecular beam produced at UA = 100 V
on the hypothetical crystal growth site, at D1 = 372 mm from lens exit. A Gaussian fit of the FC current
shows the Gaussian profile of the ion beam with good approximation (MSD = 1.37). Residuals of the
fit are shown in the lower plot.

All measurements have been carried out following the same procedure:

• UA is set at the desired value: UA = 100 V or 36 V;

• the Faraday cup is moved in one of the three spots: D1, D2 or D1;

• by varying UL, a scan to find the optimal focus lens voltage is done.

One of the measurement results is displayed in Figure 3.9, where the Faraday cup and coaxial
current are displayed in blue and orange, respectively. Similar to the expected results [93], the
molecular beam is focused on the crystal site for UL = 78.2 V, which is around 80% of the anode
voltage. However, the lens voltage must be adjusted very carefully. As shown in the plot, for
UL = 82.0 V, the beam intensity drops by about 20% and the maximum coax current is observed.
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Figure 3.10: Einzel focusing anode with UA = 100 V studied at the expected cryocrystal position surface
and at distances 60 mm, 110mm from it. The vertical dashed lines indicate for each data series the point
of maximum current. Darker colors were chosen to indicate measurements conducted at positions closer
to the crystal site, both for Faraday cup (red) and coaxial currents (blue). The bad Gaussian fit of the
FC current on sit P3 indicates that, most probably, plasma fluctuations affected the measurements when
UL > 87 V.

The results of three measurements taken with UA = 100 V are displayed in Figure 3.10. Note that
the difference in optimal Einzel lens voltage UL−max between point D3 and D2 is ∆UL−max2,3

=
8.5 V, while ∆UL−max2,1

= 0.3 V (D2 - crystal site). This result indicates that the Einzel lens is
not effective to collimate the beam for distances greater than D2. On top of that, the difference
between Faraday cup and coaxial current diminishes, with the coaxial current being only 18.0%
and 25.68% less than the Faraday cup current at distances D2 and D1, respectively. This is
approximately half of the 40.89% difference observed when measuring closer to the lens at D3.
From the collected data, a distance difference of 110 mm, starting from 262 mm from the lens,
results in a 25.7% loss of beam intensity when UA = 100 V.
Results shown in Figure 3.11 illustrate the optimal voltage for the Einzel lens with respect to the
distance from the lens output and the anode voltage. As seen in the previous analysis, for both
anode voltage settings, it seems that after the second Faraday cup spot, the lens starts loses its
focusing capabilities, as the last two positions do not show a significant change in beam current
compared to the initial position.
Moreover, when 36 V are applied on the anode, the second position has an optimal lens voltage
grater than the third one, on the crystal. As displayed in Figure 3.12, an unexpected behaviour
is observed, where the coaxial current is greater than the Faraday cup current throughout the
whole measurement. Moreover, its trend increases without reaching the maximum point as in
previously reported current vs lens voltage plots (Figure 3.9 and 3.10). These inconclusive results
can be ascribed to the large instabilities of the plasma current observed during the measurements,
that led us to analyse a wrong interval of the lens voltage.
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Figure 3.11: Optimal focusing lens voltage with corresponding distance from the output of the lens.
Note that for different anode voltages (blue: UA = 100 V, red: UA = 36 V), correspond a different y-axes
representing the Einzel lens voltage. A quadratic fit shown through a dotted line is used to guide the
reader through the descending behaviour of the data.

Figure 3.12: Measurement of Einzel lens voltage to focus the molecular beam produced at UA = 36 V
at 5 mm from the hypothetical crystal growth site, at D1 = 312 mm from lens exit.

However, the reduction in beam intensity observed at higher lens voltages (25.71%) is diminished
to 9.9% over the same distance, as shown in Figure 3.13. This behavior aligns with the Einzel
lens working principle which is more effective with low-energy ions [96], thus providing better
focusing and more precise control of the ion beam at UA = 36 V.
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Figure 3.13: Einzel focusing anode with UA = 36 V studied at the expected cryocrystal position surface
and at distances 60 mm, 110mm from it. The vertical dashed lines indicate for each data series the point
of maximum current. Darker colors were chosen to indicate measurements conducted at positions closer
to the crystal site.

3.4 RGA 200 mass analysis

The Residual Gas Analyzer (RGA) 200 [94] is a mass spectrometer that can be connected di-
rectly to vacuum chambers to analyze the composition of gases inside of them. It is based on a
quadrupole mass filter that separate ions by their mass-to-charge ratio. Here, a detailed descrip-
tion of the RGA 200’s working principle will be given, focusing on the quadrupole mass filter
and the process of signal acquisition and spectrum generation. The measured spectra of the BaF
ion source are then analyzed.
The RGA is mainly divided into two components, an electronics control unit (ECU) and a
quadrupole probe. The quadruple probe is engineered to act as a mass spectrometer sensor and

Figure 3.14: Schematic representation of quadrupole probe of the RGA that is directly connected to a
vacuum chamber. The ions flow goes from left to right.

is directly connected to the vacuum chamber, at the exit of the ion source, with the ionizer
(see Figure 3.14) protruding inside the chamber where the residual gases need to be analyzed.
The ionizer, which allows for mass filtering through the quadrupole, is composed of a repeller,
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Figure 3.15: Ionizer components. Electrons that do not immediately ionize molecules are decelerated
and re-accelerated due to the electric field between the repeller and the anode grid. This circulation
increases ionization efficiency by allowing multiple passes. Ions are then drawn to the center of the anode
grid by the negative potential produced by the growing electron density. The formed ions are extracted
by the electric field difference between the anode grid and the focus plate, which is at a negative potential
relative to ground.

an anode grid, a filament and a focus plate. The ThO2 filament serves as the electron source
for ionizing gas molecules. It operates at a negative potential relative to ground and is heated
to incandescence by an electrical current. The thermionically emitted electrons are accelerated
toward the positively charged anode grid, which is shaped as an open wire mesh so that elec-
trons can pass through it, and produce ions (at the next stage) by impact ionization. The ions
are drawn to the center of the anode grid and extracted towards the filter by the electric field
difference between anode grid and focus plate.
The quadrupole mass filter, illustrated in Figure 3.16, is the core component of the RGA 200,
and comes right after the ionizer. It consists of four cylindrical rods arranged in a parallel con-
figuration, held together by high purity alumina insulators. The quadrupole mass filter operates
by applying a combination of direct current (DC) and radio frequency (RF) voltages to the rods.
Opposite pairs of rods are connected to an applied potential:

Vx/y = ±(U + V0 cosωt) (3.1)

where U is the DC voltage, V0 is the amplitude of the RF voltage, and ω is the angular frequency
of the RF voltage. Ions enter the quadrupole along the z-axis and are subjected to forces in the x
and y directions due to the applied voltages, respectively DC and RF voltage. Light ions, with a
low mass-to-charge ratio, are able to follow the alternating component of the electric field. In the
X direction, these ions will remain in phase with the RF drive, gaining energy from the field and
oscillating with increasingly large amplitudes until they collide with one of the rods and become
neutralized. Therefore, the Z direction functions as a high pass mass filter, meaning that only
ions with higher masses will be transmitted to the other end of the quadrupole without striking
the X electrodes.
Conversely, in the Y direction, heavy ions will be unstable due to the defocusing effect of the
DC component. However, lighter ions can be stabilized by the alternating component if its
magnitude and amplitude are sufficient to correct the trajectory whenever the amplitude tends
to increase. Thus, the Y direction acts as a low-pass mass filter and only ions with lower masses
will be transmitted to the other end of the quadrupole without colliding with the Y electrodes.
Therefore, by carefully tuning these voltages, the quadrupole can selectively filter ions of a specific
m/z ratio, allowing them to pass through to the detector while others are deflected away.
The electronics control unit regulates the RF and DC voltages applied to the quadrupole rods.
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Figure 3.16: Schematic illustration of a quadrupole mass filter, depicting the arrangement and electrical
connections of the four rods used to selectively stabilize or destabilize ion trajectories, allowing specific
mass-to-charge ratios to pass through.

The ECU scans the voltages to produce a range of m/z values, generating a mass spectrum.
This spectrum represents the ion signal intensity as a function of m/z ratio, providing detailed
information about the gas composition in the vacuum system.
Once the ions pass through the quadrupole mass analyzer, they reach the ion detector. The
detector in the RGA 200 is a Faraday cup, like in our setup, or an electron multiplier. The
Faraday cup collects the ions and the resulting current of the filtered ions is measured. This
current is proportional to the number of ions, and thus, to the partial pressure of the gas in the
vacuum chamber
The detected signal is processed and displayed as a mass spectrum, showing the intensity of
ion signals as a function of their m/z ratios. This spectrum allows for the identification and
quantification of different gas species in the vacuum chamber.
The resolution of a quadrupole mass spectrometer, such as the RGA 200, is a characteristic that
determines its ability to distinguish between ions of different masses and is affected by mass
range, ultimate resolution and throughput characteristics.
The spectrometer used in the present work (mod. SRS RGA200) can detect ions in the mass
range 1 to 200 amu, thus including the mass of the ion of interest, BaF, which corresponds to
157 amu.
Resolution and resolving power are key terms used to describe the performance of a quadrupole
mass filter:

• Resolution (Absolute Resolution): Defined as M10%, it represents the width of the
pass band of the filter, specifically the full width at which the ion current falls to 10% of
its maximum value. The unit of measurement is amu.

• Resolving Power: Expressed as R = M/M10%, it is the dimensionless ratio between a
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particular mass M and M10% at that mass.

For the RGA200 quadrupole, M10% is preset to 1 amu.
The resolving power R at a given mass M is closely related to the DC/RF voltage ratio. In-
creasing the resolving power often leads to a reduction in the effective throughput of the filter,
thus the sensitivity typically decreases at a rate of 1 to 1.5 times the rate of increase in resolving
power.
A characteristic of quadrupole mass filters operated at constant resolution is that the throughput
decreases with increasing mass. As M10% remains constant, the resolving power R = M/M10%

increases with mass, reducing the filter’s effective throughput for higher masses. This effect could
result in an underestimation of the BaF ion current, which corresponds to a high mass of 157
amu.
In this work the software of the SRS RGA was used principally in the histogram mode, which
displays the individual mass amplitudes for the selected scan range, usually set from 1 to 180
amu. This mode is particularly useful for visualizing the distribution of ion currents across dif-
ferent masses. The following is a description of how the software generates the histogram plot:
In Histogram mode, the RGA head performs a peak-lock for each mass within the selected scan

Figure 3.17: An histogram resulting from a measurement scan of the BaF ion source. The RGA software
is also capable of labelling commonly known elements present in the ion beam.

range. The peak-lock process involves the following steps:

• For each mass, the RGA head conducts 7 measurements per atomic mass unit (AMU).

• The RGA head identifies the peak amplitude among these 7 measurements.

• This peak amplitude is then recorded as the representative value for that particular mass.

Once the peak amplitudes are determined, the software plots these values as bars in a histogram
(see Figure 3.17). The X-axis of the histogram represents the mass range chosen before running
the measurement. The Y-axis displays the partial pressure in Torr units of each mass measured,
providing both a quantitative and a visual representation of the detected ion currents.
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The time required to acquire each partial pressure measurement depends on the scan speed
selected, for instance, each scan taken in this work usually took about 2 minutes.

RGA measurements

Figure 3.18: Setup used to take RGA spectrum of our BaF ion source. From right to left: The molecular
ion source, where the BaF ions are produced, is positioned at the bottom right. The beam travels through
an Einzel lens and then passes through a 4-way tube, where a grid Faraday cup and a movable Faraday
cup are positioned. Finally the beam reaches the RGA200 connected to the 4 way tube.

In this study, all measurements taken with the RGA200 were performed with the configuration
shown in Figure 3.18. The molecular beam emitted from the source is first focused by an Einzel
lens. At its output, a 4-way cross hosts two movable Faraday cups (as in Fig 3.6). The flat one
is used to measure the total beam current flow, while the grid shaped Faraday cup monitors the
beam flow during the mass spectroscopy measurements. To check the initial level of vacuum,
we typically record a spectrum with all components turned off except for the turbo molecular
pump connected to the chamber (see Figure 3.18). In Figure 3.19 an overview of the residual
gas components is shown, obtained with a pressure of Pch = 2 × 10−5 mBar measured by the
Penning gauge mounted at the chamber entrance (see Figure 3.18).
RGA scans are usually reported in Torr units (see Figure 3.17), as the software automatically
converts the ion current detected into partial pressures through an internal conversion factor.
However, for the analysis carried in this work, the scan was set back to Ampere units as we are
interested in the amount of molecules. For instance, if a current of 1 µA is measured over 1 hour
(3600 seconds), the total charge is Q = 1× 10−6 A× 3600 s = 3.6× 10−3 C and the total number
of ions can be computed as:

N =
3.6× 10−3 C

1.602× 10−19 C/ion
≈ 2.25× 1016 ions (3.2)

As previously mentioned, while the Residual Gas Analyzer (RGA) provides good high mass
spectrum sensitivity, it does not accurately measure the total ion current. To address this
limitation, direct full current measurement with the RGA was not pursued. Instead, the lens
focus was adjusted to the Faraday Cup (FC) position, which is closer to the lens and offers
a more reliable measurement of the full ion current of the beam. The spectra obtained were
subsequently normalized using this measurement.
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Figure 3.19: Vacuum residual gas analysis done with a vacuum of Pch = 2 × 10−5 mBar. The RGA
software remained in Torr units since measuring ion beam intensity was unnecessary, as the ion source
was turned off.

The procedure followed to get the spectra with the ion source is:

• The ion source is activated and tuned to the optimal values obtained from the previous
tests;

• Both Faraday cups are inserted into the four-way cross and a total current measurement
is taken, along with a partial current taken with the grid;

• Only the grid is then left in place to control the stability and intensity of the molecular
beam and a mass spectrum scan is initiated with the RGA200;

Figure 3.20: Mass spectrum of the molecular on beam after 2.5 hours. The plasma generated with
Helium at Pin = 2× 10−1 mBar was set at Iplasma = 200 mA. The oven filament was at 9 A, Einzel lens
at 80 V and magnetic field filament at 1.7 A. Production of BaF from a few mg sample lasted more than
2 hours with this settings. BaF emission line are between 154 and 157 amu, depending on the isotope.



52 3. BaF ion beam production

Due to plasma fluctuations, there was insufficient time to change the focus of the Einzel lens on
the RGA. Consequently, the scan is taken immediately after the removal of the FC.
We conducted several scans to optimize the production of BaF. Throughout them, we focused
on how the beam intensity was affected by the plasma intensity and stability. In one of the final
measurements, where the molecular ion source operated continuously for over 2 hours, we gained
valuable insights into the production rate of BaF molecules with our current setup.
The plasma was generated using helium at an entrance pressure of Pin = 2×10−1 mBar, with the
plasma current set at around Iplasma = 200 mA. The oven filament operated at 9 A, while the
Einzel lens voltage was maintained at 78 V as the anode voltage was set at UA = 100 V , and the
magnetic field filament was set to 1.7 A. Under these conditions, the BaF production continued
for over 2 hours. The BaF emission lines, ranging between 154 and 157 amu, depending on the
isotope, are depicted in Figure 3.20.
BaF molecules are only a small fraction of the molecular beam generated in our setup. The beam
is primarily composed of common vacuum component and helium, found in high concentrations
as it serves as the plasma activator gas. In the range between 135 and 137 amu, the presence of
Barium isotopes can be detected. This is a result of the evaporation process of the BaF2 sample
in the oven, which can evaporate as BaF + F and, to a slightly lesser extent, as BaF + F2. To
achieve a pure BaF ion beam, a velocity filter (Wien filter) will be utilized in future experiments.
From these spectra, is possible to compute the beam current corresponding to BaF ions by
summing the contributions of all BaF isotopes present in our sample, ranging from BaF154 to
BaF157. For future experiments, we plan to use a pure BaF157 sample, as it is the isotope of
interest for eEDM investigations. The initial and final BaF currents were measured at Ii = 5.54
A and If = 3.62 nA.

Figure 3.21: Time spectra achieved with RGA200 measured during the 2.5 hours run. Here we provide
time to current data of the three most common isotopes of BaF, mainly BaF 155, 156, and 157. The
latter one is the eEDM particle of interest. The big, although short in time, oscillations are due to plasma
instability of the ion source. The total current of BaF was of 0.12 nA at the end of this scan.

Averaging these values, we estimate that during one hour of production, approximately a number
of 8.15 × 1013 unfiltered BaF molecules can be produced per hour. However, this production
rate was not constant throughout the entire measurement, as shown in Figure 3.21, where the
BaF production is tracked over a span time of an hour. Presumably, shortly after the turning
on of the plasma and oven filament, the BaF production dropped by one order of magnitude.
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Unfortunately, due to the inability to normalize the current values during the time scan, we could
not react immediately and fix the production issue. When a new mass spectrum was taken at
the end of the one hour time spectra, the BaF production was found to be suboptimal, with a
total current of only 0.12 nA. By increasing the oven filament, by adding 0.5 V , the production
was reestablished to If = 3.62 nA.
It is likely that the oven filament was initially set too low and should have been gradually
increased to a higher voltages leading to a more stable produciton of BaF molecules.
During the same time scan, several large but brief fluctuations were observed. These are due
to plasma instability of the ion source. Even though this issue can be fixed by either adjusting
the entrance Helium pressure Pin to higher values or fine tuning the high voltage Uplasma over
the electrodes, new upgrade to the setup have to be considered in future experiments, such as a
larger source chamber.



Chapter 4

Parahydrogen crystal production and
characterization

Measurements of eEDM using the matrix isolation technique could enhance current sensitivity
due to a high number of embedded molecules and good clarity of today’s crystals. Recent
experiments [28] shows that embedding BaF molecules, produced by laser ablation, in a neon
crystal does not significantly perturb its optical transitions.
In the PHYDES project, we plan to embed BaF molecules into parahydrogen (p-H2) crystal, as its
exceptional characteristics (see Chapter 2.3.2) makes it an ideal host for molecular spectroscopy
within the matrix isolation technique, with a combination that has never been utilized for eEDM
measurements. Although a BaF-doped parahydrogen crystal was not produced in this work,
future experiments involving it are planned in order to investigate the influence of the crystal on
the energy levels and line widths of the molecule.
This chapter provides an overview of the production of a pure p-H2 crystal conducted at the
LNL INFN laboratories lay a ground work for such projects. The experimental setup consists
of two main components: a cryogenic system to grow the crystal matrix and an optical system
to characterize it. An analysis has been carried out to indirectly measure the thickness and the
orthohydrogen percentage of the crystals.

4.1 Cryogenic and optical system

The parahydrogen crystal growth starts from a pure hydrogen gas, with impurity concentration
of 1 ppm, further purified by a cryogenic trap at liquid nitrogen temperature, as shown in Figure
4.1. Subsequently, it is directed through a copper line containing Fe2O3 fine powder, which acts
as a catalyst to enhance the conversion of o-H2 to p-H2. The gas line is then wrapped around
a copper block, which is connected to the cold head of a Leybold-Heraeus RG210 pulse tube
refrigerator operating at temperatures lower than 20 K. Indium contacts ensure a good thermal
exchange between the copper block and the hydrogen line. The gas flowing outside of this line
will consist of pure parahydrogen, with orthohydrogen concentrations of approximately 2%. The
quality achieved is sufficient for this work, but could be improved and will be further investigated
in future experiments. For instance, in the work of Bhandari et al. [97], a significantly lower
orthohydrogen fraction (< 0.1%) is reached using a double-stage converter, where each tube was
filled with iron(III) oxide and the average temperature was lower than what we can achieve with
our apparatus.
In the experimental setup used during this work (see Figure 4.3), the conversion step was by-
passed, as we leveraged the capability to produce and store parahydrogen in a separate laboratory
of the LNL INFN laboratories, maintaining high purity levels without the complexities associ-
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Figure 4.1: Schematic diagram of an ortho to parahydrogen converter. Gaseous normal hydrogen (n-H2)
is cooled through a liquid nitrogen bath to facilitate the conversion. The gas passes through a vacuum
shroud containing a copper bobbin cooled to 10 K using a cryostat, enabling the catalytic conversion of
ortho-hydrogen to para-hydrogen.

ated with on-site production of p-H2. However, it’s important to note that storing p-H2 can be
tricky due to the endothermic conversion of para to ortho hydrogen [98], which can absorb heat
and complicate the maintenance of low temperatures required for stable storage. For instance,
in an aluminum tank p-H2 back conversion is of 1,91%/week [99], starting from a 99.9% pure
parahydrogen gas.
In this work, p-H2 was kept in a tank for a few hours at room temperature, before connecting it to
the gas line of the system, regulated through a flow meter. The gas flows out of a 3 mm-diameter
nozzle, Figure 4.2 at a distance of less than 10 mm from a 15 mm-diameter sapphire substrate,
where the crystal is grown. As shown later in the data analysis, a orthohydrogen concentration
of approximately 3% was achieved, similar to the concentration obtained from in-site conversion.
The substrate is mounted on an oxygen-free, high thermal conductivity copper plate cooled to
approximately 4 K by a cryocooler (mod. Sumitomo RP62B helium pulse tube), as illustrated
in Figure 4.3. The temperature of the copper plate near the substrate is monitored using a
calibrated silicon diode sensor. The cold head of the cryocooler is enclosed in a copper shield at
50 K and covered with Mylar foil to reduce radiation heating. The cryostat chamber, where the
crystal growth occurs, is a six-way cross stainless-steel chamber with DN 200CF flanges. The
chamber is evacuated to a base pressure below 10−6 mBar using a turbomolecular pump. Once
the cryostat is turned on, the chamber reaches a vacuum pressure below 10−7 mbar. Optical
access to the cryostat is provided by two CaF2 windows mounted on opposite sides of the growth
chamber. One is used for IR absorption measurements, while the other allows IR light collection
by an InSb detector.
Note that the setup for crystal growth described in this section, without the need for a converter,
can be used for the growth of matrices starting from other gas species as, for instance, neon or
hydrogen.

Fourier-Transform Infrared (FT-IR) spectroscopy

To characterize the p-H2 crystals, we use a Fourier-Transform Infrared (FT-IR) spectroscopy
setup. FT-IR spectroscopy is an analytical technique used to identify and quantify chemical
substances and crystals. When a molecule absorbs infrared light, it undergoes vibrational tran-
sitions, each corresponding to a specific energy and frequency, which is unique to the molecular
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Figure 4.2: Picture of the gas line nozzle set in front of the sapphire substrate. The nozzle is used to
directed the desired gas to the cryogenic surface where the crystal develops.

structure and functional groups present in the sample, that can be subsequently detected.
In this work the Bruker Invenio R FT-IR spectrometer (see Figure 4.4), along with the Bruker
Opus software, have been used to measure the IR absorption spectrum of the p-H2 matrix. The
main component of the FT-IR spectrometer is the Michelson interferometer, whose illustration
is shown in Figure 4.4, mainly consisting of a beamsplitter, a fixed mirror, and a moving mirror.
The infrared light source is directed at the beamsplitter, which divides the beam into two paths:
one reflecting off the fixed mirror and the other off the moving mirror. After interacting with the
sample, the two beams are recombined at the beamsplitter, creating an interference pattern that
varies with the position of the moving mirror. The IR beam, transmitted through the sapphire
substrate and p-H2 crystal, is then focused and collimated by gold-coated parabolic mirrors be-
fore being detected by an InSb detector, which measures the intensity of transmitted light. A
schematic illustration of the optical layout is shown in Figure 4.5. The signal is captured in
the time domain, therefore a Fourier transform is applied to convert it into a frequency spec-
tra. The resulting data is either a transmittance or absorbance spectra than can be analyzed to
identify molecular structures, based on characteristic absorption peaks corresponding to specific
vibrational modes of the molecule.

4.2 Crystal characterization

The absorbance A(ν) measured by the FT-IR is a function of the wavenumber ν in cm−1. The
optical density (OD) used to analyze the crystal is defined through it as:

OD(ν) = − log10 (A(ν)) = − log10

(
I(ν)

I0(ν)

)
(4.1)

where I(ν) is the intensity (transmittance) spectrum taken while the crystal is growing and
I0(ν) is the reference intensity of the cold substrate with no sample deposition. The reference
spectrum is usually taken either before sample deposition or after the sublimation of the crystal.
The information provided the OD can be used to determine both the thickness of the crystal
and the fraction of orthohydrogen in the crystal.
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Figure 4.3: Schematic illustration of the experimental setup for p-H2 crystal growth. Inset: Sapphire
substrate holder machined from oxygen-free, high thermal conductivity copper.

The IR absorbance spectrum of solid p-H2 is usually described through the spectroscopy notation
Lv(J), defining the rotovibrational transition to the vibrational level v, starting from v = 0 and
rotational level J , with L being either Q or S if ∆J = 0 or +2, respectively.
Usually three main absorption peaks related to three main rotovibrational transition are observed,
mainly:

• A sharp zero-phonon single transition, like the S1(0) peak around the 4486 cm−1 band;

• A broader zero-phonon double transition, like Q1(0) + S0(0) and S1(0) + S0(0),

• A blue-degraded phonon sideband, where one or more phonon are generated, like the SR(0)
associated to S1(0), where R denotes a production of phonons.

The peaks corresponding to single transitions are unsuitable for measuring the grown crystal
thickness, due to an effect called "cancellation effect" [92]. In highly symmetrical environments
the intensities of these transitions are strongly dependent on the symmetries of the occupied site.
Since our sample might be composed of a mixture of a fcc and hcp p-H2 crystal structures, the
single transitions peaks are not suitable for our characterization analysis. Our focus is therefore
on the double transitions Q1(0) + S0(0) (Q + S) and S1(0) + S0(0) (S + S), as their intensity
depends on the density of p-H2, a characteristic independent from the crystal structure since
their bulk densities are the same.
The thickness h of the crystal can be determined by integrating the optical Density (OD) spec-
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Figure 4.4: Invenio R illustration showing: the complex Michelson interferometer (center), the beam
splitter, the optical pathways marked in orange and the high precision moving mirror (top left) along
with a series of mirrors for directing the IR beam, and a detectors compartment.

trum in the Q+ S region (4495-4520 cm−1) as:

h(mm) = 4.8 · 10−2

∫ 4520 cm−1

4485 cm−1

OD(ν) dν (4.2)

As seen in the lower plot of Figure 4.7, the background OD is subtracted prior to integration,
assuming it to be equal to a linear interpolation of the OD at the endpoints of the scan.
The error can be estimated at ±3% in the limit of low orthohydrogen fraction [100].

Figure 4.6: Confront of absorption intensity of two crystal: one of pure hydrogen and one of pure
parahydrogen. Transitions Q1(0) +Q0(0) and Q1(0) + S0(1) are dependent on the presence of orthohy-
drogen.
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Figure 4.5: Optical layout for the FT-IT spectroscopy. The Invenio R has an built-in IR light source.

The fraction of orthohydrogen foH2 can be determined by analyzing the Q1(0)+Q0(0) transition,
around 4150 cm−1. The optical depth of this transition is ortho dependent, as it can be seen
if one confronts the OD of Hydrogen and parahydrogen spectra in Figure 4.6. This dependence
have been quantified by Fajarado et al. [101] as:

fortho =
1.24 · 10−1mm

h(mm)

∫ 4154 cm−1

4151 cm−1

OD(ν) dν (4.3)

The estimated accuracy of this dependence is reported to be ±10%.
In this work, a broader interval of integration has been used to analyse the ortho-transition.
A similar issue happens in the work of Bhandari et al. [97], likely due to a higher presence
of orthohydrogen respect to the limit of low orthohydrogen fraction. An estimated accuracy of
±15% is claimed, considering the higher concentration of orthohydrogen and the conditions of
the apparatus, such as non linearity in detector response or calibration errors, polarization effects
and variations in the refractive index.

Data analysis

A growth analysis of a pure hydrogen gas has been done to test the correct functioning of the
apparatus. The sapphire window was at a temperature of Ts = 4.2 K while the nozzle exit was
at Tn = 15.7 K. The vacuum chamber pressure was measured to be Pch = 2 · 10−7 mBar. A
total number of 10 spectrum have been collected during the growing process of the crystal, at
approximately 15 minutes one from the other.
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Figure 4.7: The 10th Optical Density spectra of the growing hydrogen crystal. A non linearity correction
of the OD baseline, due to the different slope between background and emission spectra, has been done
and is shown in the same plot (black spectra). The rotovibrational transitions are labeled.

Transmittance and optical density of the tenth and last taken spectra of hydrogen crystal are
shown in figure 4.7. Starting from spectrum #3, the flux was adjusted to an higher value of 10
SCCM, as the chamber pressure was low enough to allow higher gas flux inside.
The fraction of orthohydrogen, as described in equation 4.3, cannot be computed as it is specif-
ically defined for pure parahydrogen crystals. The peak investigated in the equation has a
significant contribution from orthohydrogen molecules (see Figure 4.6), resulting in a peak width
too large for accurate investigation.

Figure 4.8: Growth of the hydrogen crystal over a time span of 200 minutes. The crystal growth rate
is 0.096± 0.09 mm/hr.
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However, equation 4.2 can be applied to estimate the thickness of the hydrogen crystal. The
Q1(0) + S0(0) peak’s contribution mainly depends on the p-H2 density, which constitutes ap-
proximately 25% of the crystal structure. Therefore, the result of equation 4.2 is multiplied by
a factor of 4 to account for the remaining 75% of the crystal composed of o-H2. The error in the
low orthohydrogen limit is about ±3%, thus we estimate a total measurement error of ±10%,
accounting for the mixed composition of the hydrogen crystal.
A growing rate of 0.10±0.09 mm/hr has been measured from a linear fit of the data. The crystal
grow starts from the #4, in accordance with the characteristic cryogenic crystal cooling process
that usually takes around 40 to 50 minutes to start, depending on the gas flow.

Parahydrogen crystal growth

Even though the test itself did not yield significant data relevant to this work, it successfully
achieved its primary objective: confirm that the crystal growth process was functioning effec-
tively.

Figure 4.9: Four transmittance spectra obtained during the parahydrogen crystal growth. The reference
spectrum, used to compute the optical density (see Equation 4.1), is depicted in blue.

The next step is to grow and characterize a pure parahydrogen crystal. The setup will now include
a tube of parahydrogen connected directly to a valve and then to the flow meter. The crystal
growth of p-H2 has been carried out with the sapphire window maintained at a temperature
of Ts = 4.2 K, while the nozzle exit was set to Tn = 14.2 K. The pressure within the vacuum
chamber was Pch = 8×10−8 mBar. Four spectra were collected during a 100 minutes span, with
a first spectra taken after 42 minutes and then one every 20 minutes. The four transmittance
spectra are shown in Figure 4.9, along with the reference spectra.
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Figure 4.10: Ortohydrogen fraction into the parahydrogen crystal during a time span of a hour. The
percentage of orthohydrogen was stable at < f >= 0.026± 0.004 during the growth.

As shown in Figure 4.10, our new method of storing parahydrogen in a tube and subsequently
connecting it to the system resulted in a good o-H2 fraction, with an average of < f >=
0.027± 0.004, thus approximately 3% presence of orthohydrogen in the crystal. Although better
results can be achieved [97], we are confident in our result, as the possibility to store parahydrogen
provides us more flexibility over the crystal growth process.
The experiment commenced with a flow rate of 10 SCCM, which was reduced to 5 SCCM after 33
minutes. Following spectra #1, the flux was further decreased to 3 SCCM because the vacuum
chamber pressure was above 10−6 mBar. This adjustment significantly affected the crystal growth
process. As illustrated in Figure 4.11, between measurements #2 and #3, the crystal appears
to undergo a sublimation process.

Figure 4.11: Growth of the pure parahydrogen crystal, monitored over a 100 minutes time span. The
flow rate of p-H2 was reduced from 10 to 3 SCCM after the first measurement. The effect of this
adjustment probably contributed to the apparent sublimation of the crystal observed between spectra
#2 and #3.
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An insight of the sublimation is also directly visible from the optical density spectra shown
in Figure 4.12. The fraction of o-H2 does not seem to be directly affected by the flow rate
adjustments. However, in equation 4.3, the thickness plays a crucial role. Therefore, further
investigation of how the presence of o-H2 might be influenced by the flow rate will be conducted
in future experiments.

Figure 4.12: The four optical densities obtained during the parahydrogen crystal growth. The difference
in peak height between OD #2 and #3, due to a crystal sublimation, is clearly visible (yellow and green
spectra).

We lowered the parahydrogen flow to 3 SCCM since, as the gas flows through the chamber, it
increases its pressure, especially with very light gases like hydrogen. In this run, the pressure
was too high, leading to a poorer thermal connection between external surface and cold finger.
This raised the temperature and heated up the substrate, causing the crystal to sublimate. As
a consequence, despite reducing the flow, the sublimation process was detected 30 minutes later
through spectrum #3.
Although this last measurement did not provide consistent data, it gives us hope for future
experiments, as with careful monitoring of the vacuum chamber pressure, we can achieve stable
and reliable results as done with the hydrogen crystal.



Conclusions and Outlook

This thesis work is devoted to the development of a molecular source, capable of generating
a BaF+ ion beam, along with the production of a pure parahydrogen crystal with the desired
characteristics for electron Electric Dipole Moment (eEDM) measurements.
We motivated searches of eEDM, as the presence of new particles predicted by various beyond
the Standard Model (BSM) theories could manifest through an induced asymmetry in the elec-
tron’s space charge distribution, resulting in a non-zero eEDM (de).
Small-scale, table-top experiments are currently pushing the sensitivity limits of de measurements
by conducting high precision spectroscopy on polar molecules, whose energy levels can shift if a
non-zero eEDM is present in the valence electron. The best limit, obtained by the JILA group,
University of Colorado, using trapped HfF+ ions, is of de < 4.1 × 10−30 e cm. The result ruled
out the existence of new predicted particles with masses up to 40 TeV, a sensitivity out of reach
for current particle accelerators.
In this thesis, we lay the groundwork for building an apparatus to measure the eEDM using
the matrix isolation technique, which involves doping an inert cryogenic crystal with the guest
molecules of interest. Improved sensitivity might be achieved with this method, as we are inves-
tigating Barium Monofluoride (BaF) molecules, a polar molecule offering a high internal effective
field (Eeff), necessary to reach an almost full polarization P ≈ 1 and potentially long coherent
interaction times (τ), both crucial parameters to enhance the eEDM sensitivity. Additionally, we
plan to embed those molecules into a parahydrogen (p-H2) crystal. The crystal structure of p-H2

has minimal interaction with the guest molecules, facilitating high precision spectroscopy with
minimal interference from the environment. The most interesting aspect of this approach is that
a large number of molecules (N) can be investigated, further enhancing the eEDM sensitivity,
described as:

σ(de) ≈
1

PEeff
√
Nτ

(4.4)

The experimental work has been focused on the construction and characterization of:

1. a reliable and efficient source of BaF ions;

2. a setup to grow a pure parahydrogen crystal.

For the first objective, the experimental setup utilizes a ceramic-coated chamber with two con-
centric filaments. The first filament (oven) heats and evaporates the BaF powder, while the
second filament initiates the plasma discharge. Helium is chosen as the activation gas for the
plasma discharge due to its efficiency in quickly achieving the necessary energy to ionize BaF
molecules. Once the plasma is initiated and BaF molecules have been ionized, they are extracted
through a 2 mm aperture at the anode. The resulting molecular beam is then optimized using a
solenoid-generated magnetic field, which concentrates the plasma at the center of the chamber.
Additionally, an Einzel lens is employed to focus the ion beam over longer distances. Systematic
studies with a residual gas analyzer (RGA 200) have demonstrated that setting a solenoid cur-
rent of IS = 1.7 A and a lens voltage of UL = 78.2 V, while accelerating the ions through the
anode at UA = 100 V, results in a consistent and efficient production, yielding approximately
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1014 molecules per hour.
This high production is essential to achieve the molecular density required in the host p-H2 ma-
trix. As approximately 1013 molecules are needed inside the matrix along one axes, our goal is
to achieve a total number of 1016 molecules out of the ion source in future experiments.
This goal appears to be feasible, as there is still room for further improvements to the source.
For instance, using a larger lens could improve focusing at longer distances, while a larger ion
source chamber, combined with optimized filaments, could increase the number of molecules and
enhance stability. Future work will explore the integration of a Wien filter which can be used to
achieve a pure BaF beam, while a deceleration stage allows the BaF molecules to be embedded
in the crystal.
As concerns the second objective, the experimental setup focuses on the growth and character-
ization of p-H2 crystals in a vacuum apparatus that will be connected to the molecular source.
The cryogenic system developed for this purpose utilizes stored parahydrogen, produced and
maintained at high purity levels within a separate laboratory at LNL INFN. The experimental
setup avoids the complexity of on-site ortho-to-para conversion by using this pre-purified gas,
which is directed through a nozzle onto a sapphire substrate cooled to approximately 4 K, where
the crystal will grow.
To characterize the p-H2 crystal, Fourier-Transform Infrared (FT-IR) spectroscopy is used to
obtain the optical density (OD), employed to determine the crystal’s thickness and orthohydro-
gen fraction. The OD spectra reveals characteristic peaks corresponding to specific vibrational
transitions. In this work the Q1(0) + S0(0) peak is investigated to compute the crystal thick-
ness, while the Q1(0) +Q0(0) to evaluate the orthohydrogen fraction. The experimental results
demonstrated an average parahydrogen concentration of 97.3%, consistent with the purity of
in-site production.
During the crystal growth process, issues were encountered, possibly due to a gas overflow in the
chamber that interrupted the growth by raising the substrate temperature and sublimating the
crystal. This issue can be overcome by carefully controlling the gas flow parameters and vacuum
pressures, as demonstrated by the successful controlled growth of a hydrogen crystal with the
same setup.
Upcoming experiments will focus on refining the cryogenic setup to achieve an even higher purity
level, as it is critical to fully exploit the optical characteristics and inert host behavior of the
parahydrogen, where impurities must be lower than 0.1%. Potentially, even lower levels can be
achieved by implementing a double-stage converter and an upgraded cryocooler to reach lower
temperatures.
In conclusion, this research paves the way for the preparation of BaF-doped crystals of p-H2,
potentially laying the groundwork for the next generation of precision eEDM measurements.
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