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Abstract

The increment of greenhouse gas emissions from human activities have forced
the world authorities to ratify stringent measures devoted to the reduction of pri-
mary energy consumption and to the spread of Renewable Energy Sources (RES).
However, the widespread adoption of variable and intermittent RES highlights the
necessity for large-scale energy storage, but available technologies, like Pumped
Hydro, Compressed Air Energy Storage or Flow Batteries, su�er from geograph-
ical constraints, require fossil fuel streams or are characterized by low cycle life.
In this context, Thermal Energy Storage Systems are poised to play a funda-
mental role due to their long cycle life, lack of geographical limitations, absence
of fossil fuel requirements and compatibility with integration into conventional
fossil-fuelled power plants.
Based on this evidence, in the present study, the dynamic behaviour of an In-
tegrated Thermal Electricity Storage System using Aspen Plus has been investi-
gated. Aspen Plus is a pivotal tool for modelling both steady-state and dynamic
systems, enabling the connection of components from its software library through
streams. In instances where a speci�c component is not available in the library,
Aspen Modeler can be utilized to model it, and subsequently, it can be integrated
into Aspen Plus. This is exempli�ed in this study, where a packed bed is modelled
using Aspen Modeler and incorporated into the overall system analysis.





Riassunto in lingua italiana

L'aumento delle emissioni di gas serra provenienti dalle attività umane ha spinto
le autorità mondiali ad adottare misure severe per ridurre il consumo di ener-
gia primaria e per di�ondere le Fonti Energetiche Rinnovabili (FER). Tuttavia,
l'ampio sviluppo di FER variabili e intermittenti evidenzia la necessità di grandi
sistemi di stoccaggio dell'energia, ma le tecnologie disponibili, come il pompaggio
idroelettrico, lo stoccaggio di energia ad aria compressa o le batterie a �usso, pre-
sentano limitazioni geogra�che, richiedono l'utilizzo di combustibili fossili o hanno
una vita utile limitata. In questo contesto, i sistemi di stoccaggio dell'energia ter-
mica possono svolgere un ruolo chiave grazie alla loro lunga durata, alla mancanza
di limitazioni geogra�che, all'assenza di combustibili fossili e alla compatibilità
con l'integrazione nelle centrali elettriche convenzionali a combustibili fossili.
Pertanto in questo lavoro di tesi, dopo un'iniziale panoramica sulle principali tec-
nologie di stoccaggio dell'energia (elettrochimico, meccanico, elettromagnetico,
termodinamico, chimico e ibrido), è fornita una dettagliata descrizione dei promet-
tenti Pumped Thermal Electricity Storage (PTES) e Integrated Thermal Elec-
tricity Storage System (IT-ESS), entrambi sistemi di accumulo il cui principio di
funzionamento è immagazzinare elettricità sotto forma di energia termica.
L'obiettivo principale della tesi è la modellazione di un sistema IT-ESS in ambi-
ente Aspen Plus, strumento utile per modellare sistemi sia in condizioni stazionarie
che dinamiche e che permette di collegare componenti dalla sua libreria per for-
mare sistemi anche complessi; tuttavia, la mancanza nella libreria del software di
un componente in grado di descrivere il comportamento del serbatoio rende neces-
sario l'utilizzo di Aspen CustomModeler, sottosistema di Aspen Plus che consente
di modellare un componente inserendo le equazioni che ne descrivono il compor-
tamento in un linguaggio speci�co e successivamente ne permette l'integrazione
in Aspen Plus. Dunque, parte della tesi è dedicata alla costruzione del prototipo
di un accumulo termico basato sulle equazioni del modello di Benato.
In seguito, l'integrazione dell'accumulo con i restanti componenti del sistema IT-
ESS permette di condurre simulazioni di processi di carica e scarica con di�erenti
parametri operativi. Dopo aver fatto alcune simulazioni con determinate vari-
abili indipendenti, è stata fatta un'analisi di sensibilità per valutare l'impatto
della variazione di alcuni parametri sul sistema complessivo.
In�ne, sono stati proposti possibili sviluppi futuri, con accenni all'aggiunta di sis-
temi di controllo e all'incorporazione delle curve caratteristiche di compressore e
turbina, per migliorare la precisione del modello rispetto al comportamento reale
dell'impianto.
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Chapter 1

Introduction

With the advancement of technology, humanity has transitioned from an in-
dustrial civilization to an ecological one, moving from wasteful and extensive
consumption to more economical and e�cient practices, and from high carbon
emissions to low carbon production. The current global energy paradigm, domi-
nated by fossil fuels, is gradually shifting towards a diversi�ed energy structure,
eventually favoring non-fossil energy sources. In this context, the development
of distributed photovoltaic (PV) generation systems has seen remarkable growth
over the past two decades. These systems are characterized by their adaptability
to local conditions, cleanliness, e�ciency, decentralized layout and local consump-
tion.
The International Energy Agency projects that solar power will become a sig-
ni�cant mainstream energy source by 2050, contributing approximately 11% to
global electricity generation. Most of these PV systems have been and will con-
tinue to be installed in distribution networks, leading to unprecedented levels of
PV penetration, exceeding 50% in many distribution networks worldwide. How-
ever, such high penetration poses signi�cant technical challenges including voltage
regulation, harmonics, grid protection, and more [1]. An emblematic example is
represented by the Italian wind and photovoltaic (PV) sectors (data available on
[2]). In 2006, the PV plants were 14 with an installed power and an annual gross
electricity production equal to 7.17 MW and 2.3 GWh, respectively. In 2007, the
PV plants have become 7647 with an installed power of 86.80 MW and an annual
gross electricity production equal to 39.10 GWh. An increment of 1109.3% of the
installed power in one year. After 10 years (2016), the installed PV plants were
732053 while their power and annual gross electricity production were 19283.17
MW and 22104.3 GWh, respectively. In 2022, the total number of plants was
around 1 million 200 thousand, with a strong increase in 2023.
A similar trend is observed in the wind power sector. In 2006, there were 169
installed wind turbines, which increased to 3598 by 2016 and to more than 7000
by 2022. The installed capacity and annual electricity production also rose signi�-
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CHAPTER 1. INTRODUCTION

cantly over the same period. Wind, solar, hydro, etc. are environmentally friendly
energy sources which guarantee to produce electricity in eco-friendly ways but,
unlike the hydroelectric power, wind and solar production su�er of high vari-
ability, unpredictability and uncontrollability, characteristics which cause large
�uctuations in their daily, monthly or even annually power production. In fact,
as in the Italian case, the large number of plants fed by Variable Renewable
Energy Sources (VRES) added to the traditional electric grid introduces man-
agement and control issues because, with a high number of users and producers,
the demand and the plants production become di�cult to forecast. Thus, there
can be areas characterised by over-capacity and areas with under-capacity. Un-
balances between production and demand are di�cult to predict and manage and
can cause local o even global blackouts. Note that the above-mentioned issues
will grow with the increment of VRES plants because, as remarked in [3], the
grid is able to absorb �uctuations only if the VRES power is up to 10% of the
system installed capacity.
Addressing these challenges requires the development and installation of large-
scale electric energy storage systems to manage the disparity between supply and
demand. The International Energy Agency estimates a need for signi�cant capac-
ity expansion worldwide by 2040 to meet rising energy demands. Additionally,
substantial electric energy storage capacity must be built in regions like the US,
Europe, China, and India to accommodate the integration of intermittent and
non-�exible power sources into the grid [4],[5].
Figure 1.1 illustrates the trend from 2014 to 2024, depicting the anticipated over-
lap and eventual surpassing of electricity generation from renewable sources com-
pared to coal in the coming years.

Figure 1.1: Global electricity generation by source, 2014-2024 [4].

In this scenario, the available large-scale Electricity Storage Technologies (ESTs),
like Pumped Hydro Storage (PHS) or Compressed Air Energy Storage (CAES),
can play a fundamental role, but due to their need of suitable geographical sites,
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CHAPTER 1. INTRODUCTION

these energy storages (ESs) can be built only in countries with favourable mor-
phology. Therefore, alternative ESTs need to be explored.
Pumped Thermal Electricity Storage (PTES) or Pumped Heat Energy Storage
(PHES) can become a valuable technology able to store large quantity of en-
ergy in a cheap way especially if they use Sensible Heat Thermal Energy Storage
(SH-TES). In addition, PTES units can contribute to the challenging process of
integrating ESs into fossil-fuelled power plants (FFPPs) or in their re-powering.
In the �rst case, PTES can help into the reduction of FFPPs fast ramp rates,
possible low load levels, cycling operations and overnight shut-downs while, in the
second case, the components of an underutilised fossil-fuelled power plant can be
partially reused to build the PTES unit [6]. Therefore, it is clear that the need
of energy storage devices is increasing with the increase of renewable energy pen-
etration and in the following years a sharp increase in global cumulative energy
storage installations is expected, as clearly shown in Figure 1.2.

Figure 1.2: Prediction of the instalments of energy storages until 2040 [7].

In this optic, there is an urgent need to investigate and develop new solutions
and strategies in the energy storage sector; in the next chapter all the existing
technologies are quickly reviewed, highlighting positive and negative aspects of
each, then the attention will shift towards the Integrated Thermal Electricity
Storage Systems.
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Chapter 2

Energy storage technologies overview

To start, the concept of energy storage is introduced.
According to Benato and Stoppato [6], an energy storage is a device or a system in
which the energy can be stored in a certain form. In a second moment, this energy
can be extracted to perform some useful operations. The process of storing can
be subdivided into three main phases: charging, storing and discharging. During
the �rst phase, the energy enters the storage device. Then, during the second
phase, the energy remains inside the storage system and during the discharging
phase it is released.
It is well known that there are several forms of energy, but they can be mainly
grouped in two categories: primary and secondary form of energy. The �rst
category includes all the energy forms which are not subjected to any kind of
conversion or transformation process. Coal, natural gas, crude oil, wind, solar,
tidal, geothermal, falling water, etc. are primary energy forms while electricity,
heat, hydrogen, gasoline, diesel, etc. are secondary forms of energy because they
are a product of a conversion or transformation process from other energy forms.
Based on this classi�cation, also energy storage can be classi�ed as primary and
secondary energy storage. Coal, natural gas, crude oil, and biomass are primary
forms of energy that are easy to store in their natural state.
Wind, solar, tidal and wave are also primary energy forms, but they are storable
only after a transformation into a secondary energy forms like electricity, heat or
work. Storing secondary energy forms is an easy process, while stocking work,
heat and electricity is a really challenging process but can contribute to spread
VRES and help to diminish fossil fuel consumption, which in turns results in a
cut of CO2 and greenhouse gases emissions. Gasoline, diesel, hydrogen, methane,
biofuels, etc. are easily storable in tanks, containers or pressurized vessels while
heat and electricity need to be stocked using di�erent kind of materials usually
called �energy carriers�. In a nutshell, during the charge, the energy source is
stored by means of an energy carrier while, during delivery, the stocked energy is
returned to supply the energy demand.
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CHAPTER 2. ENERGY STORAGE TECHNOLOGIES OVERVIEW

In literature there are several ways to classify energy storage technologies; in this
work, the classi�cation follows Amir and Deshmukh [8].
For ESSs, a variety of technologies are deployed. The numerous types of ESTs
are depicted in Figure 2.1.

Figure 2.1: EST interaction [8]

Out of these categories, mechanical ES, solar fuel cell, hydroelectric pumping stor-
age, chemical (hydrogen ES), electrochemical (supercapacitor ES, battery ES),
superconducting magnetic energy storage (SMES), and TES are all classi�ed as
electrical ES methods. ST includes a range of devices that can be divided into
six wider categories, such as:

� electrochemical ST;

� mechanical ST;

� electromagnetic ST;

� thermodynamic ST;
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CHAPTER 2. ENERGY STORAGE TECHNOLOGIES OVERVIEW

� chemical ST;

� hybrid-based technologies ST.

Note the enhanced EST are adept at dispatching energy (msec or sec), backup
storage (few mins to several hrs), appropriate duration (shorter or longer), re-
sponse time, rating of EST (kWh and MWh). This allows selecting the suitable
technology based on desired applications.

2.1 Electrochemical method

When the ES is processed in supercapacitors, it is also known as electrochemical
storage, which could be in the form of electrochemical capacitors, ultra-capacitors,
or electric double-layer capacitors [9]. Here, faster ESSs were required in various
applications to replace Li-ion batteries that su�ered from slow charge/ discharge
and have a short lifetime. Compared to traditional capacitors, the supercapacitor
has a substantially higher capacitance, energy density and compactness. The two
series capacitors of the electric double layer created between each electrode and
the electrolyte ions store energy in supercapacitors. They have a high energy
density and can respond in tens to hundreds of milliseconds to any change in
power demand. The most pressing task for the supercapacitor is to lower its cost
and enhance its energy density to <10 Wh/kg, bringing it closer to batteries. In-
creasing the capacitance and/or cell voltage is one approach to accomplish this.
Supercapacitors have a practically in�nite number of charge and discharge cycles,
but their energy throughput in fast cyclic operation is restricted. Supercapaci-
tors have a 95 % e�ciency and a 5 % self-discharge rate each day, implying that
the stored energy must be used immediately. Either directly or indirectly, elec-
trochemical ES converts stored energy into electricity. Both �ow and solid-state
batteries are tiny and portable in this division.
Using batteries, chemical energy is converted to electrical energy. As technology
advances and costs decrease, grid-scale battery storage solutions are becoming
more popular. The ES at moss landing facility in California, the �rst 300 MW
Li-ion battery with 4500 stacked battery racks started operationally in January
2021 [10]. Australia, Germany, Japan, the United Kingdom, Lithuania, and Chile
are all considering installing large-scale battery energy systems.
The secondary or rechargeable battery is considered the oldest type of electrical
ES device. It stores electrical energy as chemical energy through electrochemical
reactions, and can release the energy in the form of electrical energy as needed.
Batteries are manufactured in various sizes and can store anywhere from <100
W to several MWs of energy. Their e�ciency in energy storage and release,
known as roundtrip ES e�ciency, is between 60 and 80 %, and this depends
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CHAPTER 2. ENERGY STORAGE TECHNOLOGIES OVERVIEW

on the operational cycle and the type of electrochemistry used. Batteries are the
most commonly used type of ES device for power system applications due to their
widespread availability and reliability. In addition to being used for electric grids,
batteries are used in many other sectors such as hybrid electric vehicles (HEV),
marine and submarine missions, aerospace operations, portable electronic sys-
tems and wireless network systems. There are various types of batteries that are
suitable for di�erent applications. Deep cycle batteries are the most commonly
used type for power system applications, and they have an e�ciency range of
70�80 % [8]. Then, Amir and Deshmukh [8] presented several di�erent kind of
batteries; in the present work, the analysis is limited to Lithium-Ion (Li+) bat-
teries, being those that are used in electric vehicles; hence, hopefully, in the next
years, their production will be more e�cient as fossil-fueled cars are abandoned.
Li-ion batteries are made of two low density lithium components and have a large
standard electrical potential making them the main electronic handler. These are
low weight, high voltage without a memory, low self-loads and internet-of-things
(IoT). Li-ion batteries are used for the mobile and various applications of elec-
tric vehicles, but it is too expensive for large-scale grid storage. However, Li-ion
batteries have an extensive impact on the depletion of metals and can therefore
cause signi�cant environmental, social and health impacts on the toxicity and
site of lithium mining in the natural environment. A Li-ion battery is made up
of various cells that interlink to another call. Every cell comprises three major
parts such as a cathode, an anode and a liquid-based electrolyte, as depicted in
Figure 2.2. The toxicity of Li-ion batteries is, to be sure, lower than that of many
other batteries [8].

Figure 2.2: Diagram of the Li-ion battery with charging and discharging �ow, [8].

In addition to battery and supercapacitor, a third kind of electrochemical stor-
age is constituted by the �ow cell or redox �ow cell (after reduction-oxidation),
which is a type of electrochemical cell where electricity is generated by the poten-
tial di�erence between the tanks in these batteries. Both tanks' solutions become
the same, containing both positive and negative ions. The most frequent ma-
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CHAPTER 2. ENERGY STORAGE TECHNOLOGIES OVERVIEW

terials utilized in these batteries are vanadium polyamide, vanadium hydrogen
bromine, bromine polysul�de, and iron-chromium. A sketch of the operation of
such a battery is reported in Figure 2.3. In hybrid-based �ow batteries, a single

Figure 2.3: Operational framework of a Redox �ow battery, [8].

or high number of electroactive components are employed as a solid layer. As
a result, two liquid electrolytes containing metal ions dissolved in the �uid elec-
trolyte do not change phase. An ion-selective membrane is used to separate the
negative and positive redox ions. These batteries have high e�ciency, long cycle
life, �exible design, and high ES capacity, whereas their density is low compared
to others.

Finally, energy can also be stored in chemical form, such as hydrogen. The
potential versatility of this low-density gas for storing and transmitting energy has
led to extensive research over the past few decades, garnering increasing attention
in the energy sector. Hydrogen's adaptability for various end-uses includes serving
as a fuel for electricity and/or heat production in fuel cells or combustion engines,
as well as powering transportation devices. Additionally, hydrogen serves as a
chemical commodity, further expanding its potential applications [11].

2.2 Mechanical method

Mechanical energy may be stored as the kinetic energy of linear or rotational mo-
tion, as the potential energy in an elevated object, as the compression or strain
energy of an elastic material, or as the compression energy in a gas. It is di�cult
to store large quantities of energy in linear motion because one would have to
chase after the storage medium continually. However, it is quite simple to store
rotational kinetic energy.
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CHAPTER 2. ENERGY STORAGE TECHNOLOGIES OVERVIEW

Compressed air energy storage (CAES) and pumped hydro energy storage (PHES)
are the most modern techniques.
Pumped Hydro Storage or Pumped Hydroelectric Energy Storage is the most
mature, commercially available and widely adopted large-scale energy storage
technology since the 1890s. The PHS technology uses gravity to store the electri-
cal energy and a typical plant layout consists of an upper and a lower reservoirs,
a waterfall, pipes, a pump, a turbine, an electric motor and an electric generator.
The pump and the turbine can be separated machines or the same device sup-
plies both the functions. In the second case, the turbomachine is called reversible
pump-turbine. Also the electric machine can be separated devices (a motor which
moves the pump and a generator connected to the turbine) or a unique electrical
machine (a motor/generator). A sketch of the PHS system is depicted in Fig.
2.4. The fundamental concept of Pumped Hydro Storage (PHS) is quite straight-
forward. During o�-peak periods, electricity is drawn from the grid and used to
power an electric motor, which in turn drives a pump. This pump moves water
from a lower reservoir to an upper reservoir, e�ectively storing energy. Then,
during periods of high demand, the stored water is released from the upper reser-
voir to the lower reservoir through a turbine. The turbine is connected to an
electric generator, converting the mechanical energy from the �owing water into
electrical energy, which is then fed back into the electric grid.

PHS technology currently accounts for approximately 99% of large-scale en-
ergy storage installations worldwide [6].

Figure 2.4: Sketch of a Pumped Hydro Storage Unit, [12].

Compressed Air Energy Storage (CAES) stands as the second commercially
available large-scale energy storage technology. During periods of low power
demand, surplus generation capacity is utilized to compress air, storing it either
in underground caverns (such as hard rock caverns, salt caverns, depleted gas
�elds, aquifers, etc.) or in aboveground man-made tanks, pipes, containers, or
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vessels. Subsequently, during high peak demand hours, the pressurized air is
extracted from storage, heated (often using natural gas) and expanded in an air
turbine. With the air turbine mechanically linked to an electric generator, the
potential energy of the pressurized air is converted back into electricity. This
type of CAES facility is termed Diabatic CAES (DCAES) because, during the
compression phase, the heat generated is discarded.

Figure 2.5: Sketch of a Compressed Air Energy Storage Unit, [13].

Over the years, researchers have explored and developed various plant con-
�gurations with the goal of reducing fuel consumption, recovering heat gener-
ated during the compression process and addressing geographical constraints.
Adiabatic CAES (ACAES), Isothermal CAES (I-CAES), and Underwater CAES
(UW-CAES) represent upgraded versions of Diabatic CAES.

Despite these advancements, both CAES and PHS share a common drawback:
they necessitate speci�c site morphologies for installation. However, to date,
CAES remains the sole technology capable of competing with PHS for large-scale
energy storage applications, despite its reliance on fossil fuel streams.

At this juncture, it is worth considering the following: comparisons among the
available large-scale energy storage technologies mentioned above indicate that
Pumped Hydro Storage (PHS) will likely continue to dominate in the near future.
However, it is anticipated that Compressed Air Energy Storage (CAES) and Flow
batteries will experience rapid development. Despite this projection, there is an
urgent need to develop new large-scale Energy Storage Technologies (ESTs) that
do not face geographical limitations (as with PHS and CAES), low cycle life (as
seen in �ow batteries), high capital costs and reliance on fossil fuels [6].

Liquid Air Energy Storage (LAES) is another emerging large-scale storage
technology that involves storing electrical energy in the form of lique�ed air.
Similar to CAES technology, the initial step of the charging phase involves com-
pressing air. Subsequently, the pressurized air is lique�ed and stored in thermally
isolated man-made vessels, tanks, or containers. During discharge, the liquid air
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CHAPTER 2. ENERGY STORAGE TECHNOLOGIES OVERVIEW

is heated using a heat exchanger, which increases also the pressure. The high-
pressure air is then utilized to drive an expansion machine mechanically connected
to an electric generator.
The primary advantages of LAES include its high energy density (50 Wh/l or
97�210 Wh/kg) and the signi�cantly smaller volume occupied by liquid air com-
pared to its gaseous form (1/700). This characteristic leads to a drastic reduction
in the volume of storage vessels. In fact, an LAES plant can be up to 12 times
smaller than a CAES plant and up to 140 times smaller than a PHS plant [6].

Gravity Energy Storage (GES) systems have been studied as a solution to
address the primary drawbacks of Pumped Hydro Storage (PHS), namely the
requirement for a su�cient water �ow and speci�c geographical morphologies at
installation sites. The GES system operates as a closed-loop con�guration, con-
sisting of a deep storage shaft, a return pipe, a large piston, and a reversible pump-
turbine, with water serving as the working �uid. The large piston, equipped with
substantial sliding seals to prevent leakage, is suspended within the deep storage
shaft.
During periods of low demand, o�-peak electricity is utilized to pump water from
the deep storage shaft to the return pipe, causing the large piston to ascend from
the bottom to the top of the shaft. Conversely, during peak demand periods,
the large piston descends from the top to the bottom of the shaft, propelling the
water through the return pipe. This water then powers a hydraulic turbine, gen-
erating electrical energy. Despite the absence of Gravity Power Modules (GPM)
installations, this storage technology is expected to achieve a round-trip e�ciency
exceeding 80%.
In contrast to PHS, the GES system operates as a closed-loop, obviating the
need for a continuous water �ow, and it does not necessitate natural waterfalls
as the deep storage shaft and return pipe are man-made channels. However,
like PHS and Compressed Air Energy Storage (CAES), GES installations require
sites with stable morphologies. Additionally, due to the system's complexity,
investment costs are comparable to those of PHS (ranging from $600 to $2000
per kilowatt) and CAES (ranging from $400 to $2000 per kilowatt), estimated at
$1000 per kilowatt for GES.

2.3 Electromagnetic method

The electromagnetic ES method de�nes the accumulation of energy in the form
of an electric �eld or a magnetic �eld. A current-carrying coil generates ES based
on the magnetic �eld. Practical electrical ESTs include electrical double-layer ca-
pacitors, ultra-capacitors, and superconducting magnetic energy storage (SMES).
The �rst type includes electric�capacitor super caps, with a very high-capacity
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capacitors. They are also known as supercapacitors. They are specially designed
to give high power density (over 1000 W/kg), longevity (>100.00 cycles), and rel-
atively high e�ciency (in general over 80 %); the second type is magnetic�super
conducting magnetic energy storage (SMES), systems that are also an electro-
magnetic method of ES. They utilize a magnetic �eld created by the �ow of
direct current. SMES systems are involved in many applications, such as power
quality at the customer or generator side, voltage control, reactive power com-
pensation and power grid transient stability [8]. For completeness, the �owchart
of electromagnetic methods in ESTs is reported in Figure 2.6.

Figure 2.6: Flowchart of electromagnetic methods in ESTs, [8].

2.4 Thermodynamic method

The thermodynamic method is one of the methods for ESTs. It deals with stor-
age, transformation and energy transfer. It involves technologies of thermoelec-
tric, compressed air, adiabatic CAES and thermal heat.
The thermoelectric technology is built on the concept of TES, which is utilized
by thermodynamic cycles. The temperature variation circulates between hot and
cold thermal storage to drive thermal energy to convert it into electricity eventu-
ally.
CAES systems have already been presented as mechanical method, but they can
be classi�ed also as thermodynamic one because after being heated, the com-
pressed air drives gas turbines, e�ectively releasing the stored o�-peak electricity.
Thermal energy may be stored by elevating or lowering the temperature of a sub-
stance (i.e. altering its sensible heat), by changing the phase of a substance (i.e.
altering its latent heat) or through a combination of the two. Both TES forms
are expected to see extended applications as new energy technologies are devel-
oped. TES is the temporary storage of high- or low-temperature energy for later
use. Examples of TES are the storage of solar energy for overnight heating, of
summer heat for winter use, of winter ice for space cooling in summer and of the
heat or cool generated electrically during o�-peak hours for use during subsequent
peak demand hours. Solar energy, unlike fossil fuels, is not available at all times.
Even cooling loads, which nearly coincide with maximum levels of solar radiation,
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are present only after sunset. TES can be an important means of o�setting the
mismatch between thermal energy availability and demand. ES in the form of
sensible heat changes appears very promising for the high-temperature storage of
large quantities of energy at fossil-�red power plants. Oil will likely be used as
the storage medium for this type of system. Among these categories, Pumped
Thermal Energy Storage (PTES) and Integrated thermal energy storage systems
(IT-ESS) are included and will be deeply explained in the following chapter.

2.5 Chemical method

The chemical approach to Energy Storage (ES) represents a critical and highly
adaptable method, encompassing both thermochemical and chemical application-
based techniques. Thermochemical processes rely on a variety of fuels including
solar fuel, solar cells and hydrogen. Conversely, chemical application-based tech-
niques involve products such as methane, hydrogen and carbon dioxide.
The thermochemical stores thermal energy through chemical reactions; in this
storage, two or more combined components are then separately stored in a chem-
ical compound that breaks down through heat and split components; then, the
parts are reassembled in a chemical compound and heat energy is released during
high-demand periods. The storage capacity is the thermal energy that is released.
However, between demand and supply, thermochemical takes a long time and it is
well-suited to generating electricity. The e�ciency of this technique ranges from
75% to nearly 100% and thermochemical materials are among the densest in all
storage mediums. Solar fuel is a viable energy source from thermochemical meth-
ods. It is a synthetic fuel made from water and carbon dioxide using the energy
of sunlight; the production involves several reactions. Instead, the solar energy
can be utilized to produce hydrogen by water electrolysis using solar-generated
electricity and by direct solar water splitting
On the other hand, the methods used to apply chemicals di�er from thermochem-
ical methods. Indeed, chemical ones possess higher energy density as compared
to present battery technologies. Additionally, they have a longer discharge dura-
tion and can be preserved for any time span. The chemical application methods
can also be used as raw materials for the chemical industry, direct electricity
production and the transportation sector as a replacement fuel.

2.6 Hybrid methods

Hybrid methods for Energy Storage (ES) are engineered to surpass the capabil-
ities of individual ES devices, catering to the demanding requirements of both
high energy capacity and rapid response times. One such hybrid ES system is
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the battery-supercapacitor hybrid ESS, engineered to deliver a sustained high
power density over extended cycles while also o�ering rapid and e�cient energy
discharge. These properties render it an attractive solution for enhancing the
longevity of electric vehicle (EV) batteries.
Additionally, the combination of battery-battery capacitor hybrids serves to cre-
ate high-powered bu�ers suitable for industrial and transportation applications.
These hybrids can function as energy output devices themselves or be integrated
with various electrochemical batteries, boasting minimal internal resistance and
exceptionally high output power.
Fuel cell capacitors �nd utility in Energy Management Systems (EMS) for ES
devices, playing a pivotal role in the conversion of renewable energy interactions
with power grids and microgrids.
Lastly, supercapacitor fuel cells are engineered for high power ratings, making
them well-suited for mitigating load �uctuations and adept at withstanding volt-
age variations, rendering them a preferred choice for such applications [8].

2.7 Comparisons

After introducing the whole spectrum of storage technologies, in this section the
most common and promising ones are brie�y summarized.
The mature large scale energy storage technologies are Pumped Hydro, Com-
pressed Air and Flow Batteries.
One of the most promising ones is the Pumped Thermal Electricity Storage tech-
nology; it will be explained in the following chapter, but compared to CAES and
PHS, PTES is characterized by higher energy density (110�170 Wh/l or 50�140
Wh/kg), low self-discharge rate (1 %/day), no geographical limitations and small
installation footprint. It uses an inert gas as working �uid and cheap storage
materials. Therefore, PTES is characterised by low capital costs: 600$/kW and
60$/kWh. It does not su�er of low cycle life like �ow batteries and the expected
round-trip e�ciency (70�80%) and lifetime (25�30 year) are very good. In ad-
ditions, PTES units can be integrated in fossil-fuelled thermal power plant to
reduce cycling operation, fast start up and overnight shut downs.
Further, other in-developing energy storage technologies are GES, LAES and
Hydrogen Energy Storage. The �rst one, as already explained, represents an
enhancement of PHS, which does require neither a constant water �ow nor a wa-
terfall, but requires stable morphology.
The LAES has the main positive of having air in liquid form, strongly reducing
the volume of the storage as compared to CAES.
Finally, Hydrogen Energy Storage is the most convenient way to store o�-peak
electricity when long term season-to-season storage is needed, but it could be-
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come economically feasible around 2030, with high storage capacity and energy
density.
Table 2.1 collects both mature large-scale energy technologies (PHS, CAES, Flow
Batteries) and the most promising ones, with the main positive and negative as-
pects of each one, according to what has been presented so far.

Table 2.1: Positives and negatives of the main storage technologies
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Chapter 3

PTES and IT-ESS technologies

Before analysing the IT-ESS con�guration, which is the central part of this work,
it is worth to revisit the fundamentals on the PTES technology. Understanding
PTES is essential as the IT-ESS con�guration can be considered an evolution of
this framework.

3.1 The PTES technology

Pumped Thermal Electricity Storage (PTES), also known as Pumped Heat En-
ergy Storage, represents an emerging storage technology tailored for large-scale
Energy Storage (ES) applications. PTES operates on a high-temperature heat
pump cycle, converting o�-peak electricity into thermal energy and storing it
within two thermally isolated vessels: one designated as hot and the other as
cold. During discharging, a thermal engine cycle is employed to convert the
stored thermal energy back into electrical energy. The working �uid utilized is
typically a gaseous medium such as air or argon, with electricity stored in the
form of sensible heat using economical and solid materials like concrete, gravel,
or other common minerals.
In comparison to Compressed Air Energy Storage (CAES) and Pumped Hydro
Storage (PHS), PTES boasts higher energy density (ranging from 110 to 170
watt-hours per liter or 50 to 140 watt-hours per kilogram), a low self-discharge
rate (1% per day), absence of geographical limitations, and a compact installation
footprint. It leverages an inert gas as a working �uid along with cost-e�ective
storage materials, resulting in low capital costs estimated at $600 per kilowatt
and $60 per kilowatt-hour. Moreover, PTES exhibits robust cycle life akin to �ow
batteries, with expected round-trip e�ciencies ranging from 70% to 80% and a
lifespan of 25 to 30 years. Additionally, PTES units can seamlessly integrate into
fossil-fueled thermal power plants to optimize cycling operations, facilitate fast
start-ups and enable overnight shutdowns. Given its power rating and storage ca-

19



CHAPTER 3. PTES AND IT-ESS TECHNOLOGIES

pacity ranging from 0.5 to 10 megawatts (or larger) and 0.5 to 60 megawatt-hours
(or larger) respectively, PTES is hailed as one of the most promising large-scale
energy storage technologies. PTES functions by storing electricity in the form of
heat, which can be stored either as sensible or latent heat. Sensible heat storage
involves the storage of thermal energy through changes in the storage medium's
temperature, while latent heat storage stores thermal energy as the phase change
latent heat of certain media. Solid or liquid media are typically suitable for sen-
sible heat storage, whereas media capable of transitioning from solid to liquid or
from liquid to vapor are preferred for latent heat storage.
Sensible heat storage utilizing solid media such as concrete, rocks, or sand repre-
sents the most cost-e�ective, safe and straightforward method for storing thermal
energy. Irrespective of the heat storage method employed, in a PTES system, o�-
peak electricity is �rst converted into heat using a high-temperature heat pump
and stored in two man-made tanks, a process known as the "storing phase." Sub-
sequently, the conversion of stored heat into electricity is achieved through a heat
engine during the "delivering" or "discharging" phase.
Pumped Thermal Electricity Storage or Pumped Heat Energy Storage can be
categorised according to their thermodynamic cycle and working �uid:

� Closed or reversible Brayton cycle;

� Transcritical Organic Rankine cycle with carbon dioxide as working �uid;

� Compressed Heat Energy Storage system.

The Brayton PTES uses a single phase gas such as argon or air and has two
reservoirs, the high pressure one and the low pressure one. The electricity is
stored as sensible heat; the �rst large-scale application was �rstly proposed by
Desrues et al. [14].
As depicted in Figure 3.1, during the charging phase the system works as a
heat pump, converting the electricity into thermal energy, that is then stored
inside the two aforementioned arti�cial tanks. Then, a thermal engine is used
for the discharging phase, to reconvert the thermal energy back into electricity.
The turbomachines used (two pairs of a compressor and a turbine) allow the
circulation of a gas in the tanks, following a closed thermodynamic Brayton cycle.
As mentioned, the energy is stored in form of a sensible heat and the working
�uid is argon. It is important to note the presence of two heat exchangers in the
con�guration, a cold one and a hot one.
During the charging phase, the gas moves from the high pressure to the low
pressure tank. The high pressure one is gradually heated up, whereas the low
pressure one is cooled down.
In the discharging period, the gas follows a heat engine cycle. During this phase,
the low pressure tank gradually increases its temperature. Both the charging and
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Figure 3.1: Sketch of the plant scheme proposed by Desrues et al. [14].

the discharging periods are considered completed when the temperature of the
gas at the outlet of the reservoirs achieves a prede�ned value, taken as a reference.

In recent studies, Benato and Stoppato [15] presented a PTES con�guration
(see Fig. 3.2) in which an electric heater is used to convert o�-peak electricity
into thermal energy, air is used as working �uid and only a heat exchanger is
adopted to maintain the expander inlet temperature at its design value. However,
during the delivery phase, no heat exchangers are adopted. The system has
been designed with the characteristics of commercially available compressor and
expander devices.

Figure 3.2: Sketch of the plant schemes developed by Benato and Stoppato [15].

During the charging phase, the air enters the compressor and passes through the
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electric heater. Upon entering the storage tank, it releases heat to the storage
material and then proceeds through the heat exchanger to attain a suitable tem-
perature before entering the turbine. Subsequently, the air �ows into the cold
storage tank after exiting the turbine. Placing the electric heater after the com-
pressor ensures the maintenance of a constant temperature at the inlet of the hot
storage tank. Furthermore, this con�guration ensures that the maximum tem-
perature of the cycle is reached at the inlet of the tank. In contrast, in previous
con�gurations where the electric heater was positioned before the compressor,
the maximum temperature of the cycle was reached at its outlet, leading to an
increase in pressure ratio and device costs. Therefore, with the newly proposed
con�guration, it becomes feasible to adopt a lower pressure ratio, achieve a high
maximum temperature of the cycle and maintain acceptable costs and heat trans-
fer area.

On the other hand, during the delivery phase, the air exiting the compressor
enters the hot storage tank where it is heated. Subsequently, the air undergoes
expansion through the turbine and is then injected into the cold tank, where it
is cooled. During this phase, the heat exchangers are not required, resulting in a
reduction in plant costs.

The second con�guration related to the pumped thermal energy storage sys-
tems has been proposed by Mercangöz et al. [16]. In this work, the authors
observed that the typical arrangement of PTES systems requires large storages.
Thus, they proposed a new con�guration in which a transcritical CO2 cycle is
adopted, with the scope of increasing the e�ciency of the plant. Morandin et al.
[17] analysed di�erent CO2 transcritical cycle in order to study their optimization.

Compressed heat energy storage con�gurations have been proposed by Stein-
mann [18]; it has a system proposed based on the conventional steam Rankine
cycle; during the charge, the water at low pressure is evaporated using the heat
coming from a low temperature source such as a heat pump or a refrigeration
cycle. After the compression process, the high pressure steam releases its energy
in a thermal storage reservoir; then, in this storage, the steam is condensed and
the condensate is cooled down to the saturation temperature of the evaporation
process. During the discharging process, the heat released by the storage system
is used to generate steam used to feed the steam turbine. After the expansion
process, the steam is condensed.

3.2 The IT-ESS technology

Seen the urgent need to develop and install new large-scale energy storage sys-
tems, Benato and Stoppato [19] proposed a new storage unit that uses air as
working �uid and stores electricity under the form of sensible heat.
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This new technology is referred to as the Integrated Thermal Electricity Storage
System (IT-ESS), and it plays a central role in the presented work. Components
found in existing fossil fuel thermal power plants, such as gas turbines, electric
generators, step-up transformers, transmission lines, and others, can be utilized
to construct IT-ESS plants. Consequently, integrating the storage unit does not
require additional overcapacity, revitalises underutilized units and ensures the
ful�lment of the urgent need for network �exibility, particularly in terms of load
leveling. This aspect is crucial for the e�ective integration of renewable sources
into the energy sector.
Prior to delving into the system's description, it is essential to emphasize that,
since this is an open cycle in both charge and discharge modes, the chosen working
�uid, which also serves as the heat transfer medium, is air. Utilizing air as a heat
transfer �uid ensures the utilization of a readily available, abundant, non-toxic
and non-�ammable medium.

The charging scheme, as sketched in Fig. 3.3, is made up of a fan driven by
an electric motor, a heat exchanger, an electric heater and a man-made tank. An
air �lter is also placed before the fan intake section. Throughout solar and wind

Figure 3.3: IT-ESS charging scheme [19].

power stations high production hours and low load request or in periods char-
acterized by excess power production, the IT-ESS is managed in storing mode.
Using the excess electricity to boost the electric motor which in turn drives the
fan, the ambient air at atmospheric temperature and pressure is sucked and �l-
tered before entering the fan. Then, the fan increases the gas pressure (process
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1�2). The pressurized air passes into a heat exchanger (process 2�3) and, then,
into the electric heater where it is heated up: this component acts as a conversion
device where the excess electricity is converted into heat (process 3�4). The hot
air exiting the electric heater (condition 4), enters the storage tank, heats up the
storage material contained into the reservoir and exits (condition 5) at a lower
temperature. The air at condition 5 �ows across the heat exchanger (process 5�6)
and, �nally, it is thrown out into the environment. Note that, if the air temper-
ature in point 5 is higher than the one in point 2, the heat exchanger powers up
and the air which leaves the tank heats up the one exiting the fan; otherwise the
heat exchanger is bypassed. In heat exchanger bypass condition, point 2 matches
with point 3 while point 5 coincides with point 6.

Conversely, during high power demand periods or hours when solar and wind
power generation is poor, the IT-ESS is managed in production mode using the
plant layout depicted in Fig. 3.4. In this case, the IT-ESS is built up with an

Figure 3.4: IT-ESS delivering plant arrangement [19].

air compressor, a heat exchanger, a storage tank, an air turbine and an electric
generator. Upstream of the compressor intake section, an air �lter is mounted.
Ambient air is sucked, �ltered and, then, compressed by the compressor (process
11�12). The compressed air �ows throughout the heat exchanger (process 12�13),
enters the storage tank and, being the reservoir storage material at high temper-
ature, air is heated up because the previously stored heat is used in this phase
to increase the heat transfer �uid temperature. The hot and pressurized air at
condition 14 enters the air turbine and expands. Being the air compressor, the air
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turbine and the electric generator mechanically coupled on the same shaft, the
air expansion generates mechanical power which is, on the one hand, partially
used to drive the compressor and, on the other hand, converted into electrical
energy by means of the electric generator.
In this approach, surplus electricity stored as sensible heat within the IT-ESS
during periods of low demand is subsequently converted back into electrical en-
ergy during peak demand hours or when required. Downstream of the air turbine,
a heat exchanger is positioned to recover exhaust heat when the temperature at
point 15 exceeds that at point 13. Consequently, through this recovery unit, less
energy is drawn from the storage reservoir, leading to an extension of its duration.
Otherwise, the heat exchanger is bypassed.

As previously elucidated, the aforementioned storage con�guration facilitates
the straightforward transformation of an existing thermal plant utilizing gas tur-
bine technology into an Energy Storage System. This transformation involves
merely replacing the combustion chamber with a sensible heat storage tank.

The plant is engineered to store electricity as sensible heat, which, among sen-
sible, latent, and chemical heat storage methods, represents the most straightfor-
ward and cost-e�ective approach, particularly when employing a gaseous medium
as the heat transfer �uid and when constructing large-scale electricity energy stor-
age systems. Practically, storing electricity as sensible heat involves elevating the
temperature of the storage medium. This type of storage is widely used and
established in various applications such as power production (e.g., solar thermal
units), building heating and cooling (e.g., hot water storage), or industrial pro-
cesses (e.g., glass furnace regenerators). However, it represents a novel approach
for large-scale electricity storage setups.

One of the most important components of such a system is the tank; according
to [19], it is designed to operate at high temperature, shall be cylindrical in
shape, constituted by an upper and a lower plenum and a chamber and vertically
arranged.
In Fig. 3.5, a drawing of the tank is reported, showing that air �ows from the top
to the bottom of the storage reservoir during charging phase while, in delivering
mode, the �ow is reversed. The distinctive feature of a sensible heat storage tank,
as proposed in [20], is that the chamber must be �lled with a solid material packed
loosely to allow the heat transfer �uid to circulate through the storage material,
thereby heating it up or cooling it down. Additionally, arranging the tank ver-
tically helps prevent buoyancy-driven instability of the thermal front. Typically,
the storage material comprises spheres of aluminum oxide. The primary criterion
for selecting the storage material is to opt for inexpensive, non-�ammable, and
non-toxic materials. Furthermore, these materials must exhibit favorable thermal
properties such as thermal di�usivity and conductivity.
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Figure 3.5: Tank's structure [19].

The reasons why this technology is considered one of the most promising ones
are explained in the following. The ideal characteristics of a storage technology
are: maturity, long lifetime, low cost, high density, high e�ciency and environ-
mental friendliness while a large-scale energy storage technology is a system able
to store quantity of energy higher than 100 MWh. Meeting all these criteria with
only one type of storage technology is still nowadays unrealistic.

Comparing an IT-ESS with Pumped Hydro Storage (worldwide nearly 99% of
the installed large-scale energy storage capacity is based on PHS), it is immedi-
ately possible to note that the former does not require a particular morphology of
the installation site as in the case of the latter, because the storage reservoir is a
man-made tank; similar considerations can be drawn also for the speci�c geolog-
ical foundation of the underground caver of a CAES plant, where the potential
energy of pressurized air is stored; even worse, if the required fossil fuel stream in
a CAES plant is taken into account, highlighting a non negligible environmental
impact, as compared to IT-ESS.
Furthermore, the low-cycle life of a battery storage plant is not an issue in ther-
mal plants, as well as the self-discharge, being the storage reservoir well insulated.
Finally, also compared to other emerging technologies, it must be stated that IT-
ESS does not su�er of safety problems and can be commercially available very
soon.

Both technologies presented in this chapter are part of the thermodynamic
method for the storage of electricity as sensible heat; however, some di�erences
among them are relevant: the PTES unit operates in a closed-cycle, adopts nitro-
gen as working and heat transfer �uid, needs two storage tanks and the electricity
is converted into heat using the compression process. In the IT-ESS plant, there
is a unique storage tank which operates at high temperature, the cycle is an open
one, air is used instead of nitrogen and the excess electricity is converted into
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heat using an electric heater and not by the compression process. One storage
reservoir instead of two, ensures to reduce the plant cost as well as the choose
of air instead of nitrogen. Using the electric heater instead of the compressor to
convert electricity into heat, guarantees to easily control and �ne-tune the storage
tank inlet temperature. It is also fundamental to underline that PTES requires
two heat exchangers: one placed before the compressor and one installed before
the turbine. Both are used to maintain constant the compressor and turbine inlet
temperatures. These heat exchangers are the main source of losses, leading to
greater irreversibilities as compared to IT-ESS, where instead heat exchangers
are only used to recover the waste heat and improve the system performance.
To sum up, the Integrated Thermal Electricity Storage technology can be adapted
to several di�erent morphologies, while ensuring at the same time a good e�ciency
and a good cycle life; last, but not least, it has generally a low environmental
impact.
Together with the reasons explained in previous sections, these are the main
motivations underlying this work thesis. Thus, the following chapter provides a
comprehensive overview of the system modelling, conducted using Aspen Plus.
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Chapter 4

Aspen Plus model

In the previous chapter the fundamental characteristics of IT-ESS technology
have been delineated, as well as its advantages compared to both mature and
emerging technologies. Therefore, it is of great importance to be able to model
and simulate the behaviour of this technology; however, in several previous works
present in literature (e.g. [19], [21], [22]) all the components except for the stor-
age tank have been modelled as steady-state devices, but considering that the
system will be part of a real electric grid, in which the energy availability and
demand change with time, it is necessary to use the axial compressor e�ciency
map and the Stodola's equation, in order to properly predict the real components
o�-design characteristics.
To �ll this gap, in this work the software Aspen Plus has been adopted. Advanced
System for Process Engineering software (ASPEN) is used to model the power
plant. It was developed in collaboration between the Massachusetts Institute
of Technology (MIT) and the United States Department of Energy [23]. With
Aspen Plus, �rst a steady-state model is created. Di�erent components in its li-
braries can be connected together to generate the process under investigation. If
users are interested in performing a dynamic simulation, they should switch from
Aspen Plus to Aspen Plus Dynamics, where it is possible to model the dynamic
behaviour of the power plant, adding control systems, dynamic tasks to perform
and scripts. In Aspen Plus Dynamics, it is possible to add and remove compo-
nents, but it is suggested to use Aspen Plus, to do so. In Dynamics, the transient
simulation is based on an unsteady solving of non-linear, one-dimensional partial
di�erential equations, described by using mass, momentum and energy conser-
vation principle together with correlations for heat transfer and friction. Thus,
Aspen is a process simulation software widely used in the chemical and ther-
mal engineering and related industries, which allows the users to create detailed
models of process units to be used both in a steady-state and dynamic operation
mode. However, in Aspen Plus library, a component which is able to properly
simulate the behaviour of a thermal storage tank is actually missing and that's
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why a robust part of the thesis is dedicated to the modelling of this component.
Then, the modelled tank will be integrated with the other components of the
plant to perform simulations in charging and discharging operation modes.

4.1 Storage tank models

The construction of the storage model has been made through Aspen Custom
Modeler, an easy-to-use tool for creating, editing and re-using models of process
units, where dynamic, steady-state, parameter estimation and optimization sim-
ulations are solved in an equation-based manner which provides �exibility and
power; models written in Aspen Modeler products using the Modeling Language
can be used as Unit Operation Models in Aspen Plus and Aspen Plus Dynamics.
Before explaining how the tank model has been built, it is worth to investigate
and thoroughly understand the most used numerical models for storage tanks. In
this work, the model by Benato et al. [24] has been adopted and, according to
the authors, three main models have been used in literature and all of them can
describe accurately the time-varying behaviour of the storage device. Therefore,
in the following, prior to delving into the speci�cs of the construction of the model
in Aspen Custom Modeler, these three models are revised in order to evaluate
the most important aspects of each of them and to properly understand how the
model adopted in this work has been built.

4.1.1 Model by Howell

The model was presented in 1982 by Howell et al. [25]. The packed bed is
schematized through di�erent layers (in number equal to N ) over the height
of the tank L. Inside any layer, the temperature and the pressure are assumed
uniform and constant through the bed element. According to this model, the
pressure drop in the tank, ∆p, can be computed as:

∆p = Cf ·
L ·G2

d · Äf
(4.1)

where Cf is the friction coe�cient, G = ṁ/A is the speci�c mass-�ow rate, ṁ
is the mass-�ow rate, d is the particle equivalent diameter and Äf is the �uid
density. The �uid temperature distribution along the bed is computed as:

T t
f,i = T t

s,i + (T t
f,i−1 − T t

s,i)
−φ1 (4.2)

where ϕ1 is the ratio of NTU (Number of Transfer Units) to N , number of layers.
The temperature of the bed, instead, holds as follows:
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T t+∆t
s,i = T t

s,i + [ϕ2 · (T
t
f,i−1 − T t

f,i)− ϕ3 · (T
t
s,i − Tamb)] ·∆t (4.3)

where

ϕ2 = N
ṁ · cp,f

Äs · A · L · cp,s · (1− ϵ)
(4.4)

and

ϕ3 =
Ui ·∆Ai

ṁ · cp,f · ϕ2

(4.5)

Here, Tf,i is the temperature of the i -th �uid layer, while Ts,i is the temperature of
the i -th bed's layer. The density of the solid material constituting the packed bed
is denoted as Äs, while cp,s and ϵ are the solid speci�c heat at constant pressure
and the void fraction of the bed, respectively. The time-step, ∆t, is evaluated as
∆t = (Äf · L ·A · ϵ)/(N · ṁ). Ui is the overall heat loss coe�cient and ∆Ai is the
external area of a layer.
The Number of Transfer Units can be determined as a function of geometric
parameters, of the �uid �ow rate and speci�c heat and of the volumetric heat
transfer coe�cient; in turn, the latter can be computed as a function of Nusselt
number, which is obtainable through the correlations reported by Singh et al.
[26]. Finally, the friction coe�cient Cf can be again calculated according to
Singh et al. [26].
The above set of correlations is useful since they provide an algebraic description
of a storage tank and they are valid for packing material with a geometry di�erent
from the spherical one, only through the sphericity de�nition. However, this is
a very simpli�ed way to describe the behaviour of the tank and this constitutes
a limitation in more complex applications or whenever time-accurate details are
required.

4.1.2 Model by McTigue

This model follows the suggestion of McTigue et al. [27]. According to the
authors, the model is based on a quasi-steady analysis; the equations governing
the heat transfer in the reservoirs are integrated in time in order to study and
account for the thermal fronts. This is done since the energy and the exergy losses
in the storage tanks depend on the time-history of their operation. As highlighted
in [27], the main source of losses in the reservoirs are related to the frictional
losses and the heat transfer irreversibilities. Since the heat leakages, with a
proper level of insulation, are very low, they are not accounted in the model.
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The thermal losses are associated to a �nite temperature di�erence between the
gaseous working �uid and the storage material. To quantify these losses, the
authors considered the model proposed by Schumann for packed beds [28]. The
model assumes that the heat transfer is limited by surface e�ects and the �ow
is one-dimensional. Accordingly, the �uid and the solid temperature, Tf and Ts,
are assumed to obey the following set of di�erential equations:

∂Tf

∂x
=

Ts − Tf

l
(4.6)

∂Ts

∂x
=

Tf − Ts

Ä
(4.7)

where l and Ä are, respectively, the lengths and the time scale, de�ned as:

l =
1

St · (1− ϵ) · Sv

(4.8)

Ä =
Äs · cp,s

St · cp,f ·G · Sv

(4.9)

where St denotes the Stanton number, de�ned as St = h/(G · cp,f ), and Sv is the
surface to volume ratio of the solid particles. Other symbols follow the de�nitions
provided in the previous section.

Based on these hypotheses, White et al. [29] proposed an improved version
of Schumann's model by introducing variable properties for the solid and the
�uid, including momentum and mass continuity equations. Accounting for these
contributions, it is necessary to consider the equations governing the heat and
mass exchanges that occur in an in�nitesimal control volume along with the tank.
The latter is expressed as:

¶Q̇ = A · ¶x · (1− ϵ) · Sv · h · (Tf − Ts) (4.10)

where h is the super�cial heat transfer coe�cient. Then, mass continuity, mo-
mentum and energy equations (for both �uid, subscript f , and solid, subscript s)
in a di�erential formulation can be expressed as:

ϵ ·
∂Äf
∂t

+
∂G

∂x
= 0 (4.11)

∂G

∂t
+

∂

∂x

(

G2

Äf
+ ϵ2 · (p− Äf · g · x)

)

= −ϵ · (1− ϵ) · Ä
′

· Sv (4.12)
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ϵ ·
∂

∂t
(Äf · ef ) +

∂

∂x
(G · hf ) = (1− ϵ) · Sv · h · (Ts − Tf ) (4.13)

Äs · cp,s ·
∂Ts

∂t
= Sv · h · (Tf − Ts) (4.14)

The particle surface shear stress is represented by Ä
′

, p is the pressure, g is the
gravity acceleration, x is the axial coordinate, ef is the internal �uid energy per
unit mass, and hf is the �uid enthalpy per unit mass. Equations from 4.11 to
4.14 can be solved in a fully coupled way employing a time-marching algorithm
combined with a spatial discretisation method.
However, a simpli�cation of this model has been proposed by Schumann; indeed,
to reduce the computation e�ort, the model can be cast in a semi-analytical
version, based on the fact that the main terms of the aforementioned equations
can be simpli�ed; accordingly, in order to evaluate the time-dependent terms
contribution, a correction factor F can be de�ned, thereby obtaining a semi-
analytical model by integrating the Schumann model and accounting for the factor
F. A more detailed and complete explanation of this procedure is available in [29].

4.1.3 Model by Desrues

This model follows the description proposed by Desrues et al. [21]; as highlighted
by the authors, the transient phenomena play a central and critical role in the
system behaviour. The pressure does not remain constant during a cycle and
the thermal fronts change, due to the convective heat exchanges and the thermal
di�usivity of the materials employed. According to this, the authors proposed a
one-dimensional �nite volume method for the discretization of the tank.
Assuming constant solid properties as stated by Desrues et al. [21], the equations
used to describe the transient phenomenon for the speci�c geometry are listed in
the following.

Mass conservation of the �uid:

∂(Äf )

∂t
+

∂(Äf · vf )

∂x
= 0 (4.15)

Energy conservation of the �uid:

∂(Äf · Tf )

∂t
+

∂(Äf · vf · Tf )

∂x
=

4 ·Nu · kf
cp,f · (dh)2

· (Ts − Tf ) (4.16)

Energy conservation of the solid:

Äs · cp,s ·
∂Ts

∂t
+ ks ·

∂2Ts

∂x2
=

ϵ

1− ϵ
·
4 ·Nu · kf

(dh)2
· (Tf − Ts) (4.17)
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Finally, the model is closed by the pressure drop constitutive equation and the
ideal gas equation of state:

∂p

∂x
= −Cf ·

2

dh
· Äf · v

2
f (4.18)

p = Äf · r · Tf (4.19)

In the above equations, the subscript f refers to a �uid property, as well as
the subscript s to a solid one; further, Ä is the density, v the velocity, T the
temperature, k the thermal conductivity; also, t represents the time, x the axial
tank coordinate, Nu the Nusselt number, dh the hydraulic diameter, r is the
universal gas constant divided by the �uid molecular weight and Cf the friction
coe�cient.

The calculation of Nu and Cf is needed to properly evaluate the heat trans-
fer coe�cient and the pressure drop, respectively. The correlations available in
literature separate the case of a microchannels structure from that of a packing
of spheres; in this work, only the latter has been considered, thus the interested
reader can refer to Desrues [30] for more details. In the following, the correlations
for a packing of spheres are reported.
The hydraulic diameter can be determined by the porosity ϵ and the particle
equivalent diameter d as:

dh =
ϵ

1− ϵ
d (4.20)

The friction factor can be determined based on Ergun equation:

Cf = 2 · (A/Reh +B) (4.21)

where A=150, B=1.75 and Reh, similarly to the hydraulic diameter, is equal to
Reynolds number divided by (1-ϵ).
Finally, Nusselt can be calculated from the Wakao and Kaguei correlation as:

Nu = 2 + 1.1 · (Pr)1/3 · (Re)3/5 (4.22)

where Pr is Prandtl number, ratio of the product of dynamic viscosity and speci�c
heat to thermal conductivity, while Re is Reynolds number, ratio of inertia to
viscous forces.
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4.1.4 Model by Benato and Stoppato

The model proposed by Benato et al. [24] (in the following referred to as TES-
PD) relies on the formulation proposed by Desrues et al. [21], just analysed in the
previous section. Despite the common starting point, the authors improved it by
the integration in the TES-PD model of the entire set of parameters that a�ect
the behaviour of the storage tank. These parameters, that are variously missing
in the available literature contributions, are the space and time variability of all
the thermophysical properties of both �uid and storage material, the overall heat
loss coe�cient and the solid material e�ective thermal conductivity. Indeed, the
model by Desrues envisages constant solid and �uid properties computed at an
arbitrary reference temperature. This is a strong limitation, which often leads to
misprediction in the system dynamics and introduction of uncertainties related
to the reference state. Moreover, it can not �t the usage of the most advanced
storage materials.
Thus, an important enhancement obtained in the TES-PD model is that the au-
thors embedded the update of both the solid and the �uid properties, considering
variability layer-by-layer and updating their values during the time-marching pro-
cedure as a function of the actual temperature.
Further, the second improvement has been done by considering the overall heat
loss coe�cient, which is accounted for only by the model by Howell [25] (param-
eter Ui in Section 4.1.1); indeed, this coe�cient can signi�cantly in�uence the
accurate evaluation of a storage tank, especially when accounting for the poten-
tial of charging and discharging periods lasting several days, thereby making it a
non-trivial factor in assessing its performance.
Under these hypotheses, the model equations are listed.

Mass conservation of the �uid:
∂(Äf )

∂t
+

∂(Äf · vf )

∂x
= 0 (4.23)

Energy conservation of the �uid:

∂(Äf · Tf )

∂t
+

∂(Äf · vf · Tf )

∂x
=

³

ϵ
· (Ts − Tf ) (4.24)

Energy conservation of the solid:

∂(Äs · cp,s · Ts)

∂t
+

∂

∂x

(

ks,eff ·
∂Ts

∂x

)

=
cp,f · ³

1− ϵ
·(Tf−Ts)−

Ui · Cu

1− ϵ
·(Ts−Tamb) (4.25)

Pressure drop constitutive expression:

∂p

∂x
= −Cf · ´ ·

1

2
· Äf · v

2
f (4.26)
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Ideal gas equation of state:

p = Äf · r · Tf (4.27)

All the factors in these equations have already been presented in the previous
section, except for ks,eff e�ective thermal conductivity of the solid, Tamb ambient
temperature, Ui overall heat loss coe�cient and the parameters ³, ´ and Cu. The
de�nitions of the latter three depends on the storage material geometry. Since in
this work only the packing of spheres will be considered, the equations for that
kind of bed are reported.
In particular, the parameters ³ and ´ derive from the model described in [21].

³ =
6 ·Nu · kf
cp,f · d2

(4.28)

´ =
1− ϵ

d · ϵ
(4.29)

Finally, Cu is equal to 2ÃA−1
√
AÃ−1. The remaining parameters are calculated

according to the model by Desrues [21], presented in the preceding section.

4.1.5 Model in Aspen Custom Modeler

As previously mentioned, the initial step in modelling the entire system within
Aspen Plus involves creating a model for the storage tank, a component that is
absent from the software's library. To achieve this, Aspen Custom Modeler has
been employed; this subsystem of Aspen Plus allows the modelling of a component
by inputting the equations that describe its behaviour in a speci�c language.
Consequently, this section outlines the construction procedure.

The �rst step involves the de�nition of the component list, which contains all
the components used in the system; in particular, a component list contains two
types of information: a list of component names and a list of options associated
with these components. Typically this is used to store options for calculating
physical properties for mixtures of these components. All blocks, streams and
ports have a built-in property called ComponentList; this contains the name of
the component list to be used for the block, stream or port. The easiest way
to con�gure the component list consists in using the Aspen property system and
adding the components directly from an imported Aspen �le.

The second step involves the de�nition of the ports. A port is used to de�ne
what variables will be passed in or out of a model in streams connected to the
model.
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Figure 4.1: De�nition of component list and ports

As shown in Figure 4.1, for the model of the thermal storage, in the Default
component list the sole component is air; if another �uid is used in the model, in
the section "Component Lists", "Edit using Aspen Properties", this can be done.
In addition, Mole Fraction ports are used, already de�ned in the software library;
the variables within this kind of port are the molar �ow rate, the mole fraction,
the temperature, the pressure, the molar enthalpy and the molar volume. Thus,
in the model, 6 variables need to be calculated at the outlet.

Figure 4.2: Mole Fraction port

Then, once the components and the ports have been speci�ed, variables and
equations to calculate those variables at the outlet can be de�ned.
First of all, some variable are �xed (i.e. independent variables).

Figure 4.3: De�nition of �xed variables

Among the independent variables, the mole fraction is included; essentially, it
will be used only to calculate the properties of the air, as shown in the following.
Further, since only low �ow rate of air (i.e. low velocity) will be considered, a
reasonable assumption is that the properties of the air are calculated at the same
pressure (in Figure 4.3 it is �xed at the value at the inlet, that is at the outlet of
the previous component).
Also geometric parameters are �xed in the model, in particular the void fraction
ϵ (an acceptable value can be around 40%), the area and the length of the tank;
a total volume of 50 m3 is considered, given by a base area of 10 m2 and a height
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of 5 m. Finally, r represent the equivalent diameter of the particles of the bed,
assumed to be equal to 5 cm.

Then, since the correlations by Desrues [21] will be used for a packing of
spheres, the density at inlet conditions and an average value of velocity need to
be de�ned; in this section, also the molecular weight of air has been calculated.
An important note is that the �ow rate is given on a molar basis (kmol/hr),
therefore in order to calculate the velocity from the continuity equation the �ow
rate must be converted in kg/s by dividing the molar �ow rate by 3600 s/hr and
multiplying by the molecular weight. Both the density and the molecular weight
are calculated by exploiting the function "Procedure", which allows to calculate
properties of a certain �uid when the necessary inputs are supplied; in the case
of density, the inputs are the temperature, the pressure and the mole fraction,
whereas for the molecular weight only the mole fraction is enough.

Figure 4.4: Calculation of density, average velocity and molecular weight

Up to now, the non-distributed variables have been de�ned. Then, since the
equations that will be used contain some distributed variables along the axial
length of the tank, a domain of integration and its correspondent distributed
variables must be de�ned. In order to do this, the domain over which performing
calculation has been de�ned (axial length of storage tank: L). This variable ranges
between 0 (tank inlet) and 5 m (tank outlet) and is discretized in 60 parts, a value
that demonstrates a good trade-o� between computational e�ort and accuracy.
As discretization method, which is also used to solve the di�erential equations,
the Backward Finite Di�erence (BFD1) or the Upwind Biased Finite Di�erence
of the 4th order (UBFD4) can be considered. The software presents also other
discretization methods, but for the scope of the model also a First Order of
Approximation method, such as BFD1, is accurate (see [24]).

Figure 4.5: Domain and distributed variables

As seen in Figure 4.5, the domain is L, which has a length of 5 m and is divided
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into 60 parts. Then, all the distributed variables are de�ned; these will be used
in the equations and in particular in the partial derivatives over x, axial coordi-
nate. Since 12 distributed variables are de�ned, the same number of boundary
conditions and of equations are needed to have a square model.

To start with the boundary conditions, in Figure 4.6 they are written for each
variable in the node of the domain corresponding to 0, which represents the inlet
of the tank.

Figure 4.6: Boundary conditions

Regarding the temperature, it is easy to understand how the value at the inlet
is a known variable, equal to the temperature after the heater in the charging
operation mode and after the compressor in the discharging one (if the heat
exchanger is neglected). The velocity is determined knowing the value of �ow rate
and density; the latter is calculated through the function "Procedure", already
cited previously. In a similar manner, viscosity, conductivity and speci�c heat are
calculated, by inputting the values of temperature, pressure and mole fraction.
The dimensionless numbers are calculated thanks to previously speci�ed variables
in the node 0 of the domain, according to [21]. The heat transfer coe�cient ³ is
obtained from Equation 4.28.
Lastly, regarding the solid material, the boundary condition for the temperature
of the bed Thot is written by assuming zero-gradient conditions, with �rst-order
of accuracy, for the solid's temperature distribution at the tank's inlet, as cited
in [24]. The strategy allows modelling the storage material as adiabatic, packing
the heat losses in the dispersion coe�cient only. For a matter of space it has
not been represented in Figure 4.6 the aluminium oxide speci�c heat calculation:
it has been calculated both in node 0 and all the nodes of the domain from a
correlation by Shomate; the latter equation holds as follows:

Cp,s = A+B · T + C · T 2 +D · T 3 + E/T 2 (4.30)

where A=102.4290, B=38.7498, C=-15.9109, D=2.628181, E=-3.007551 and T

is the temperature of the bed in Kelvin divided by 1000.
Once the boundary conditions are written, the set of di�erential equations

can be added.
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First, in a similar way to what explained for the conditions at the node 0 of the
domain, the air properties and the dimensionless numbers are obtained. Again,
for a matter of space, the calculation of solid speci�c heat for aluminium oxide
according to Equation 4.30 is not reported.

Figure 4.7: Calculation of properties and dimensionless numbers in all the nodes

It is worth remembering that the multiplication by a constant is typically done to
have a consistency in the measurement units; such is the case of Reynolds which
is multiplied by 1000, being the viscosity in mPa∗s as calculated by the software
database.

Actually, 3 equations are missing. They are Equations 4.23, 4.24 and 4.25 of
the previous section, which represent the mass and energy conservation of the
�uid and the energy conservation of the solid, respectively.
They are written in a partly simpli�ed way; in particular, the solid density in
the third equation has been assumed as constant and equal to 3900 kg/m3, due
to issues encountered by the software when dealing with solid species. Also, the
e�ective thermal conductivity of the solid has been neglected, as done in previous
works present in literature [24]. The value of the tank thermal transmittance U

used to account for the heat losses with the ambient has been kept constant at
0.7 W/m2K. Again, for a matter of space, the screen from ACM has not been
reported.

Before evaluating the conditions at the outlet, the initial conditions must
be speci�ed. The temperature of the air is assumed to be uniform and equal
to the inlet temperature; regarding the tank temperature, the initial conditions
are di�erent depending upon the operation mode. In the charging phase, it is
assumed to be uniform at the ambient temperature; as an example in Figure 4.8,
it is assumed to be around 300 K (or 27 °C). This holds only when considering
the initial charging process.

Figure 4.8: Initial conditions in the charging operation mode

Conversely, in the discharging phase, the tank can be considered at the uni-
form design temperature, such as in this case at 1000 °C, as shown in Figure 4.9.

40



CHAPTER 4. ASPEN PLUS MODEL

This holds only if the tank is completely charged.

Figure 4.9: Initial conditions in the discharging operation mode

Finally, the variables in the Mole Fraction port must be speci�ed at the outlet,
in order to act as an input for the subsequent component of the integrated system.
Of course, the exit conditions are represented by the values of the variables in the
last point of the domain (i.e. at a distance L equal to 5 m from the entrance); in
the language of the Modeler, this node is called "EndNode", so the variables are
calculated in that point. In particular, the temperature is easily obtained as the
value of temperature in the last node; the pressure is assumed to be decreased
by 1%, a conservative value for low values of velocity (i.e. lower than 1 m/s).
Regarding the �ow rate, it is obtained by the continuity equation, as a function
of density and velocity in the last node. The mole fraction is constant and equal
to 1 all along the tank; the molar enthalpy is calculated through a Procedure and
the molar volume it is the inverse of the density multiplied by the molar weight.

Figure 4.10: Calculation of the conditions at the outlet

Since the literature lacks experimental data as well as numerical results ob-
tained with detailed models like the proposal, the model has been compared with
a pre-existing and already validated model built in Matlab Environment, as re-
ferred in [15]. Therefore, in order to have a kind of validation of the model, in the
following a comparison between the ACM and the Matlab temperature pro�les
obtained are presented in the charging phase �rst and in the discharging phase
then, as an example.

First of all, the parameters used in the Matlab algorithm are itemized:

� The inlet conditions of pressure, temperature and mass �ow rate, respec-
tively. The inlet conditions are related to the behaviour of the other devices
of the system. In particular, the inlet temperature to the tank, during the
charging phase, depends on the electric heater. In the simulations per-
formed the inlet temperature is maintained constant and is assumed equal
to 1000 °C. This choice is connected to the maximum feasible temperature
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with the material used in the storage tank. In the discharging phase, the
inlet temperature is the one of the compressed air, so it is above the ambient
temperature.

� Height L, volume V and number of layers of the tank N . The number of
layers of the tank describes the degree of detail of our calculations, and is
the number of subdivisions of the tank of thickness equal to ∆L = L/N .
For each subdivision the algorithm proceeds with the balances of mass and
energy. In our simulations, the number of layers assumed is equal to 60,
that can be considered a good compromise between quality of the results
and speed of the algorithm used in the description of the system. The
choice of the volume and of the height of the tank is related to the di�erent
management strategies of the system and on the limit related to the Nusselt
number, ad described in [26].

� Ambient and design temperature.

� Density of the storage material and its thermal conductivity (this last pa-
rameter is assumed equal to 0 W/(m · K) [24]). Its speci�c heat has been
derived from NIST database.

� Thermal transmittance of the storage tank.

� Equivalent diameter of the storage particle and their sphericity (that is
assumed equal to 1).

4.1.6 Charging operation

Parameter Value

Tank height 5 m

Area 10 m2

Number of layers 60

Void fraction 0.4

Diameter bed particles 0.05 m

Tank thermal transmittance 0.7 W/m2K

Air �ow rate 8 kg/s

Pressure 10 bar

Initial tank temperature 27 °C

Design temperature 1000 °C

Ambient temperature 15 °C

Table 4.1: Parameters used in the simulation during a charge operation
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In Table 4.1, the most important parameters used in the simulations to com-
pare the codes in the charging operation mode are listed. At time t = 0 s the
tank is at a uniform temperature of 27 °C and it will be heated up by the �ow of
8 kg/s of air at 1000 °C and 10 bar. In real charging operations, the pressure is
just slightly above the atmospheric value. To perform a proper comparison, the
temperature pro�les of the tank after 1 hour and after 5 hours are shown.

Figure 4.11: Bed temperature after 1 hour

In the plot of Figure 4.11, it can be seen that the temperature trends are similar;
the discretization method used may in�uence the distribution of the temperature
along the tank. In Matlab Environment a �rst-order generalised upwind �nite
di�erence method was employed to compute the �rst spatial derivatives, whereas
in ACM a backward �nite di�erence method was used. However, this dissimilarity
does not constitute a particular issue to be solved because the focus is not on the
temperature distribution inside the tank, but primarily on the outlet temperature
of the air, since a complete system will be analysed in the following sections, not
just an individual component.

On the other hand, after 5 hours the pro�les of temperature are approximately
overlapped, being the only di�erence the temperature distribution between nodes
45 and 55. Instead, the outlet temperatures are in both cases close to 700 °C.
After 5 hours, nearly 70 % of the tank has reached the temperature of the air
which is �owing inside. The temperature distributions can be seen in Figure
4.12, highlighting that, being very di�cult to heat up the last layers of the tank,
typically a distribution like the one shown is considered su�cient for a charging
process.
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Figure 4.12: Bed temperature after 5 hours

4.1.7 Discharging operation

In Table 4.2, the most important parameters used in the simulations to compare
the codes in the discharging operation mode are listed.

Parameter Value

Tank height 5 m

Area 10 m2

Number of layers 60

Void fraction 0.4

Diameter bed particles 0.05 m

Tank thermal transmittance 0.7 W/m2K

Air �ow rate 8 kg/s

Pressure 10 bar

Initial tank temperature 1000 °C

Inlet air temperature 380 °C

Ambient temperature 15 °C

Table 4.2: Parameters used in the simulation during a discharge operation

In this case, it is assumed that the tank has an initial uniform temperature equal
to 1000 °C; again a �ow rate of 8 kg/s of air �ow inside the tank; however,
di�erently from before, the air has a lower temperature than the bed, thus it will
be heated up, while cooling down the bed, in order to have a hot �ow of gas at
10 bar, which will drive the turbine to generate mechanical and electric power.
It is worth to note that the air is not at ambient temperature but it has a larger
temperature due to the compression. In a similar way to what has been done
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in the previous section, the plots of bed temperature after half an hour and �ve
hours will be presented. Of course, the temperature of the bed will tend to the
temperature of the air which is �owing inside (in this example 380 °C, discharge
temperature of a compressor with an isentropic e�ciency equal to 72%). The
other parameters are all the same as before; in particular, the volume of the tank
is assumed again to be 50 m3 and it is discretized in 60 layers over a length of 5
m.

In Figure 4.13, after 0.5 hours, just the �rst 15 layers of the bed have started
the cooling process, while in the remaining ones, it is not yet started, being the
air very hot because of the heat exchange with the �rst layers. As before, the
di�erences in the pro�les are tight, highlighting a good modelling of the tank
behaviour. The gap between the bed temperatures in the 2 pro�les is lower than
10 °C in the �rst layers, whereas approximately null in the remainder.

Figure 4.13: Bed temperature after 0.5 hours

A good accuracy of the ACM model is shown also in Figure 4.14, in which
the temperature pro�le after 5 hours is represented.

With a good approximation, the �rst 40 layers of the bed have already reached
the temperature around 380 °C, while the last ones are still at a higher temper-
ature. However, in this case, ACM slightly overestimates the temperature of
the last 10 layers of around 20 °C. Again, this may be due to the di�erent dis-
cretization method, which distorts the calculations also close to the outlet zone.
However, for the proposals of this work to describe the behaviour of the entire
system, this di�erence is not so relevant and will not be investigated in a deeper
detail.
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Figure 4.14: Bed temperature after 5 hours

4.2 Overall system model

In order to employ the model for process design simulation, it has to be transferred
to the AP environment. To perform this task, it is necessary to have installed,
besides ACM and AP, a Microsoft C++ compiler and to follow the procedure
explained in ACM User Guide (AspenTech, 2003):

� From the Exploring Simulation pane, right click on the model to export and
pick the Package Model for Aspen Plus/HYSYS wizard. Explore the various
options available through the wizard for con�guring the install package and
accept the default options.

� When ACM asks whether you want to install the package, hit �Yes� and
follow the installation instructions.

� The model has been exported to AP. In order to appear in its Model Library,
open AP and from the �Library� menu, pick �References� and check the box
next to �ACM Models�.

� A new pane called �ACM Models� will appear in the model library palette,
from which the customized model can be selected for the use in any �ow-
sheet.

4.2.1 Charging operation mode

In the charging phase, the scheme of the system is the one shown in Figure 3.3.
In the simulations performed in Aspen Plus Dynamics, the air �lter component is
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meaningless, while the heat exchanger is neglected to simplify the system, but still
having good accuracy. Therefore, there are only 3 components which represent
the whole system: a compressor, an electric heater and a thermal tank.

Figure 4.15: Charging operation mode in Aspen Plus Dynamics

Atmospheric air entering the compressor in stream 1 is compressed to a value of
pressure which is able to push the �ow inside the tank and exit from the latter at
atmospheric pressure; thus, in stream 2, air has slightly larger values of pressure
and temperature than ambient conditions. In the electric heater air is heated up
to 1000 °C; however, the design temperature can vary depending on the choice
of the designer. If pressure drops in the pipes and in the heater are neglected,
air at 1 bar and 1000 °C enters the tank, where it is cooled down by rejecting
heat to the storage material, which conversely heats up. This process of heat
exchange can last up to the point in which air and storage material achieve the
same temperature. In the chart of Figure 4.12, it can be seen that around 40
of the total 60 nodes of the domain have reached the design temperature after
5 hours of simulation. Since an increase of temperature also in the last nodes is
more and more di�cult and takes longer as most of the nodes reach the design
temperature, typically the tank is considered to be fully charged after 5 hours at
constant air �ow at 1000 °C, as done in previous works, such as [31].

4.2.2 Discharging operation mode

On the other hand, in the discharging phase, the sketch of the system is the one
depicted in Figure 3.4. Again, in Aspen Plus Dynamics, the air �lter component
is meaningless and the heat exchanger is neglected for a simplicity of simulation.
During high power demand periods or hours when solar and wind power genera-
tion is poor, the IT-ESS is managed in production mode, like the one shown in
Figure 4.16; indeed, this operation mode is also known as delivering arrangement.
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Figure 4.16: Discharging operation mode in Aspen Plus Dynamics

Air at atmospheric conditions enters the compressor, where achieves a pressure
around 10 bar, even though this value can be changed depending on optimization
and safety conditions. In this case, air is colder than the tank ambient (ideally
the storage material can be considered at a uniform temperature of 1000 °C) and
thus heats up while cooling down the bed. Therefore, air at high temperature and
pressure drives a turbine, producing mechanical power at the shaft; the latter is
used partly to drive the compressor, being connected at the same shaft, and partly
converted into electric energy by means of an electric generator, reconverting the
excess stored energy during low demand hours again into usable electricity.
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Dynamic simulations

As a �rst step in the dynamic simulations, a constant �ow of air may be consid-
ered. Then, in the following sections, a sensitivity analysis of a few parameters
will be developed and then a hint for the adoption of a control system will also be
mentioned; the latter solution is more realistic because, as aforementioned, this
storage will be part of an electric system, in which the energy availability and de-
mand change with time; further, considering that the heater and the compressor
will be driven by a renewable energy source, such as photovoltaic or wind, the
intermittency of these kind of sources leads to a strong dynamic behaviour of the
system and thus a need of a powerful control system.

5.1 Design conditions

5.1.1 Charging process with uniform tank temperature

A mass �ow rate of air equal to 5 kg/s enters the compressor at 15 °C and 1 bar.
The compressor has a polytropic e�ciency of 85% and a mechanical one of 95%
and discharges the �ow of air at 1.03 bar in order to compensate the subsequent
pressure losses in the heater and in the tank; indeed, this value is enough to push
the air �ow inside following components; considering a pressure loss of 1% both
in the heater and in the tank, the air leaves the system at atmospheric pressure.
The heater heats up the air up to 1000°C and releases it into the packed bed,
which stores the energy in form of sensible heat and is assumed to be at a uniform
initial temperature of 27 °C.

With these operating parameters, the compressor brake power is constant
because the �ow rate of air does not vary over time, as well as the remaining
working parameters, such as inlet temperature and pressure. Its brake power is
equal to 15 kW.
On the other hand, the heater has a much larger duty required to heat up that
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Working parameters Value

ṁair 5 kg/s

T1 15 °C

p1 1 bar

Compressor operating shaft speed 3000 rpm

Polytropic e�ciency 0.85

Mechanical e�ciency 0.95

Heater outlet temperature T3 1000 °C

Heater pressure drop 1%

Tank pressure drop 1%

Initial tank temperature 27 °C

Table 5.1: Fixed variables in an initial charging process

�ow rate, but again it is constant over time and equal to 5345 kW; in percentage,
the ratio of compressor power to required duty is 0.3%, thus the former might be
even neglected in any calculation for the e�ciency; this result is important and
obvious, as the compressor just have to allow the �ow to reach the tank and so
only compensates the pressure losses, which however are small, being the velocity
only slightly larger than 1 m/s, while Reynolds number ranges between 500 and
1350 depending on air temperature, which in turn a�ects the viscosity, while the
product density-velocity is approximately constant. The aforementioned values
are represented in Figure 5.1, where in green the duty of the heater prevails on
the blue line of the compressor brake power.

Figure 5.1: Compressor power and heater duty in a charging process

In Table 5.2, all the relevant thermodynamic conditions calculated by Aspen
Dynamics are collected. As mentioned, the conditions in stream 1 are �xed and
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equal to environmental ones; in stream 2, the air has been compressed by a fan
at a slightly larger pressure and temperature; in stream 3, a small pressure drop
and a high increase in temperature up to 1000 °C are given by the heater, which
allows the �ow to heat up the tank; at the end, air at nearly atmospheric pressure
exits the tank, with a highly variable temperature.

Design conditions Charge

ṁair 5 kg/s

T1 15 °C

p1 1 bar

T2 17.9 °C

p2 1.03 bar

T3 1000 °C

p3 1.02 bar

T4 See Fig. 5.2

p4 1.01 bar

Table 5.2: Temperature and pressure of the streams

As seen in Table 5.2, an interesting trend to analyse is the one of T4, which
is the temperature at the outlet of the tank and hence of the system. It is
highly variable during the dynamic simulation and in particular, considering that
at the beginning the tank is assumed to be uniformly at 27 °C, �rst the air
�ow heats up the area close to the entrance, reaching then the last layers at a
lower temperature and thus exchanging less heat with them and delaying their
warming-up; in addition, an important factor to be considered when analysing the
performance of such a system is that part of energy could be directly recovered
by the exiting air�ow, especially towards the end of the charging operation mode,
when it has a high energy content.

In Figure 5.2, this concept is represented; indeed, after 3 hours, the last layer (i.e.
the outlet temperature) is still approximately unchanged in temperature; then,
a sharp increase a�ects the trend and in one hour the temperature has increased
by 70 °C, in the subsequent hour by 100 °C, and so on. At the eighth hour,
assumed to be the end of the charging process, it has reached 710 °C; however,
the maximum achievable temperature by the last layer is around 990 °C, but this
would require at least 2 hours more and its cost-e�ectiveness should be carefully
evaluated.

Remembering again that a time of 8 hours has been considered to have a
nearly complete charge of the tank, it is worth to report the temperature �eld
at the end of the process, where it is clearly shown that the very last portion of
the tank has not achieved the design temperature. Informations about the outlet
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Figure 5.2: Outlet air temperature trend over time

air temperature have been already given in the above paragraph, whereas the
remaining layers are shown in Figure 5.3. This will be the starting point of the
subsequent discharging operation.

Figure 5.3: Bed temperature distribution at the end of the charging process

Around 40 layers out of 60 have reached the design temperature (slightly below
1000 °C), whereas the last ones have a decreasing trend, which leads to an outlet
temperature of 710 °C, as seen in Figure 5.2.

5.1.2 Discharging process

As the charge operation has been considered as concluded, starting from a tem-
perature inside the tank uniform and roughly corresponding to the ambient con-
ditions, a possible assumption is that in a few minutes a discharging process
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occurs, thereby keeping the same temperature distribution inside the tank as in
Figure 5.3 as starting conditions of the new operation. A necessary important
assumption is that between the two processes there is not enough time to change
the temperature distribution in the packed bed and to vary the values of tem-
perature. Thus, the initial conditions of the simulation are di�erent from what
has been adopted so far, when a uniform temperature was always assumed, also
in Chapter 4 with the validation of the model. The sketch of the system is the
one represented in Figure 4.16. Table 5.3 collects the �xed parameters in the
discharging process, which starts with a not uniform tank temperature �eld.

Working parameters Value

ṁair 5 kg/s

T1 15 °C

p1 1 bar

Compressor and turbine operating shaft speed 3000 rpm

Polytropic e�ciency 0.85

Mechanical e�ciency 0.95

Compressor pressure ratio 10

Tank pressure drop 1%

Exhaust turbine pressure p4 1 bar

Initial tank temperature See Fig. 5.4

Table 5.3: Fixed variables in discharge design conditions

In a discharging phase, the air �ow is reversed with respect to the charging
process, that is the gas �ows from the bottom to the top of the tank; thus,
the temperature distribution curve must be �ipped, leading to the one shown in
Figure 5.4, where layer 0 is the air inlet and layer 60 the air outlet.

Figure 5.4: Bed temperature distribution at the starting of the discharging process
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Since the goal of such a system is to recover the electricity which was stored
in form of sensible heat inside the tank, it is e�ective to work until the turbine-
generated power exceeds the compressor-absorbed power. The latter is constant
and equal to 1650 kW, used to compress 5 kg/s of air at 10 bar; this compression
releases the �ow at 326 °C into the tank; thus, the tank can be cooled down to
around 326 °C as minimum temperature. One of the most relevant parameters
is the temperature at the outlet of the tank or, in other words, at the inlet of
the turbine; this is typically referred to as TIT , which stands for turbine inlet
temperature. This parameter strongly a�ects the output from the turbine, being
the pressure and the �ow rate constant.

Figure 5.5: Turbine inlet temperature trend over time

Its trend is represented in Figure 5.5 and shows a non-linear behaviour; indeed,
at the beginning of the dynamic simulation it is assumed to be at 25 °C to
approximate ambient conditions; as soon as the air starts to �ow inside the tank
(the temperature of the latter is shown in Figure 5.4), it immediately increases
to around 1000 °C, then it is approximately constant for several minutes and
�nally decreases, �rst slightly, then considerably; such a trend can be explained
by thinking to the initial tank temperature distribution: �rst, the air heats up
in the �rst layers while cooling down the bed; then, the hot air �owing inside
the tank is further heated up by the last layers, which initially are at the design
temperature. To help in understanding and explaining this concept, in Figure
5.6, the tank temperature distributions after 6 minutes (i.e. at the beginning),
after 2 hours and after 6 hours are reported.
As evident, the tank is cooled down in the �rst layers, which already after a few
minutes have decreased down towards a lower temperature; thus the air being
already at a high temperature extracts less heat from the subsequent layers,
which are at high temperature longer. After 6 hours the temperature of the
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Figure 5.6: Tank temperature distribution at di�erent times

sixtieth later has decreased; indeed, the air can extract less heat from the tank
initial layers and thus is not capable of achieving high temperature, leading to
a sharp decrease in the value of TIT , like the one shown in Figure 5.5 after 4
hours.

Following this idea, in Figure 5.7, the turbine power is represented; the maxi-
mum power is achieved at the beginning, where the curve has a relative maximum
point, and it is equal to roughly 2900 kW; then, it tends to decrease as TIT de-
creases, with the same trend of the latter, �rst slowly, then much steeper.

Figure 5.7: Turbine generated power over time

During the simulation, the turbine power ranges from 2900 kW at the beginning
to 1650 kW at the end of the process.
Accordingly, in Figure 5.8, the net power is represented: it is the di�erence be-
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tween the generated power by the turbine and the absorbed power by the com-
pressor; the latter is constant over time, as the system is analysed under design
conditions, whereas the latter has the trend which has been already explained and
is reported in Figure 5.7. It is worth to run the system until the net power value
is larger than zero, that is if the turbine power is larger than the compressor one.
In this example, the system should be stopped after 460 minutes, as evident by
the �gure, because then the net power starts to be negative and thus the system
absorbs power, instead of releasing.

Figure 5.8: Compressor and turbine powers over time

Regarding the performance of the system, it is important to note that, be-
ing the tank in the charging phase considered initially at 27 °C, the e�ciency
of �rst charge and discharge is very poor, around 13%, with an electric input
in the charging phase equal to around 45 MWh and an output in the delivering
arrangement of 5.7 MWh; the stated value isn't strictly a round-trip e�ciency
because, traditionally, such e�ciency requires achieving the same temperature
distribution at the end of discharging as at the beginning of charging (with the
tank uniformly at 27 °C). However, due to compressed air entering the tank
at 326 °C during discharging, restoring a 27 °C temperature inside the tank is
unfeasible. Consequently, the e�ciency is referenced to the initial charge.
Its value is inherently low for two primary reasons. Firstly, a signi�cant portion
of energy remains unexploited because during discharging, air enters the tank
at 326°C, rendering the energy within this temperature range irrecoverable. Sec-
ondly, ine�ciencies of the system's components contribute to the overall reduction
in e�ciency.
Moreover, a substantial loss in e�ciency occurs in the outlet air�ow stream, which
could potentially be mitigated by incorporating a heat exchanger in a more com-
prehensive system design. Thus, for an accurate performance estimation, it's im-
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perative to consider, at the very least, the input power during a charging process
when the tank's temperature distribution re�ects that of a previous discharging
process.

5.1.3 Recharging process

As aforementioned, in this second process of charging the initial tank temperature
is not uniform; assuming that among the end of the discharging process and the
starting of this operation has not passed enough time to change the temperature
distribution inside the packed bed, the initial conditions for the temperature
distribution are exactly those at the end of the previous operation, that is after
8 hours of air �owing at 10 bar and 326 °C; for completeness, in this section
the temperature distribution used as initial conditions for the tank is reported
in Figure 5.9, remembering again that the �ow in the two operation modes are
reversed and such is the distribution.

Figure 5.9: Flipped tank temperature distribution at the end of discharging

Again a �ow rate of air of 5 kg/s at 1000 °C is used to heat up the tank. In this
case less time is necessary to heat up the tank, as in each layer the temperature
is greater or equal to 326 °C. The trends after 2, 4 and 6 hours are reported in
Figure 5.10.

In around 6 hours, nearly the same temperature distribution as the one shown in
Figure 5.3 is obtained but with 2 hours less, that is with more than 10 MWh not
dispatched; this implies an increase in e�ciency with respect to the �rst charge
case up to around 17 %, which is not such a high value, also because in the system
the heat exchanger able to recover part of the heat from the air exiting the tank
in the charging phase and exiting the turbine in the delivering arrangement has
not been considered.
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Figure 5.10: Tank temperature distribution in a charging process

Just as an example to understand the latter concept, the air temperature at
the exit of the tank during this charging phase is reported in Figure 5.11.

Figure 5.11: Air outlet temperature in a charging phase

The heat content in this air�ow is lost, whereas if a heat exchanger was adopted
it could be partly recovered by heating the air before entering the electric heater,
thus reducing its required power and increasing the overall system performance.
The heat exchanger would have a strong positive impact on the system perfor-
mance from the fourth hour, when the air temperature at the outlet starts to
get larger. However, it increases the costs of the plant, thus its cost-e�ectiveness
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needs to be investigated.

5.2 Sensitivity analysis

In the previous section, simulations were carried out with speci�ed values for vari-
ables such as �ow rate, compression ratio, tank number of layers and size, ambient
temperature, and others. Now, it's crucial to examine how alterations in these
variables may in�uence the system's results. This step is pivotal in optimizing
the system and understanding the behaviour also in o�-design conditions.

Therefore, the following sensitivity analyses focus on the air�ow rate, pressure
ratio and number of layers, as they are considered the most signi�cant parameters.

5.2.1 Flow rate variation

The air �ow rate entering the fan during the charging phase must be decided
based on the available power to be rejected at the heater. However, a general
consideration, demonstrated in the following with the plots from Aspen Dynamics
calculation, is that the larger the �ow rate, the larger the power needed to heat
up it and the faster the heating up process of the tank.
In previous works (see [31]), the �ow rate was varied roughly from 1 kg/s to 7
kg/s. Thus, in the following, a chart presenting the bed temperature distribution
after 8 hours in an initial charging process (initial bed temperature 27°C) has
been reported in order to understand the in�uence of the �ow rate in the heat
exchange process. The independent variables are the same as those seen in the
previous section in Table 5.1, except for the air �ow rate.

Figure 5.12: Bed temperature distribution with di�erent air �ow rates

As evident and expected, a low �ow rate results in a notably ine�cient heating
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process of the tank, also due to the reduction in Reynolds number, consequently
leading to a decrease in the heat transfer coe�cient. For instance, after 8 hours,
with an air �ow rate of 1 kg/s, the majority of layers remains at the initial
temperature; however, with a �ow rate of 3 kg/s, a more satisfactory temperature
distribution is achieved. At 7 kg/s, all layers have nearly reached the intended
design temperature. Nevertheless, in practical scenarios, it is often not worthwhile
to continue operating the system until all layers reach the design temperature.
Instead, a temperature distribution similar to that observed with a �ow rate of
5 kg/s is typically considered su�cient for the charging process. This is because
heating the very last portion of the tank is considerably di�cult and not cost-
e�ective. Moreover, considering that higher �ow rates result in larger pressure
drops, it is essential to note that the fan must exert greater compression on the
air�ow to overcome these increased pressure drops when the �ow rate exceeds 5
kg/s. Consequently, the assumption of constant pressure within the tank becomes
less tenable.

The same analysis on the �ow rate can be performed both in a discharging
process and in a normal charging process. In the former, a reduced value of
extracted turbine power is obtained with low �ow rates; this is very useful in
order to be able to follow the load and thus, when the requests from the grid
increase, the �ow rate shall increase as well, and vice-versa. To perform such
an operation, a control system is required. Similar considerations to the ones
shown in Figure 5.12 can be done in a normal charging process (bed temperature
di�erent from the ambient one and not uniform).

5.2.2 Compression ratio variation

This analysis focuses on the discharging process, where the compression ratio
has a big impact on the performance of the system. A larger pressure ratio
causes a greater temperature of the air entering the tank (i.e. at the exit of the
compressor), thus less heat is extractable from the tank.

In order to understand the importance of a proper choice of pressure ratio,
several simulation have been done while keeping as constant the mass �ow rate
and all the remaining parameters, except for the compression ratio. Table 5.3 in
the previous section contains the same parameters as those used in this speci�c
sensitivity analysis (again, except for the pressure ratio value), remembering that
the starting bed temperature in this discharging process is the one obtained at
the end of the previous charging operation, shown in Fig. 5.4, as done in Section
5.1.2 with a �ow rate of 5 kg/s.

One of the most important results consists in the evaluation of the net power
extracted from the system, given by the di�erence of the turbine generated power
and the compressor absorbed one. Figure 5.13 depicts this information: as the
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Figure 5.13: Net power trend with di�erent compression ratios

compression ratio increases, the net power decreases. This is due to the compres-
sor's required power increasing slightly faster than the power generated by the
turbine as the pressure ratio rises. However, this trend is only applicable within
the range illustrated in the �gure, from a compression ratio of 6 to 12. Notably,
at a pressure ratio of 4, it has been observed that there is a decline in the net
power extracted and this is omitted from the chart for clarity. Consequently, the
optimal compression ratio, given the above working parameters, falls between 6
and 8, lower than the value utilized in the preceding section. However, with a
lower air pressure entering the tank, there is an increase in velocity and thus pres-
sure losses, primarily due to a reduction in density; therefore, an optimization
process must consider both of these factors.

Figure 5.14: Bed temperature distribution with di�erent pressure ratios

Another positive aspect found with a lower pressure ratio is the temperature dis-
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tribution inside the tank at the end of the discharging process.
As depicted in Figure 5.14, the higher the pressure ratio, the higher the tempera-
ture in each layer of the tank; this is evidently a result of the rising temperature in
the compressor as the compression ratio increases. Consequently, air entering at
a higher temperature can extract less heat compared to when it enters at a lower
temperature. This observation is particularly signi�cant because it means that
more heat can be stored during the charging phase if the starting temperature
distribution inside the tank is lower.

5.2.3 Variation in number of layers

Regarding the number of layers in the discretization method when describing the
behaviour of the storage tank, its choice has been done in order to �nd a trade-o�
between the time of calculation and the accuracy of the results.
To understand the choice of this parameter, several simulations have been per-
formed and Figure 5.15 collects a result which allows to compare the di�erent
discretization methods, that is the outlet air temperature from the tank in a
charging process over time, adopting the same working parameters as previously
shown in Table 5.1 for the initial charge.

Figure 5.15: Variation in outlet air temperature with di�erent number of layers

Considering a reduced number of layers, such as 20, with each layer having a
depth of 25 cm due to a tank height of 5 m, the temporal trends diverge from
those observed with a higher number of layers. Conversely, transitioning from
60 layers to 100 and subsequently to 140, the disparities in temperatures at each
time step get smaller and smaller. However, in terms of computational time,
there is a noticeable escalation in the time required for computation with �ner
discretization; speci�cally, there is more than a 50% increase in computational
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time for every increment of 40 layers. If a case study requires very time-accurate
values, a higher number of layers leads to more accurate results but the compu-
tational time increases as well. In the previous simulations, 60 layers have been
considered satisfactory to describe the overall behaviour of the storage system.
Finally, it is important to state that these calculations have been done with a
tank height equal to 5 m; with a taller or shorter tank, the number of layers
needed to have an accurate description of the behaviour is larger and smaller,
respectively.

5.3 Control system and future works

To enhance the modelling of this storage system, the implementation of control
systems is suggested to simulate the real dynamic behaviour. The block PIDIncr
in Aspen Plus Dynamics can be used. PIDIncr models a proportional integral
derivative controller using an incremental control algorithm, as used in most
modern electronic controllers. Key features of PIDIncr include:

� Ideal, series, and parallel algorithms;

� Auto, manual, and cascade operation;

� Optional tracking of the process variable by the set point when in manual
mode;

� Optionally when slave controller set to cascade, initialize master controller
output to slave controller set point;

� Anti-reset windup;

� Various input �ltering options;

� Dead banding;

� Auto-tuning capability;

PIDIncr and PID are both models of PID controllers. They have similar
features but are implemented di�erently. PID uses a positional algorithm to
calculate the controller output from the current error and accumulated integral
error. PIDIncr uses an incremental algorithm which calculates the change in the
output as a function of the error.

The implementation of PIDIncr is closer to that of real industrial controllers,
and it models their detailed behavior more closely. In particular there is no
bump in the output when you change the tuning parameters during a dynamic
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simulation, whereas PID may give a bump in the output. This make PIDIncr
better for tuning controllers as a simulation runs.

By means of such a controller, the mass �ow rate or any other parameter can
be managed in order to properly face the needs of the grid.
As an example, during the charging phase, the energy must be stored but, as
well known, the power may not be constant; indeed, typically it is intermittent,
such as from photovoltaic or wind, and thus not constantly available and pre-
dictable. If a control system is not adopted, the air would not be heated up to
the same temperature by the heater (e.g. 1000 °C), but it would vary based on
the availability of power from the sources. Thus, the importance of a controller is
evident: as the power availability decreases, the mass �ow rate should decrease as
well, and vice versa. Very simply, in Figure 5.16, the linear trend of the electric
heater required power is reported versus the mass �ow rate; therefore, a control
system shall be able to track the curve and adjust the entrained mass �ow rate
to the available power, instant by instant, in order to have a maximum cycle
temperature as constant as possible.

Figure 5.16: Heater duty as a function of air �ow rate

An important note is that this required duty has been calculated with the same
�xed variables as shown before in Table 5.1. At di�erent environmental condi-
tions, the values may be slightly di�erent; further, when the heat exchanger to
recover the heat available in the exiting air is considered, the values are lower,
especially towards the end of the charging process, when the air leaves the tank
with a high thermal energy content, which is exchanged with the entering air. In
conclusion, this simple trend has just been drawn to highlight the importance of a
control system in the charging phase; in Aspen Plus Dynamics it can be simulated
by means of the aforementioned PIDIncr block, allowing to change manually the
input values of available power (for instance, following the production curve of
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a PV system) at di�erent hours of a day and getting as controller output auto-
matically the entrained mass �ow rate of air. The maximum and minimum �ow
rates depend on the working ranges of the components and are chosen based on
the heat source expected production curve.

Regarding the discharging phase, in real operating conditions, the required
power depends on the electric grid demand. Thus, the handled air mass �ow rate
cannot be generally constant. Furthermore, to properly simulate the behaviour of
the system and track the working point of the machines, the compressor e�ciency
map and Stodola's equation should be implemented in Aspen Plus; this last part
can be easily done thanks to the versatility of the software. Actually, a curve to
represent the o�-design behaviour of compressors and turbines is already present,
so it's just a matter of changing the values with the real ones.

As a starting point for future works, in Figure 5.17, a possible control system
idea has been reported; in particular, the compressor and the turbine are con-
nected to each other through a work stream to simulate the single shaft. Further-
more, the block PIDIncr, previously mentioned and named "CONTROLLER" in
the �gure, is used to act as a controller of the air �ow; in detail, it gets as input
the signal of the power produced to the shaft and gives as output the entrained
mass �ow rate in the compressor. The former is an input to the system because
the required power by the users is an instant by instant known quantity.

Figure 5.17: Power control system in discharging process

The control system described above requires integration with other controllers
for proper implementation and should be considered as a suggestion for future
developments. As mentioned earlier, an additional step to improve the model is
the incorporation of component curves; in this case as well, initially assuming a
constant mass �ow rate may serve as a starting point. Accurately predicting the
turbine performance entails considering the variations in turbine inlet tempera-
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ture and thus in e�ciency, which are in�uenced by the tank emptying process.
In this section, only a few suggestions for the adoption of control systems are

presented. The subsequent steps include incorporating compressor and turbine
o�-design curves, along with the aforementioned control systems, to create a more
accurate model that closely mirrors real operating conditions..
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Conclusions

In this Master's thesis, various technologies in the �eld of thermal energy storage
have been explored, encompassing both existing and emerging technologies. A
novel concept of energy storage has been introduced, wherein excess electricity
is stored as sensible heat in a high-temperature man-made tank. This storage
system is referred to as the Integrated Thermal Electricity Storage System (IT-
ESS), and one of its key features is the ability to utilize components derived from
thermoelectric units based on gas turbine technology.

Unlike Pumped Hydro Storage (PHS), which is the most prevalent large-
scale energy storage technology, and Compressed Air Energy Storage (CAES),
the primary competitor of PHS, IT-ESS does not face geographical constraints
and does not rely on fossil fuel inputs. Furthermore, compared to batteries, it
is not subject to issues such as low cycle life and self-discharge. However, it is
important to note that Flow Batteries may emerge as a viable method of storing
large quantities of energy in the near future.

After reviewing the whole spectrum of energy storage technologies and con-
ducting a more thorough analysis of the IT-ESS technology, Chapter 4 introduced
various models proposed over the years to describe the behaviour of the storage
tank. Subsequently, focusing attention on the model by Benato et al. [24], the
modelling of the storage device in Aspen Custom Modeler has been explained.
This step is strictly necessary due to the lack of a component able to describe
its behaviour in Aspen Plus. After writing the tank model in ACM, it has been
integrated with the other components of an IT-ESS within Aspen Plus Dynamics
�ow-sheet. Then, a few simulations have been performed to simulate charging
and discharging processes. The most important results include the temperature
distribution inside the tank at di�erent moments of the operation, the absorbed
power by the heater and the net power produced in the discharging phase, also
function of the turbine inlet temperature. Then, a few sensitivity analyses of
�ow rate, pressure ratio and tank discretization layers have been presented to
evaluate how a change in �xed variables may a�ect the behaviour of the overall
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system, highlighting that the adopted values in the foregoing simulations are not
far from the optimal conditions (pressure ratio) or represent a good trade-o� be-
tween computational time and accuracy (number of layers of the tank). Finally,
only a suggestion for future works has been reported for the adoption of control
systems.

At the end of the work, the validity of the Integrated Thermal Energy Storage
System is tangible, as well as its central role in the energy transitions that we
are going to face in the very next years; it will �nd room in both the industrial
and the residential sectors and its range of applicability can be enlarged to stand-
alone grids in remote areas, not only in the industrial �eld. For these reasons, as
many aspects as possible of this technology need to be investigated, in order to
understand all its potentialities.

In future works, as mentioned in Chapter 5, a more detailed and realistic
description of the model will be undertaken. This will involve incorporating
heat exchangers in both the charging and discharging phases to provide a more
comprehensive estimation of the system's performance. Additionally, the imple-
mentation of compressor e�ciency maps and Stodola's equation will be carried
out to achieve a more accurate depiction of the dynamic behaviour of the plant's
components. Lastly, the integration of control systems is strongly recommended,
given that this storage system will be integrated into a real electric grid, and thus
it must be capable of storing energy from highly variable renewable sources and
dispatching it as needed based on the load.

Moreover, other important aspects that need to be studied include the uti-
lization of various materials for the packed bed of the storage device, in order to
comprehend the role of the storage material in the system's behaviour, as well as
a thermo�uid dynamic analysis and experimental tests. Also, further investiga-
tion can be carried out on the tank; in particular, regarding a system in which a
modular solution for the storage device is adopted: in other words, once the tank
overall volume is individuated, it is possible to consider di�erent vessels charac-
terized by a lower volume; in these cases, it is possible to decide which vessels are
working in the same moment, an interesting solution in those situations in which
the volumes required in di�erent moment of the year are very di�erent from each
other; in particular, for the months with a greater production, more vessels can
be charged simultaneously, whereas in the months with a lower production, just
one or few vessels are used to store the energy.

To conclude, this technology is very promising, but it is still under study.
Potential developments in the coming years could signi�cantly contribute to the
potential spread of this storage system. Together with existing storage technolo-
gies, it will aid the electric grid in accommodating the proliferation of renewable
energy power systems, thereby reducing reliance on fossil fuel-powered plants and
accelerating the energy transition.
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