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Abstract

GeneRegulatoryNetworks (GRNs) are essential for understanding themolecular interactions
that drivebiological processes, fromdevelopment andmetabolism todiseaseprogression. GRNs
can be represented as directed networks (or graphs), where nodes correspond to genes and di-
rected edges indicate regulatory interactions between genes. GRN inference, the process of
reconstructing these networks, has traditionally been performed using bulk RNA-sequencing
(RNA-seq) data. However, the rise of single-cell RNA-sequencing (scRNA-seq) has intro-
duced new opportunities and challenges, enabling the exploration of cellular heterogeneity
at unprecedented resolution but also introducing significant technical noise and variability.
Methods for GRN inference from scRNA-seq data can be classified into unsupervised and
supervised approaches. Unsupervised methods identify regulatory interactions without prior
knowledge of gene pairs, while supervised approaches rely on known networks to trainmodels
that predict gene interactions. This thesis investigates different machine learning approaches,
GENIE3 and scGeneRAI, which are unsupervised, and GNNLink and STGRNS, which are
supervised, for GRN inference using scRNA-seq data. Meaningful comparisons of methods
were previously impossible because they were not originally tested on the same datasets. To
address this, a significant contribution of this thesis is the evaluation and comparison of differ-
ent methods using consistent datasets, ensuring direct comparability. While the performance
of all methods is evaluated, specific enhancements were applied to GNNLink. These enhance-
ments include using transcription factor frequency lookup tables to improve performance and
creating an unsupervised version of GNNLink by leveraging only expression data to generate
the training set based on Pearson correlation between genes. Additionally, irrelevant genes are
filtered out from both the unsupervised approaches and the training set for the unsupervised
version of GNNLink, ensuring that the predictions are not only more relevant but also com-
parable to those of supervisedmethods when evaluated against various ground-truth networks.
By refining these computational methods, this research aims to improve the reliability and ap-
plicability of GRN inference across diverse biological contexts.
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1
Introduction

This chapter outlines the key challenges encountered in gene regulatory network (GRN) infer-
ence, specifically the limitations of existing unsupervised and supervisedmethods. The chapter
also presents the objectives of the thesis, which aim to address these challenges.

1.1 ProblemOverview

Gene regulatory networks (GRNs) are used to illustrate the regulatory relationships between
genes. Analyzing GRNs is crucial for understanding complex diseases, improving prevention,
diagnosis, and treatment, and identifying new drug targets. The progress of single-cell RNA
sequencing (scRNA-seq) technology has led to a drastic increase in single-cell gene expression
data. This growth has created a pressing need for computational methods capable of utilizing
these vast datasets to reveal potential gene interdependencies [13].

One of the ways to categorize methods for inferring gene regulatory networks from single-
cell RNA sequencing data is by dividing them into unsupervised and supervised approaches.
In the case of unsupervised approaches, statistical and computational techniques are used to
uncover hidden patterns and structures within single-cell RNA sequencing data. This way,
regulatory interactions can be identified without any prior knowledge of the gene pairs in the
network. On the other hand, supervised approaches rely on a known network to train amodel,
which is then used to identify regulatory interactions between genes [14].
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A key issue in analyzing different GRN methods is the absence of a comprehensive evalua-
tion and comparison of these methods using the same datasets. Existing evaluations of these
methods have often been conducted separately, using different types of data. Not all methods
have been assessed using more biologically relevant experimental single-cell RNA sequencing
data, which limits their applicability to real-world scenarios.
Another issue lies with the current evaluation of unsupervisedmethods, as they are often as-

sessedwithout considering the distinction between relevant and irrelevant genes in the inferred
gene pairs. Unsupervised methods infer gene pairs based solely on expression data, which may
include genes not present in specific ground truth networks used for evaluation. To put it
simply, some genes in an inferred pair may not be included in the ground truth, potentially
affecting the evaluation. In transcription factor regulatory network (TRN) inference, it is es-
sential to focus on filtering gene-gene relationships post-inference, particularly for unsuper-
vised methods, so that only interactions where a transcription factor regulates a target gene
are retained. This step ensures that predictions reflect biologically relevant regulatory dynam-
ics. Similarly, since the ground-truth gene regulatory networks used for evaluation often in-
clude varying sets of genes, it becomes equally important to address this variability. Supervised
learning approaches filter out irrelevant genes as the training datasets are curated for specific
networks. However, unsupervised methods lack this filtering mechanism, which can lead to
predictions that include irrelevant genes.
An issue encounteredwith supervisedmodels forGRN inference is their traditional reliance

on literature-derived datasets for training. These datasets consist of known gene pairs sourced
from the same ground truth networks used for evaluation. Since biological knowledge and
literature are constantly evolving, these datasets would require continuous updates. Moreover,
theymay be biased, as they often reflect only the currently knowngene interactions, potentially
overlookingundiscovered relationships. Furthermore, this approachmaynot bewell-suited for
real-world GRN inference cases, where known networks may not yet exist.
Finally, it has been observed that the previous supervised approaches have overlooked the

prevalence of different transcription factors, and how this information could enhance GRN
inference. Some transcription factors are more commonly involved in regulating other genes,
a pattern that can be readily observed in ground truth networks. Failing to account for this
variability can result in inaccurate predictions in GRN inference, as the influence of specific
transcription factors may be either exaggerated or underestimated.
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1.2 Objectives

Since the previous evaluations of methods were conducted using different datasets, making
meaningful comparisons difficult, a key contribution of this thesis is the evaluation and com-
parison of various methods on consistent datasets, ensuring a direct and fair comparison. This
thesis evaluates GENIE3 [11] and scGeneRAI [12] as representative unsupervised methods,
and GNNLink [13] and STGRNS [14] as supervised approaches for gene regulatory network
inference. Experimental scRNA-seq datasets alongwith their corresponding ground-truth net-
works are utilized to ensure that the evaluation of GRN inference algorithms aligns with real-
istic biological conditions. Lastly, the challenges outlined earlier are addressed through the
following summarized approaches:

• Refining Predictions by Addressing Variability in Ground-Truth GRNs: To ad-
dress the issue of irrelevant genes being present in inferred gene pairs, a post-inference
filtering step was implemented in unsupervised methods that removes gene pairs that
contain genes not relevant to the specific network being studied.

• Overcoming Dataset Limitations with Expression Data: An issue with supervised
models forGRNinference is their relianceonconstantly evolving literature-deriveddatasets.
Toovercome these limitations, it is advantageous to derive training datasets directly from
expression data. By using gene-gene networks based on expression data, such as those in-
ferredusing correlation-basedmethods, the training andvalidationdatasets are grounded
in actual biological evidence. This solution could offer a more flexible and data-driven
approach for model training.

• Influence of TF Frequency on GRN Inference: The proposed solution is to modify
GNNLink by integrating a lookup table of transcription factor frequencies to adjust
gene expression values. By incorporating TF frequency data into the inference process,
predictions can potentially be enhanced.

This thesis is organized as follows: Chapter 2 provides the biological context for gene regula-
tory networks, gene expression, sequencing technologies, GRN inferencemethods, and perfor-
mancemetrics. Chapter 3 focuses on the datasets used in this study, highlighting the challenges
of constructing ground-truth networks for GRN evaluation. Chapter 4 outlines the methods
evaluated, including unsupervised approaches (GENIE3, scGeneRAI) and supervised models
(GNNLink, STGRNS), along with their modifications and experimental setups. Chapter 5
presents the final evaluation results, for the original methods as well as their modified versions.
The thesis concludes with a summary of key findings and their implications.
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2
Background

This chapter provides the necessary biological context for understanding the complexities of
gene regulatory network (GRN) inference. It begins with an introduction to gene expression,
laying the foundation for understanding how genes regulate various cellular processes. The
concept of gene regulatory networks is then defined. Then, a key distinction is made between
Bulk RNA sequencing and Single-cell RNA sequencing, highlighting their different applica-
tions in GRN analysis and their impact on the resolution of gene expression data. The chapter
also discusses various methods used for GRN inference including correlation-based methods,
regression-based approaches, probabilisticmodels, dynamical systems-based approaches aswell
as deep learning-based methods. Finally, the chapter addresses commonly used performance
metrics in a biological context, with a focus on those suited for imbalanced data.

2.1 Biological Background

2.1.1 The Core Concepts of Gene Expression

The genome, often regarded as a fundamental element in the study of organisms, refers to the
entirety of genetic information within a biological system [3]. Genetic information is repre-
sented bymolecules called nucleic acids, which exist in twomain forms: deoxyribonucleic acid
(DNA) and ribonucleic acid (RNA). The genome of each cell is primarily stored in lengthy
DNAmolecules, each containing thousands of genes. Therefore, a gene can be described as a

5



linear segment of aDNAmolecule. In contrast toDNA,RNAmolecules are shorter and func-
tion to transmit genetic information to the cellular machinery, typically representing only one
or a few genes. Both DNA and RNA are linear polymers composed of subunits known as nu-
cleotides (Figure 2.1). The specific sequence of these nucleotides within each gene encodes the
genetic information, with each type of nucleic acid containing four distinct nucleotides whose
arrangement dictates this information. Each nucleotide consists of three main components:
a phosphate group, a five-carbon sugar, and a nitrogenous base. In DNA, the sugar compo-
nent is deoxyribose, while in RNA, it is ribose. Nucleotides can contain one of five different
nitrogenous bases. DNA contains the bases adenine (A) and guanine (G), which are purines,
and cytosine (C) and thymine (T), which are pyrimidines. In RNA, thymine (T) is replaced by
uracil (U), so the bases are A, G, C, and U [1].

Figure 2.1: Genetic information is encoded by the specific sequence of nucleotides along a DNA or RNA strand. A nu‐
cleotide is made up of three main components: a phosphate group, a five‐carbon sugar (either deoxyribose in DNA or
ribose in RNA), and a nitrogenous base. Figure taken from [1]

According to the central dogma of molecular biology, the biology of living organisms can
be interpreted in terms of the flow of information, which involves the transcription of genetic
information encoded in DNA to messenger RNA (mRNA) by RNA polymerases, followed
by the translation of mRNA to protein by ribosomes [15, 16]. This foundational concept
provides the basis for understanding gene expression, which can be defined as the collective
processes that result in specific levels of mRNA and protein within a cell. In various cell biol-
ogy studies, gene expression serves as the basis for uncovering mechanisms at the microscopic
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and molecular levels, while the gene expression profile functions as a detailed inventory at the
macroscopic level [17]. Not all DNA within a cell is involved in coding for proteins or being
transcribed. Protein coding genes make up a small fraction of the entire genome. One of the
surprising findings from genome-sequencing projects around the turn of the millennium was
the discovery that only about 3% of the human genome codes for proteins, with similar per-
centages seen in other higher organisms. Additionally, the number of genes remains relatively
constant across different species, regardless of complexity. For example, the simple baker’s yeast
Saccharomyces cerevisiae has around 6,000 genes, which is more than a quarter of the number
found in humans. This observation challenges human-centered perspectives and leads to the
conclusion that the complexity of living organisms doesn’t stem from the number of genes but
rather from the interactions and dynamics between these genetic components [18].
WhilemRNAitself is not the final product of a gene, it serves as the initial step in gene regula-

tion. mRNA transcript levels are essential for interpreting gene activity, as they indicate which
genes are currently being transcribed and may be translated into proteins. Furthermore, mea-
suring mRNA levels is currently more cost-effective than directly measuring protein levels and
can be done in a high-throughput manner. Although the relationship between mRNA and
protein abundance in cells can be complex and not always directly proportional, the absence
of mRNA in a cell generally indicates low levels of the corresponding protein. Therefore, even
though mRNA levels provide qualitative rather than quantitative estimates of the proteome,
they still offer valuable insights into which proteins may be present or active under specific
conditions [17].

Figure 2.2: The gene expression matrix (colored orange) is a 2D matrix where rows represent genes (features), columns
represent cells (barcodes), and the values indicate the gene expression levels for each cell. Figure taken from [2]
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Gene expression profiles are created by assessing the transcription levels of genes across differ-
ent conditions, developmental stages, and tissues within an organism. These profiles provide
a comprehensive view of how each gene dynamically operates within the genome, revealing in-
sights into their functional roles across varying biological contexts. Expression data (Figure 2.2)
is typically structured in a matrix format, where genes are listed in rows, samples (such as var-
ious tissues, developmental stages, and treatments) are listed in columns, and each cell within
the matrix represents the expression level of a specific gene in a specific sample [19].

Proteins constitute the essential structural and functional components within cells. There
exists a variety of important roles, with each protein specialized to fulfill one of them, such as
serving as a structural element, catalyzing enzymes, or functioning as antibodies. One of these
critical roles is carried out by transcription factors (TFs), which are a specialized group of pro-
teins. Transcription factors play a pivotal role in regulating gene expression and are associated
with a wide array of diseases and phenotypes. These proteins bind to specific regulatory ele-
ments in DNA, such as promoters and enhancers, to either stimulate or inhibit gene transcrip-
tion. By directly interactingwithDNA, transcription factors control the formation ofmRNA,
thereby influencing the expression of genes and ultimately affecting cellular functions and pro-
cesses. Due to regulatory proteins being products of expressed genes, they are also subject to
regulatory mechanisms, leading to the development of complex networks of interacting genes
[20, 21, 22].

2.1.2 Gene Regulatory Networks

Advances in biology have revealed that gene expression is controlled by complex networks cru-
cial for cellular processes and organism complexity. These networks dynamically regulate gene
expression to maintain individual phenotypes and adapt to environmental changes. Under-
standing transcriptional regulation, where transcription factors bind DNA to initiate gene
transcription, is key to grasping gene expression control. Although transcription is a major
control point, it’s part of a broader mechanism that cells use to regulate their molecular func-
tions and shape their phenotype [16]. At the heart of these complex regulatorymechanisms lie
gene regulatory networks (GRNs), which comprise a set of molecular regulators that engage
in interactions with one another and with various cellular components to regulate the expres-
sion levels ofmRNAand proteins. These networks can be characterized as bipartite structures,
where the nodes include genes and their regulators (such as protein-coding genes that encode
transcription factors) that play roles in gene expression control [23].
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Figure 2.3: GRN inference aims to create abstract models that represent real biological processes. Figure taken from [3]

The relationships among the molecular regulators are often represented as directed edges,
which elucidate the causal influences between regulatory nodes and their targets. Directed
edges provide a clear causal relationship between a regulatory node (such as a transcription
factor) and its target node, specifying which element influences the other. This directionality
reflects the nature of regulatory interactions, where a specific regulator affects a particular tar-
get. Causality is typically determined through experimental methods like perturbation experi-
ments, where altering one component (e.g., silencing a transcription factor) allows scientists to
observe changes in its targets. However, whenGRNs are derived from large-scale data sets, such
as those based on gene expression correlations, the directionality of relationships is not always
clear. Correlation between gene expression levels does not necessarily imply a causal link or
indicate the direction of influence. To establish causality, additional quantitative approaches
and methodologies are required [16]. Modeling these networks, as illustrated in Figure 2.3,
presents a significant challenge. However, by accomplishing this goal, our understanding of
cellular functions and insights into effective intervention strategies for treating human diseases
are substantially enriched. This has driven numerous researchers to create network inference
methods, also known as reverse engineering techniques, aimed at efficiently reconstructing
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gene regulatory networks from expression data. The framework for GRN reconstruction is
shown in Figure 2.4 [24].

Figure 2.4: The framework of reconstructing gene regulatory network (B) from gene expression profiling data (A). Figure
taken from [4]

By providing a comprehensive framework for understanding how different molecular en-
tities influence each other, GRNs enable scientists to uncover new interactions, validate ex-
perimental hypotheses, and explore the underlying mechanisms driving biological processes.
GRNs have proven to be revolutionary tools for identifying novel interactions between biolog-
ical entities, which significantly aids in research andhypothesis formulation. They have demon-
strated their effectiveness in various applications, including diagnostics, where many of their
predictions have been experimentally validated, underscoring their reliability. GRNs are cru-
cial for studying essential biological processes, from development and nutrition to metabolic
coordination. Their implementation has led to advancements in human health and agricul-
ture by facilitating the management and coordination of physiological events related to GRN
activity. This includes applications in disease monitoring, biotechnology, and crop produc-
tion. Additionally, GRNs have enhanced our understanding of developmental processes by
illustrating how these networks generate developmental patterns [3].

2.1.3 Gene Regulatory NetworkDefinitions

The definition of gene regulatory network (GRN) varies across studies (there is no clear con-
sensus on the terminology used). Gene regulatory network is typically defined as a collection
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of directed interactions between genes, where edges represent regulatory relationships. These
edges point from a regulator gene to the gene being regulated, indicating the flow of regulatory
influence. Since genes themselves are not biologically functional, gene regulation is carried out
by the products of regulator genes, such as proteins or other molecules that are produced by
these genes. These regulatory products influence the expression of other genes. By describ-
ing edges as directed, GRNs establish a clear distinction from gene co-expression networks.
While gene co-expression networks involve genes as nodes with undirected edges representing
co-expression relationships, GRNs feature directed edges that indicate regulatory interactions.
This directional aspect allows GRNs to provide insight into causality, showing whether one
gene regulates another, unlike gene co-expression networks, which do not reveal this regula-
tory dynamic. Although gene co-expression networks help identify genes with related func-
tions, they lack the capacity to clarify whether the genes are co-regulated or influenced by an-
other gene. In the literature, the term Gene Regulatory Network (GRN) is sometimes used
broadly to refer to any network that models gene interactions, including those specifically in-
volving transcriptional regulation. However, transcriptional regulatory networks (TRNs) are
a more specific subset, where the edges exclusively represent the regulatory interactions involv-
ing transcription factors (TFs) and their target genes, focusing on transcriptional regulation
[5]. In this thesis, the term ’Gene Regulatory Network’ (GRN) will specifically denote Tran-
scriptional Regulatory Networks (TRNs), focusing on the regulatory interactions where tran-
scription factors (TFs) control target gene expression. Throughout the thesis, any reference to
’GRNs’ should be understood as encompassing only this transcriptional regulatory context.

Figure 2.5: Types of gene networks include: A) Gene Co‐expression Networks (GCNs), which contain undirected edges;
B) Gene Regulatory Networks (GRNs), where edges are directed to indicate regulatory influence; and C) Transcriptional
Regulatory Networks (TRNs), which are directed networks where edges can only originate from transcription factors (TFs).
Figure taken from [5].
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2.1.4 Single-cell RNA Sequencing

BulkRNAsequencing (bulkRNA-seq) is oneof the earliest andmost commonlyusedRNAse-
quencing techniques in life sciences. It involves sequencing RNA extracted from a large popu-
lation of cells, providing an averaged view of gene expression across the sample. BulkRNA-seq
has beenwidely applied in fields like cancer research, drug development, and diagnostics due to
its ability to reveal gene activity in tissues or cell populations. While powerful, it lacks the ability
to capture the nuances of individual cell behavior, a limitation that has driven the development
ofmore refinedRNA sequencing techniques [25]. Novel opportunities have emergedwith the
introduction of single-cell RNA sequencing (scRNA-seq), enabling the exploration of gene ex-
pression profiles at the single-cell level. Single-cell RNA sequencing has become increasingly fa-
vored for investigating fundamental biological questions related to cell heterogeneity and early
embryo development, particularly in scenarios involving a small number of cells. This pref-
erence stems from the limitation of traditional bulk RNA sequencing, which predominantly
reflects the average gene expression across thousands of cells and thus is less suited for these spe-
cific cases. In recent years, scRNA-seq has been widely used across various species, particularly
in human tissues, both normal and cancerous, uncovering significant cell-to-cell gene expres-
sion variability. With advancements in sequencing technologies, several new scRNA-seqmeth-
ods have been developed. These new protocols have significantly improved our ability to study
how gene expression changes dynamically within individual cells, providing a much clearer
and more detailed understanding of cellular processes. Each method has its own advantages
and limitations, requiring careful selection based on research goals and sequencing costs [26].
The choice of scRNA-seq protocol depends on the specific research question. Whilemost pro-
tocols accurately determine transcript abundance, they vary in sensitivity, affecting the detec-
tion of weakly expressed genes [27]. Low capture efficiency and high dropouts are challenges
commonly associated with scRNA-seq caused by the limited amount of starting material. In
contrast to bulk RNA sequencing, single-cell RNA sequencing (scRNA-seq) yields data with
greater noise and variability. The presence of technical noise and biological fluctuations, such
as stochastic transcription, introduces significant challenges for the computational analysis of
scRNA-seq data. Many tools have been created for analyzing bulk RNA-seq data, but most
of these methods aren’t suitable for scRNA-seq data. While short-read mapping techniques
can be used for both types of data, other analyses such as differential expression, cell clustering,
and gene regulatory network inference differ between scRNA-seq and bulkRNA-seq. Because
scRNA-seq data often contains high technical noise, quality control is essential to remove low-
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quality data and ensure reliable results. Asmore tools are developed specifically for scRNA-seq,
eachwith its own strengths and limitations, it is important to carefully choose the right analyti-
calmethods tomanage the high variability in scRNA-seq data effectively [26]. Gene regulatory
network inference is commonly performed in bulk RNA-seq studies using tools like weighted
gene co-expression network analysis (WGCNA) [28] to construct networks based on gene co-
expression. With single-cell RNA sequencing (scRNA-seq), similar approaches can be applied
by treating individual cells as samples, potentially revealing new insights into gene correlations
and regulatory relationships. However, due to technical noise and cellular heterogeneity, meth-
ods for network reconstruction in scRNA-seq must account for these factors to ensure robust
and accurate results [26].

Figure 2.6: In bulk RNA‐Seq (B), the output consists of averaged expression data compared across samples, while single‐
cell datasets (A) present expression data at the individual cell level, revealing how various cell types influence overall ex‐
pression. Figure taken from [6]
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2.2 Graph Structure and GRN Inference Goal

The following definition outlines the structure of a directed network, which is essential for
understanding the graph-based representation of gene regulatory networks:

Definition (Network): A directed network (or graph) is defined as a pair (V , E), where V
is a finite set of vertices (or nodes) and E represents the edges (or arcs) connecting these vertices.
If I is the index set for the nodes, then the edges form a subset of the Cartesian product I ×I ,
where an element (i, j) indicates the presence of an edge from node i to node j. In contrast, an
undirected network has a symmetric edge set, meaning that if an edge (i, j) exists, the reverse
edge (j, i)must also be present [18].

The goal of gene regulatory network (GRN) reconstruction is to infer regulatory interac-
tions from gene expression data, resulting in a directed graph where each node represents a
gene, and each directed edge signifies a regulatory link from gene i to gene j. These edges are un-
signed, meaning that gene i can act as either an activator or repressor of gene j [11]. The GRN
inference algorithms assign a confidence score to each edge, indicating the likelihood of a true
regulatory relationship, with higher scores reflecting stronger evidence for regulatory influence.
Network inference can be framed as a binary classification problem, where the existence of a
regulatory link between genes is a positive instance, and the absence of regulation is a negative
instance [29, 30]. Additionally, the number of established regulatory relationships between
TFs and target genes is far smaller than the number of cases where no regulatory relationship
exists. This disparity creates an imbalanced classification problem where positive instances are
greatly outnumbered. It’s important not to overlook this challenge, as ignoring it can result in
high accuracy scores simply by categorizing most samples as negatives [31].

2.3 GRN Inference with Single-Cell Data

Early computational methods for gene regulatory network inference were designed around
bulk sequencing technologies like microarrays and RNA-seq, which measured RNA expres-
sion across entire cell populations butwere unable to capture the complexity of individual cells.
With the rise of single-cell omics technologies, such as scRNA-seq, the ability to explore cellular
heterogeneity at single-cell resolutionhas vastly improved. These advancements have fueled the
development of new computational approaches that can now infer regulatory relationships at
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the cell type, cell state, and single-cell level [7]. As discussed earlier, scRNA-seq data is notably
noisier and more variable than bulk RNA-seq. The combination of technical noise and bio-
logical variation poses considerable challenges for computational analysis. Although a range of
tools has been developed for bulk RNA-seq analysis, many of these cannot be directly applied
to scRNA-seq due to its unique characteristics [26].

Figure 2.7: GRN Inference Methods: Correlation‐based methods identify pairs of variables with similar variation patterns.
Regression‐based approaches predict gene expression using multiple predictors. Probabilistic models focus on finding the
most likely regulators for a gene. Dynamical systems‐based approaches model gene expression changes influenced by
biological factors. Deep learning‐based methods leverage neural networks to infer complex relationships among genes.
Figure taken from [7]

GRN inference utilizes statistical and algorithmic methods to reveal the connections be-
tween genes and their regulators. By employing techniques like correlation, regression, prob-
abilistic models, dynamical systems, and deep learning, researchers can accurately model and
infer the regulatory frameworks that govern biological systems [7].
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2.3.1 Correlation-Based Approaches

Awidely used approach for reconstructing GRNs is based on the principle of ”guilt by associa-
tion,” where co-expressed genes are presumed to be functionally related or co-regulated. Com-
monly applied association metrics include Pearson’s correlation for detecting linear relation-
ships and Spearman’s correlation, a non-parametric alternative that can capture both linear
and nonlinear associations [7]. Given two zero-mean vectors vi and vj, the Pearson correlation
between them is defined as:

corr(vi, vj) = ρij =
vi · vj

∥vi∥∥vj∥

where · denotes the scalar (dot) product, and ∥vi∥ represents the Euclidean norm of vector
vi. In practice, given a set ofN expression measurements (e.g., under different conditions) for
p genes, these measurements are arranged into a data matrix D. Calculating the correlations
between the columns of D results in a p × p matrix of pairwise gene correlations, which can
serve as the weights of an undirected network. By applying a suitable threshold, one can de-
rive the network structure. Variations of this method involve using alternative correlationmea-
sures or applying a power transformation to the correlations to reduce noise from spurious low
values [18]. Though correlation analysis can offer insights into potential regulatory relation-
ships, it has limitations. It cannot determine the direction of regulation between two corre-
lated transcription factors or account for regulation by a third factor. Additionally, correlation
struggles to distinguish between direct and indirect relationships, especially in the presence of
confounders [7].

2.3.2 Regression-Based Approaches

The dependence of two variables can also be assessed through an alternative approach that in-
volves predicting one variable based on the other. The simplest way of achieving this is by using
a linear regression approach, where the slope of the regression line determines the strength of
the relationship between the variables. In the context of GRN, this involves regressing each
gene on all other genes to determine network weights. For a gene j, where xjk is its expression in
sample k, this is done by solving the associated regression equation.

xjk =
∑
i̸=j

wi · xik + εk
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where εk is the noise term. The resulting weight wi serves as the weight for the network edge
connecting gene i to gene j. It is important to note that this regression formulation inherently
assigns a direction to the network, although bidirectional edges are also possible. Regression
models inGRN inference estimate the relationship between gene expression andmultiple tran-
scription factors or regulatory elements. Coefficients in the model represent the strength and
direction of regulatory interactions. However, using many predictors can lead to overfitting
and instability, especially when predictors are correlated. Non-parametric methods, such as
tree-based regression, offer flexibility but are harder to interpret and more computationally
intensive [18, 7]. To extend beyond the linear regression model for gene expression, a more
general definition of gene regulation is introduced. In this broader framework, the expression
of each gene under a given condition is still assumed to be influenced by the expression of other
genes in the network, alongside randomnoise. Let x−j

k represent the vector of expression values
in the k-th experiment for all genes except gene j:

x−j
k = (x1k, . . . , x

(j−1)
k , x(j+1)

k , . . . , xpk)
T,

The assumption is:
xjk = fj(x

−j
k ) + εk, ∀k,

Here, εk is random noise with zero mean, conditional on x−j
k . The function fj represents the

relationship between the expression of gene j and the expressions of other genes in the network.
This function can take various forms, including linear regression or more complex nonlinear
models. It is further assumed that the function fj depends only on the expression of genes
that are directly connected to gene j in the targeted network. Identifying the regulatory links
pointing to gene j thus involves finding those genes whose expression predicts the expression
of the target gene [11].

Among the advanced methods for modeling fj, regression trees provide flexible approaches
for capturing gene regulatory relationships. Classification and regression trees are machine-
learning techniques that build predictionmodels by recursively partitioning the data space and
fitting a simple predictive model within each partition. The partitioning process is represented
as a decision tree. While classification trees are used for dependent variables that take on a fi-
nite number of categorical values, where the error is measured by the cost of misclassification,
regression trees are applied to continuous or ordered discrete dependent variables, with the pre-
diction error typically assessed by the squared differences between the observed and predicted
values [32].
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Regression-based methods are popular and scalable for reconstructing directed networks,
but they are generallymore computationally intensive thanother data-driven approaches. They
can predict gene expression levels based on a subset of genes and capture high-order condi-
tional dependencies among gene expression patterns, unlike correlation-based methods that
focus solely on pairwise dependencies. A significant challenge with regression models is that
they can struggle to accurately identify relationshipswhen data is limited. This is becausemany
genes may have expression patterns that are highly correlated with each other, making it hard
to determine which genes truly influence others [18].

2.3.3 Probabilistic Approaches

Probabilistic models for GRN inference use graphical models to estimate regulatory relation-
ships by identifying the most probable connections based on the data. Probabilistic meth-
ods help to filter and rank regulatory interactions. By filtering out less relevant interactions,
these models streamline the process, allowing researchers to focus on the most promising or
significant relationships in their further studies. However, these models often rely on assump-
tions about gene expression distributions which may not be suitable for all genes [7]. Two
prominent classes of probabilistic approaches are Gaussian Graphical Models and Bayesian
Networks. GGMs treat gene expression data as a multivariate normal distribution, leverag-
ing the precision matrix to identify partial correlations among genes. GGMs face challenges
with high-dimensional data and the assumption of normality. On the other hand, Bayesian
Networks construct a joint probabilistic model from local conditional dependencies, using
directed acyclic graphs to represent relationships among genes. This approach effectively in-
tegrates prior knowledge and manages uncertainty, although it presents significant computa-
tional challenges in identifying network structures. Both models offer valuable insights into
GRN inference, each with distinct methodologies and limitations [18].

2.3.4 Dynamical Systems-Based Approaches

Unlike regression and probabilistic methods that directly model relationships between vari-
ables, dynamical systems-based approaches aim to capture how systems evolve over time. For
GRN inference, gene expression is estimated by considering factors such as transcription fac-
tor regulation, basal transcription, and stochastic variations over time, often represented by
differential equations. These equations model changes in gene expression as a function of
other genes’ expression and environmental influences, providing a quantitative framework that
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closelymirrors thebiological system’s behavior [3, 7]. Differential equationsoffer awell-established
way to describe system dynamics by relating the rate of change of a variable to its value. In the
context of GRNs, gene expression levels are modeled as variables, with interactions encoded
in parameters. Commonly, linear and time-homogeneous models are employed, facilitating
the inference of GRN structures through various methods, including regression techniques
and Bayesian approaches. Differential equation models provide continuous-time semantics,
potentially enhancing mechanistic interpretations and mitigating the effects of experimental
design choices. However, they still face computational and identifiability challenges [18].

2.3.5 Neural Networks andDeep Learning-Based Approaches

Awidelyused approach for constructing gene regulatorynetworks is theneural network,which
is modeled after the central nervous systems of animals. This method is highly adaptable, ca-
pable of recognizing input patterns and modeling various functional relationships and data
structures. Among the neural networkmodels, recurrent neural networks (RNNs) are particu-
larly effective for gene regulatory network construction. RNNs excel at capturing the complex,
nonlinear, and dynamic interactions between genes, offering advantages such as biological rele-
vance, resistance to noise, the ability to incorporate feedback loops, and handling internal states
throughout the process [33].

Deep learningmodels are a typeofmachine learningmethod that have attracted considerable
interest in various fields, including bioinformatics. These models utilize artificial neural net-
works, which can be organized in different ways to accomplish a range of tasks. For instance, a
multi-layer perceptron is capable of tackling problems that involve predicting outcomes, while
an autoencoder can help reduce the number of dimensions in a dataset. Autoencoders are par-
ticularly useful because they can handle different types of inputs and learn the relationships
between them, which may indicate possible regulatory connections. Despite their versatility,
deep learning models have some drawbacks. They typically require large amounts of training
data since they make few assumptions about the underlying patterns in the data. Additionally,
these models can have many parameters that need to be estimated, demanding significant com-
putational power. Another challenge is that deep learning models are often less interpretable
than traditional statistical models. This means that the results they produce can be hard to un-
derstand, as the values assigned to the different variables usually lack clear meaning. Nonethe-
less, recent advancements, such as saliency methods, aim to improve interpretability by high-
lighting the key features in the model. These features can then be used to pinpoint potential
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transcription factor regulators [7].

The issue with many supervised methods for GRN inference is their focus on analyzing
gene pairs, which often overlooks the broader network context. Some studies highlight the
importance of local subgraphs in uncovering valuable insights about the connections between
genes. This is where graph representation models, such as graph neural networks, come into
play. Graph models can represent complex relationships between transcription factors and
genes, as well as their neighbors, rather than just focusing on two endpoints. Graph neural net-
works (GNNs) are an extension of neural networks that address graph-related tasks like node
classification, link prediction, and graph classification. GNNs use an iterative process to share
information among nodes. After a set number of iterations, each node is represented by a fea-
ture vector that aggregates information from its neighboring nodes within a specified distance.
The overall graph representation is formed by pooling the feature vectors from all nodes. The
degree of enhancement in the quality of predictions depends on the specific dataset, as aspects
like complexity, noise, and the presence of clear patterns can all affect the outcomes. Unlike
traditional data types like tables and images, graph data has unique characteristics that can be
challenging toworkwith. The structure of graphs is non-Euclidean,meaning they don’t follow
the usual geometric rules, which makes standard metrics for measuring distance less effective.
GNNs address this by considering node attributes, edge attributes, and the overall arrangement
of the graph to create embeddings that reflect the graph’s structure. These node embeddings
capture information about both the structural features and the attributes of neighboring nodes
[34, 35]. Here, a technique for creating these node embeddings, known as the graph convolu-
tional network (GCN), is presented. In GCN the network is denoted as G = {V, ξ}, where
V ∈ RN represents the set of nodes and ξ represents the set of edges. The primary objective
of the graph encoder is to iteratively aggregate features from neighboring nodes to learn the
features of each node vi. The l-th layer of GCN can be defined as:

hli = AGGREGATE({hl−1
j : vj ∈ Ei})

Here, hl−1
j represents the features of node vj in the previous (l− 1)th layer. Ei denotes the first-

hop neighbors of node vi within the network, encompassing node vi itself. The aggregator
function in the graph encoder updates the feature of node vi in the lth layer by integrating the
features of neighboring nodes. In GRN inference, GCNs are utilized to extract gene features
by integrating first-order neighbor data, which constitutes a GCN layer. Initially, it is assumed
that each node in the network is self-connected. This assumption facilitates the definition of a
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normalized adjacency matrix, represented as Ã. The matrix Ã is calculated as Ã = D− 1
2AD 1

2 ,
where A denotes the adjacency matrix of the graph. The presence of an edge between nodes vi
and vj is indicated by the elementAij. The diagonal matrixD is defined such that each diagonal
element Dii equals the sum of the corresponding row in A. GCN is used as an aggregation
function to update the features of nodes. From the node feature matrixH(l−1) of layer (l− 1),
the feature matrixH(l) at layer l is derived based on the following formula:

H(l) = ReLU(ÃH(l−1)W(l−1) + b(l−1))

ReLU is the activation function, H(l−1) represents the model’s output at layer (l − 1). H(0)

corresponds to the input featurematrixX.W(l−1) represents the trainableweightmatrix, while
b(l−1) corresponds to bias vector. The output of the last layer of the GCN, referred to asH, is
used as the final gene features. This matrix H has dimensions p × d1, with p denoting the
number of genes and d1 indicating the dimension of the gene features [13].

2.4 PerformanceMetrics

2.4.1 Metrics in Binary Classification

Classification problems can be categorized based on the number of classes involved. In binary
classification, there are only two classes, while multiclass classification involves more than two.
For binary classification, the two classes are typically labeled as P (positive) and N (negative),
and an unknown sample is assigned to one of these categories. A classification model, trained
during the learning phase, is employed to predict the true class of unseen samples. This model
produces either discrete or continuous outputs. A discrete output provides the predicted class
label, whereas a continuous output estimates the probability of the sample belonging to a par-
ticular class [9]. A confusionmatrix is a type of contingency table that illustrates the discrepan-
cies between the actual andpredicted classes for a given set of labeled examples, as demonstrated
in Figure 2.8 [36]. It serves as the foundation for calculating key binary classification metrics,
including accuracy, precision, false positive rate (FPR), and true positive rate (TPR), which
are crucial for evaluating model performance. The confusion matrix links ground truth to
predicted labels at various thresholds, where a specific threshold score determines whether an
instance is classified as positive. When the optimal threshold is unknown, performance curves
that show changes across a range of thresholds are valuable. These curves enable evaluation of
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Figure 2.8: (A) A confusion matrix can be generated for a binary classifier at a specific threshold. (B) Metrics such as pre‐
cision, true positive rate (TPR), and false positive rate (FPR) are derived from the confusion matrix. Precision and TPR are
used in the precision‐recall (PR) space, while TPR and FPR are used in the ROC space. (C) PR or ROC curves are generated
by calculating these metrics at various thresholds, then interpolating the points and comparing the area under the curve
across different classifiers. Figure taken from [8].

performance variations with different thresholds, and the area under the curve (AUC) summa-
rizes the overall classification performance for comparison across different models [8].

In order to better understand the binary classification metrics derived from confusion ma-
trix, it’s important to first define its key components:

• True Positive (TP): The number of samples that are correctly identified as positive by
the model.

• True Negative (TN): The number of samples that are correctly identified as negative
by the model.

• False Positive (FP):The number of samples that are incorrectly classified as positive by
the model.

• False Negative (FN): The number of samples that are incorrectly classified as negative
by the model.

These four metrics serve as the basis for deriving various performance measures:

• Accuracy (ACC):Theproportionof correctly classified samples out of the total number
of samples. Accuracy ranges from 0 to 1, with 1 indicating perfect classification and 0
indicating no correct predictions.
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ACC =
TP+ TN

TP+ FP+ TN+ FN

• Recall (REC): Also known as sensitivity or True Positive Rate (TPR), recall measures
the proportion of actual positive samples that are correctly classified. It ranges from 0
to 1, where 1 indicates perfect identification of all positive cases, and 0 indicates that no
positive cases are correctly predicted.

REC =
TP

TP+ FN

• Specificity (SPEC): The proportion of actual negative samples that are correctly clas-
sified. It is calculated as the ratio of correctly classified negative samples to all samples
predicted as negative. Specificity ranges from 0 to 1, with 1 indicating perfect predic-
tion of negatives and 0 indicating no correct predictions for the negative class.

SPEC =
TN

TN+ FP

• False Positive Rate (FPR); 1 − Specificity: The ratio of incorrectly predicted positive
samples to the total number of actual negative samples.

FPR =
FP

FP+ TN
=

FP
N

• Precision (PREC): The proportion of correctly identified positive samples among all
samples predicted as positive. It is bounded between 0 and 1, where 1 signifies that all
predicted positives are correct, and 0 indicates no correct predictions among the pre-
dicted positives.

PREC =
TP

TP+ FP

2.4.2 Imbalanced Datasets

Many biological problems involve binary classification tasks where instances of one class are
greatly outnumbered by a much larger set of instances from the other class. This scenario,
knownas class imbalance, refers todatasetswhere instances are unevenlydistributed,with some
classes being significantly or even extremelymore prevalent than others [8]. Theminority class
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is often the most important one to identify, but it’s harder to do so. This is because the minor-
ity class might be linked to rare, important cases or because collecting data for these examples is
expensive [37]. The substantial disparity in class distribution presents challenges for accurately
identifying positive cases and for evaluating and ranking classifier performance. Effectively ad-
dressing class imbalance is therefore critical for various important tasks in biology [8].
In the case of balanced training data, most machine learning algorithms performwell. How-

ever, when dataset classes are imbalanced, these algorithms face challenges, often showing a
bias toward the majority class. The inefficiency of these algorithms in dealing with imbalanced
data stems from the fact that they aim tomaximize performancemeasures like accuracy, which
becomes less appropriate in such situations. Accuracy gives equal weight to correctly and in-
correctly classified examples across different classes. For instance, in a dataset with 10% positive
class and 90% negative class, a simple classifier that always predicts the majority (negative) class
will achieve a high accuracy of 90%. However, this doesn’t reflect the model’s ability to detect
the minority class. As data imbalance increases, more suitable metrics are needed to evaluate
the classifier’s performance, focusing more on the minority class and its distribution [38].

To address this, the receiver operating characteristic (ROC) curve is used. The ROC curve
is a graphical representation used to evaluate the performance of classification models. This
curve, originating from signal detection theory, plots the True Positive Rate (TPR) on the y-
axis against the False Positive Rate (FPR) on the x-axis, providing a view ofmodel performance
independent of class imbalance. The ROC curve helps balance the trade-off between true pos-
itives and false positives. For classifiers with discrete outputs each classifier produces a single
confusionmatrix, which corresponds to onepoint on theROCcurve. To construct a complete
ROCcurve from such classifiers,methods like varying class proportions or using combinations
of scoring and voting are utilized. In contrast, continuous output classifiers generate numeric
scores representing the likelihood of a sample belonging to a specific class. By adjusting the
threshold on these confidence scores, different points are obtained, collectively forming the
ROC curve [9].

The ROC curve example highlights four key points:

• Point (0,0): Represents a classifier with no positive classifications and correct classifica-
tion of all negative samples (TPR = 0, FPR = 0).

• Point (1,1): Represents a classifier where all positive samples are correctly classified, but
all negative samples are misclassified.

• Point (1,0): Indicates a classifier where both positive and negative samples are misclassi-
fied.
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• Point (0,1): Represents the ideal classifier, perfectly classifying all samples (perfect clas-
sification point).

The green curve, rising vertically from (0,0) to (0,1) and then horizontally to (1,1), illustrates
perfect classification performance. Points in the ROC space above this line are better, while
those below perform worse.

Figure 2.9: A ROC curve illustrating key points, along with the optimistic, pessimistic, and expected ROC segments for
samples with identical scores. Figure taken from [9].

Due to the absence of a scalar value representing expected performance in the ROC curve,
comparing different classifiers can be challenging. To facilitate this comparison, the Area Un-
der the ROCCurve (AUROC) is used, providing a single value that quantifies the area under
the ROC curve. The AUROC score ranges from 0 to 1, with a score of 0.5 indicating the per-
formance of a random classifier. Figure 2.10 illustrates that classifier B, with a higher AUROC
than A, generally performs better. The gray shaded area is shared by both classifiers, while
the red area shows where B outperforms A. Despite B’s higher AUROC, A performs better
in the blue-shaded region. Note that classifiers with different ROC curves can have the same
AUROC score [9].
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Figure 2.10: An example of AUROC metric. Figure taken from [9].

If there’s a significant imbalance in the class distribution, ROC curves can present an overly
optimistic representation of an algorithm’s performance. In such cases, Precision-Recall (PR)
curves are often recommended as a more suitable alternative to ROC curves [39]. The PR
curve operates on a similar principle as the ROC curve and is generated by varying the classifi-
cation threshold. However, while the ROC curve displays the relationship between sensitivity
(or recall) and 1-specificity (FPR), the PR curve plots recall on the x-axis and precision on the
y-axis. In essence, the x-axis of the ROC curve becomes the y-axis in the PR curve [9]. Preci-
sion and recall concentrate solely on positive examples and predictions, providing some insight
into the rates and types of errors made. However, they do not offer any information about
how effectively the model addresses negative cases. Recall is associated only with the positive
examples, while precision is linked only to the positive predictions. Neither metric considers
the number of true negatives [40]. Figure 2.11 illustrates that PR curves often have a zigzag
shape, leading them to intersect more frequently than ROC curves. In a PR curve, the higher
the curve, the better the classification performance. The ideal performance is depicted by the
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green curve in Figure 2.11. This ideal PR curve begins at (0,1), indicating 100% precision and
0% recall, moves horizontally to (1,1) for perfect precision and recall, and then drops vertically
to (1,0), where recall is perfect but precision is zero. The closer a PR curve is to the upper right
corner, the better the model’s performance. The endpoint of the PR curve can be calculated
using the formula (1, P

P+N). This formula is important for two reasons. First, as the threshold
value increases, recall also increases, eventually reaching its highest point at the endpoint. Sec-
ond, raising the threshold affects both true positives (TP) and false positives (FP). When the
dataset is balanced, meaning there are equal numbers of positive and negative examples, the
precision at the endpoint is P

P+N = 1
2 . A horizontal line drawn at this precision level represents

the performance of a random classifier. This line divides the PR curve into two regions: the
area above the line represents good performance, while the area below the line indicates poor
performance (as shown in Figure 2.11). The ratio of positive to negative examples in the dataset
sets the baseline for this line. Therefore, if the ratio of positive and negative classes changes, it
will shift this line and impact the overall classification performance [9].

Figure 2.11: A PR curve example. Figure taken from [9].
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It is often desirable to summarize the PR curve with a single scalar value, similar to how
the AUROC is utilized for ROC curves. One common summary metric for the PR curve is
the area under the PR curve (AUPRC) [41]. AUPRC ranges from zero to one, with random
performance tied to the prevalence of positive examples in the dataset. The minimum possible
AUPRC increases as prevalence rises because some parts of the precision-recall space become
unattainable, even for the worst model. For instance, if a dataset has a prevalence of 0.5, a
poor model that always predicts positives will still achieve a recall of 1 and a precision of 0.5,
resulting in a minimumAUPRC of 0.31. Taking this baseline into account helps ensure more
meaningful comparisons of performance across datasets with different prevalence rates [42].
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3
Datasets

One of the primary difficulties in evaluating gene regulatory network inference algorithms for
single-cell RNA-seq (scRNA-seq) data is the absence of a known ”ground truth” network of
regulatory interactions. Constructing a robust network is particularly challenging for higher
organisms, such as vertebrates, due to the complexity and scale of their regulatory systems. Ex-
perimental approaches often require gain- and loss-of-function assays for individual regulators,
as well as the identification of transcription factor binding sites. As a result, it is a common
practice to generate artificial networks or to extract smaller subnetworks from extensive tran-
scriptional networks to use as a reference. Most benchmarking efforts rely on simple model
organisms like Escherichia coli and yeast, while for more complex organisms, ground-truth
networks are typically limited to specific tissues or cell types and a small set of regulators. In
research, the following three types of networks are often used as the ground truth for GRN
inference. The first category consists of ”toy” networks with distinct topologies that generate
various cellular trajectories with well-defined qualitative characteristics. The second category
encompasses Boolean models that have been published and are used to study gene regulatory
interactions involved in different developmental and tissue differentiation processes. The third
category includes experimental scRNA-seq datasets and their corresponding ground-truth net-
works. [5, 10].
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Figure 3.1: Overview of the three ground‐truth network types used for evaluating GRN inference algorithms: synthetic toy
networks, Boolean models, and experimental scRNA‐seq networks. Figure taken from [10].

3.1 Datasets from Synthetic Networks

As previously mentioned, synthetic networks are often used to create datasets that simulate
various gene expression patterns, providing a controlled environment for evaluating gene reg-
ulatory network inference algorithms. These networks are designed with different topologies,
such as linear pathways, where genes follow a simple, sequential activation process; oscillatory
circuits, where gene regulation occurs in repeating cycles; and bifurcating systems, where a sin-
gle pathway splits at branching points, allowing cells to follow two distinct developmental or
functional paths. The simulated datasets capture these dynamics, offering diverse temporal
trajectories for evaluation. However, despite their usefulness, synthetic networks oversimplify
biological complexity and may not fully capture the nuances of real gene regulatory systems.
To address this, curated network datasets derived from published models of gene regulatory
networks are often used [10].
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3.2 Datasets fromCuratedModels

Curated network datasets derived frompublishedmodels of gene regulatory networks (GRNs)
provide amore accurate representation of biological control systems compared to synthetic net-
works. These datasets, based onBooleanmodels ofGRNs, are particularly valuable for simulat-
ing gene regulatory processes involved in tissue differentiation and development—areas com-
monly studied through single-cell transcriptomic methods. Analyzing Boolean models from
the literature enables insights into real biological network dynamics, offering a closer alignment
with actual gene interactions. For instance, amodel investigating ventralized spinal cord (VSC)
development includes eight transcription factors connected by inhibitory interactions and ac-
counts for five distinct neural progenitor cell types. Another model focused on hematopoietic
stem cell (HSC) differentiation captures the transition ofmultipotent progenitor cells into dis-
tinct blood cell types, while gonadal differentiation (GSD) model illustrates the maturation of
gonadal primordium into male or female gonads. These curated models allow for the simula-
tion of steady states and cellular trajectories that align more closely with real single-cell data,
grounding them in experimental findings and enhancing the understanding of regulatory pro-
cesses in biology [10].

3.3 Experimental Single-Cell RNA-Seq Datasets

While curated network datasets derived from simplified Boolean models provide valuable in-
sights into gene regulatory mechanisms, they often lack the complexity and biological real-
ism needed for comprehensive analysis. To bridge this gap, experimental single-cell RNA-seq
datasets are incorporated, capturing the dynamic expression profiles of genes across various
cell types and developmental stages. These datasets, obtained from actual biological samples,
offer a richer and more nuanced understanding of regulatory processes in living systems. Fol-
lowing text details the specific single-cell RNA-seq datasets used in this thesis, derived from
both mouse and human samples. These datasets cover multiple cell types. Each dataset was
processed following the procedures detailed in the corresponding publications. For datasets
lacking normalized expression values, transcripts per kilobasemillion or fragments per kilobase
million counts were log-transformed with a pseudocount of 1, and these values were used for
analysis. Additionally, genes expressed in fewer than 10% of the cells were filtered out. Further
details regarding the datasets and pseudotime computation are provided below [10].

Mouse Embryonic StemCells (mESCs) [43]: This dataset includes single-cellRNAse-
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quencing (scRNA-seq) measurements for 421 primitive endoderm (PrE) cells that were
derived from mouse embryonic stem cells. The data was collected at five different time
points: 0, 12, 24, 48, and 72 hours. Pseudotime was calculated using the Slingshot
method, with the cells measured at 0 hours as the starting point and those measured
at 72 hours as the endpoint.

Mouse Dendritic Cells (mDCs) [44]: This dataset consists of over 1700 dendritic cells
that were derived from bone marrow and subjected to various conditions. The study
focusedonwild-type cells stimulatedwith lipopolysaccharide, withmeasurements taken
at 1, 2, 4, and 6 hours. Pseudotimewas computed using Slingshot, startingwith the cells
measured at 1 hour and ending with those measured at 6 hours.

Human hepatocyte-like cells (hHEPs) [45]: This dataset originates from an scRNA-
seq experiment involving induced pluripotent stem cells (iPSCs) that were cultured in
two dimensions and differentiated into hepatocyte-like cells. It includes 425 scRNA-seq
measurements collected atmultiple time points: day 0 (iPSCs), and days 6, 8, 14, and 21
(mature hepatocyte-like cells). Pseudotime was calculated using Slingshot, starting with
the cells measured on day 0 and ending with those measured on day 21.

Human Embryonic Stem Cells (hESCs) [46]: This dataset comes from a time course
scRNA-seq experiment involving 758 cells undergoing differentiation to formdefinitive
endoderm cells from human embryonic stem cells. Measurements were taken at 0, 12,
24, 36, 72, and 96 hours. Pseudotime was computed using the cells measured at 0 hours
as the starting point and the cells measured at 96 hours as the endpoint.

After determining the pseudotime values for the cells in each dataset, the variation in gene ex-
pression across pseudotimewas analyzed. The general additivemodel fromthe ‘gam’Rpackage
was employed to calculate the variance and the corresponding p-value. To account formultiple
hypothesis testing, the Bonferroni correction method was applied. The selection of genes for
GRN inference began with all transcription factors (TFs) that had a variance P value of 0.01
or lower. To this set, an additional 500 and 1,000 genes were added. This method allowed
for the inclusion of TFs with less pronounced variations in gene expression, which still play a
regulatory role. Following the application of the GRN inference algorithm, only interactions
originating from TFs were considered for further evaluation [10].
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Cell type Cells STRING Non-specific ChIP-seq

TFs Genes Density TFs Genes Density

hESC 759 343(351) 511(695) 0.024(0.021) 283(292) 753(1138) 0.016(0.014)
hHEP 426 409(414) 646(874) 0.028(0.024) 322(332) 825(1217) 0.015(0.013)
mDC 384 264(273) 479(664) 0.038(0.032) 250(254) 634(969) 0.019(0.016)
mESC 422 495(499) 638(785) 0.024(0.021) 516(522) 890(1214) 0.015(0.013)

Table 3.1: Statistics for single‐cell transcriptomic datasets and STRING and Non‐specific ChIP‐seq networks, including TFs
and the 500 (1000) most variable genes

Cell type Cells Cell-type-specific ChIP-seq Loss Of Function/Gain Of Function

TFs Genes Density TFs Genes Density

hESC 759 34(34) 815(1260) 0.164(0.165) - - -
hHEP 426 30(31) 874(1331) 0.379(0.377) - - -
mDC 384 20(21) 443(684) 0.085(0.082) - - -
mESC 422 88(89) 977(1385) 0.345(0.347) 34(34) 774(1098) 0.158(0.154)

Table 3.2: Statistics for single‐cell transcriptomic datasets and Cell‐type‐specific ChIP‐seq and and Loss Of Function/Gain
Of Function networks, including TFs and the 500 (1000) most variable genes

To evaluate the accuracy of a method for GRN inference, researchers compare the results
to known interactions between transcription factors and their target genes found in public
databases. These databases can contain different types of information. Some databases provide
evidence that two genes (TF and its target) are related based on various links. These links can
include: similar gene expression patterns, the genes evolving together over time, both genes be-
ingmentioned together in scientific papers. Other databases focus on specific interactions that
have been confirmed through experiments. For instance, they collect data fromChIP-seq exper-
iments that showwhere a TF binds to theDNAof target genes. Chromatin immunoprecipita-
tion followedby sequencing (ChIP-seq) has become the standardmethod formapping protein-
binding locations and biochemical changes across the genome. It is a method for analyzing
protein-DNA interactions by using antibodies to isolate specific proteins or DNA-bound nu-
cleosomes. This technique allows for the precise mapping of these interactions across the
genome, which was enhanced by the introduction of next-generation sequencing (NGS). Un-
like its predecessor, ChIP-chip, which used microarrays to identify DNA-protein fragments,
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ChIP-seq directly sequences the fragments, offering higher resolution, better coverage, and
more accurate data [47, 48].

They also check if theDNA sequenceswhere theTF binds have specific patterns called bind-
ing motifs. When researchers use single-cell RNA-seq data, they often validate inferred inter-
actions using data from the same or similar cell types. In summary, different databases provide
varying types of information about gene interactions, from broad functional links to specific
experimental evidence, helping researchers assess the accuracy of their inference methods [49].
In this study, the following types of ground-truth datasets were utilized for experimental single-
cell RNA-seq datasets:

• Cell-type-specific: For each experimental scRNA-seqdataset, theENCODE[50],ChIP-
Atlas [51], and ESCAPE [52] databases were searched for ChIP-seq data from the same
or similar cell types.

• LOF/GOF: The loss-of-function/gain-of-function (LOF/GOF) dataset from the ES-
CAPE [52] database.

• Nonspecific: These networks include general transcriptional regulatory interactions
not limited to specific cell types. Three key resources were used:

DoRothEA [53]: IntegratesChIP-seq and transcriptional regulatory information
frommultiple sources. Two levels of evidence in this database were considered: A
(curated/high confidence) and B (likely confidence).
RegNetwork [54]: Includes genome-wideTF–TF,TF–gene, andTF–microRNA
regulatory relationships in human andmouse collected from various sources. The
TF–TF and TF–gene interactions were used for this analysis.
TRRUST [55]: Contains TF–target interactions collected based on text-mining
followed by manual curation for human and mouse.

• Functional: The human andmouse STRING [56] networkswere used. An interaction
here is functional and need not correspond to transcriptional regulation. This type of
ground-truth network was selected due to the observation that many GRN methods
predict indirect interactions for Boolean models [10].

This thesis exclusivelyutilizes experimental scRNA-seqdatasets (hESC,mESC,hHEP,mDC),
including those with transcription factors and 500 additional genes (TF+500), as well as those
with transcription factors and1000 additional genes (TF+1000), and their corresponding ground-
truth networks (Cell-type-specific, Nonspecific, STRING and LOF/GOF), ensuring that the
evaluation of GRN inference algorithms aligns with realistic biological conditions.
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4
Methods

This chapter introduces the models evaluated in this study: GENIE3, a decision tree-based
method, and scGeneRAI, which employs the explainable artificial intelligence technique of
layerwise relevance propagation (LRP) for gene regulatory inference. These are unsupervised
methods that infer regulatory interactions solely from expression data. In contrast, GNNLink
and STGRNS are supervised methods that combine both expression data and known gene
pairs to infer gene regulatory networks. GNNLink is a deep learning method focused on link
prediction, while STGRNS leverages the transformer architecture. Following the introduc-
tion of the models, this chapter presents the contributions and hypotheses tested throughout
the study. These contributions involve thorough evaluation of models’ performance, modifi-
cations and extensions to the original models, as well as new experimental setups.

4.1 GENIE3

GENIE3 [11] (GEneNetwork InferencewithEnsembleofTrees) is a decision tree-basedmethod
that gained recognition as the top performer in the DREAM4 In Silico Network Challenge
[57]. It infers GRNs by using feature selection through ensembles of regression trees. Unlike
linear regression models, tree-based methods like GENIE3 do not assume a specific nature of
gene regulation, making them suitable for handling both combinatorial and non-linear inter-
actions. Random forest regression, a notable tree-based approach, generates directed graphs of
regulatory interactions, including feedback loops, resulting in more realistic GRNs [11].
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The process begins by collecting a set of measurements from experiments, referred to as a
learning sample. This sample consists ofNmeasurements, where each measurement contains
the expression values of p genes from a particular experiment. Learning sample is defined as
follows:

LS = {x1, x2, . . . , xN},

with xk ∈ Rp, k = 1, . . . ,N representing a vector of expression values of all p genes in the k-th
experiment:

xk = (x1k, x2k, . . . , x
p
k)

T.

Using this learning sample, algorithm aims to predict the regulatory links between genes. Most
algorithms begin by ranking the potential regulatory links frommost to least significant. By set-
ting a threshold on this ranking it is possible to obtain a practical network prediction. The issue
of determining the optimal confidence threshold is not addressed in this task. Here, network
inference algorithm is described as a procedure that uses a learning sample to assign weights
wi,j ≥ 0, (i, j = 1, . . . , p) to potential regulatory links from gene i to gene j. The goal is to
produce higher weights for links that represent actual regulatory interactions [11].

GENIE3 approach involves breaking down the task of recovering a network of p genes into
p subproblems, with each subproblem focused on identifying the regulators of a single gene.
Using gene expression data, the aim is to find the subset of genes that directly influence or pre-
dict the expression of a target gene. This task is treated as a feature selection problem within
supervised learning. Tree-based ensemble methods are used to rank features, and the process
leverages this mechanism to identify regulatory genes. In the following paragraphs, the proce-
dure for addressing the network inference problem through feature selection techniques will
be outlined, followed by an application of the procedure using tree-based ensembles [11].

The expression of each gene in a given condition is modeled as a function of the expression
values of other genes in thenetwork, alongwith some randomnoise. The function that governs
gene j’s expression is assumed to depend only on genes that are directly connected to gene j in
the network. Therefore, identifying regulatory links for gene j involves determining which
genes’ expressions predict the expression of gene j. This problem can be viewed as a feature
selection task in regression, with numerous existing solutions. In this context, a feature ranking
method is employed, which orders the features based on their relevance to the output, instead
of directly providing a subset of features [11].

The network inference procedure (shown in Figure 4.1) is carried out as follows. For each
gene, the algorithm generates a learning sample consisting of input-output pairs, where the
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input includes the expression values of all genes except the target gene. Feature selection tech-
niques are then applied to determine the strength of the relationship between the target gene
and each of the other genes. These relationships are represented by confidence scores that re-
flect the likelihood of a regulatory connection. Finally, the confidence scores for all genes are
aggregated to produce a global ranking of the regulatory links, providing a comprehensive view
of the gene network. The problem’s complexity and the proposed solution impose constraints
on feature selection techniques. These constraints include the expectation that functions fj
have to involve multiple genes and exhibit non-linearity, while the number of input features
exceeds the number of observations. Efficient computation is crucial as the algorithm needs to
be rerun p times for p genes, emphasizing the need for speed andminimal manual tuning. Tree-
based ensemble methods are well-suited for the task because they do not assume the nature
of the target function. They can handle interactions between features and non-linear relation-
ships effectively. Additionally, these methods are efficient in scenarios with numerous features,
offering fast computation, scalability, and requiring minimal parameter tuning [11].

Each subproblem, represented by a learning sample LSj, is approached as a supervised re-
gression task. The goal is to minimize prediction errors using square error loss. This involves
finding a function fj that accurately predicts the expression of gene jbased on the expressions of
other genes in the network. Regression trees are employed to tackle this challenge by creating
hierarchical models. The core principle of this approach is to recursively divide the learning
sample using binary tests on selected input variables, aiming to reduce the variance of the pre-
dicted gene expression xj across different subsets of samples. For numerical variables, potential
splits compare input variable values against a dynamically determined threshold during the tree-
building process. This method effectively addresses complex relationships and non-linearities
in gene expression data, facilitating accurate predictions through iterative refinement of predic-
tive models [11].

Ensemble methods often enhance the performance by combining predictions from multi-
ple trees. In the presented network inference procedure Random Forests and Extra-Trees are
evaluated. These methods utilize randomization techniques to improve predictive accuracy
and robustness in gene regulatory network inference. Each tree in the Random Forest ensem-
ble is trained on a bootstrap sample from the original learning dataset. At each test node of
the decision tree, a subset of K attributes (features) is randomly selected from all available at-
tributes. The best split at each node is determined based on these randomly selected attributes.
Unlike Random Forests, each tree in the Extra-Trees ensemble is built on the original learning
sample without bootstrap sampling. At each node of the tree, instead of evaluating all possi-

37



ble splits, Extra-Trees consider K random splits. Each random split is determined by selecting
one input feature (attribute) randomly and a threshold for that feature. For these two meth-
ods, ensembles of 1000 trees are grown, and two values of the main parameter are considered:
K =

√
p− 1 and K = p − 1, where p − 1 is the number of inputs, equal to the number of

potential regulators of each gene [11].

One notable feature of tree-based methods is their ability to compute a variable importance
measure from a tree, which ranks the input features based on their relevance in predicting the
output. Out of various variable importance measures that have been proposed, the measure
considered here computes the total reduction in the variance of the output variable at each test
nodeN, as defined by:

I(N ) = # SVar(S)−# StVar(St)−# SfVar(Sf)

S represents the samples at nodeN , St and Sf are subsets where the test is true and false, respec-
tively, Var(.) is the variance of the output in a subset, and# indicates the number of samples in
a set. The sumof I values of all tree nodeswhere this variable is used for splitting determines the
overall importance of one variable for a single tree. Variables not selected get a zero importance
score, while those chosen near the root receive higher scores. For ensembles, attribute impor-
tance can be averaged across all trees, enhancing reliability due to variance reduction [11].

Each tree-based model generates an individual ranking of genes as potential regulators of
a target gene, with weights wi,j calculated as the sums of total variance reductions as defined
previously. The total variance of the output variable explained by the tree can be equated to
the sumof the importances of all variables in the tree. For unpruned trees, such as those used in
RandomForests and Extra-Trees ensembles, this value typically closely approximates the initial
total variance of the output variable ∑

i=j

wi,j ≈ NVar(S)

S represents the learning sample used to build the tree, and Var(S) denotes the variance of the
target gene estimatedwithin that specific learning sample. Tomitigate bias in regulatory link or-
dering based on weights wi,j, which could favor highly variable genes, initially gene expressions
are normalized to have unit variance across the training set. This normalization step precedes
the application of tree-based ensemble methods [11].
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Figure 4.1: The GENIE3 procedure generates a learning sample (LSj) for each gene j ∈ {1, . . . , p}, with gene j’s expres‐
sion levels as output and all other genes’ expression levels as inputs. A function fj is learned from LSj, and a local ranking
of all genes excluding j is computed. Global ranking of regulatory links is formed by aggregating the p local rankings. Figure
taken from [11]

4.2 ScGeneRAI

The scGeneRAI [12] (single-cell Gene Regulatory network prediction by explainable AI) ap-
proach to the problem of gene regulatory inference is centered on employing the explainable ar-
tificial intelligence method layerwise relevance propagation (LRP). To predict single-cell gene
regulatory networks, scGeneRAI works in two main steps: First, it trains a deep neural net-
work to estimate the expression level of a specific gene. It does this by looking at random sets
of other genes. Essentially, it learns how the expression of one gene can be influenced by the
expression of other genes. After the neural network is trained, LRP is used. LRP helps de-
termine how important each of the other genes is in making the prediction about the specific
gene. It analyzes the neural network’s decisions to figure out which genes contribute most to
the prediction. The input dataset consists ofN samples (cells) and p features (genes). Initially,
a neural network is trained to estimate genes in a sample using a random subset of other genes.
Then, a gene prediction is performed based on K randomly selected sets of other genes, using
the trained neural network. In order to determine the relevance of each gene for the prediction
of the target gene, LRP is applied after each prediction. Finally, by averaging these relevance
over all K repetitions, raw LRP values between target gene and the predicting genes are gen-
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erated. After repeating this procedure for every possible target gene a full matrix of raw LRP
values with dimension p × p is created [12].

Figure 4.2: Workflow for inferring single‐cell GRNs using scGeneRAI: A neural network is trained on scRNA‐seq data to
predict the expression of each gene based on selected sets of other genes. After training, the single‐cell GRN is predicted
in three steps: (1) Predict the target gene’s expression using a set of predictor genes. (2) Use LRP to assess the relevance
of each gene in the prediction. (3) The LRP scores are then used to quantify the interaction strength between the target
gene and all predictor genes. This process is repeated for n masks and for all genes as target genes. Figure taken from [12].

The neural network consists of two hidden layers, each with a width proportional to the
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number of genes (10·p), allowing its capacity to scale with the dataset. It is designed to im-
pute missing gene data, where p is the total number of genes, and q is the number of missing
genes. Each gene with an abundance a is encoded as a tuple (a, 1 − a), with (0, 0) represent-
ing missing genes. The input vector is thus of size 2 · p and maps to an output vector of size
p. Training parameters include stochastic gradient descent with a learning rate of 0.02 and a
PyTorch learning rate scheduler with a weak exponential decay (γ = 0.995) to ensure network
convergence. The batch size is set to 5, and momentum was configured at 0.9. The log hy-
perbolic cosine loss function is utilized as the training loss. Using the trained neural network
model, it is possible to identify which input genes contribute to the prediction of each output
gene. The function F of the neural network takes input genes to produce output genes and
is defined as: (y1, . . . , yp) = F(x1, x2 . . . , xp, ). The goal is to compute a matrix of relevance
scores Ril that shows how much each input gene i contributes to each output gene l. This
process is known as attribution. Given its robustness and computational efficiency, the Layer-
wiseRelevance Propagation is utilized. In a single forward/backward pass through the network
Layer-wise Relevance Propagation allows extraction of a collection of scores (Ril)

p
i=1 for each

output yl. LRP initiates from the neural network’s output, beginningwith a specific predicted
gene value yl. It then iteratively propagates this score through the network layers towards the
input, employing a systematic layer-wise approach. The activation of neuron k is defined by
the equation

ak = ρ

∑
0,j

ajwjk + bk


with j and k representing indices for neurons in two adjacent layers, while aj and ak represent
their respective activations. wjk and bk are parameters learned from data, ρ is either a ReLU or
linear activation function, and

∑
0,j sums over all input neurons j plus a bias (represented by a

constant activation a0 = 1 and weight w0k = bk). The following propagation rule, known as
’generalized LRP-γ’ is used to propagate relevance scores to a lower layer (i.e. from the layer of
neouron k onto the layer of neuron j):

Rj =
∑
k

a+j · (wjk + γw+
jk ) + a−j · (wjk + γw−

jk )∑
0,j a

+
j · (wjk + γw+

jk ) + a−j · (wjk + γw−
jk )

· 1ak>0 · Rk

+
∑
k

a+j · (wjk + γw−
jk ) + a−j · (wjk + γw+

jk )∑
0,j a

+
j · (wjk + γw−

jk ) + a−j · (wjk + γw+
jk )

· 1ak<0 · Rk
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Here, Rk represents the relevance score assigned to neuron k as yl propagates backward from
the top layer to neuron k’s layer in the neural network. (·)+ and (·)− denote max(0, ·) and
min(0, ·), respectively. Explanation quality is maximized by appropriately selecting the hyper-
parameter γ. Finally, at the input layer, there are 2p explanation scores that indicate gene con-
tributions, with each gene represented by a pair of values. The desired p relevance scores are ob-
tained by summing the remaining 2p scores into an p-dimensional vector that represents each
gene’s contribution. Repetition of the LRP procedure K times for random sets of predicting
genes yields the rawLRP score (LRPr) which represents the average over these sets. Afterwards,
LRPr scores are calculated for all predicted genes, producing an p × p matrix that represents
gene-to-gene interactions [12].

4.3 GNNLink

GNNLink [13] is a supervised deep learning method that aims to infer gene regulatory net-
works through link prediction. The GNNLink framework (shown in Figure 4.3) consists of
several key components: rawdata preprocessing, interaction graph encoder based onGCNand
GRN reconstruction. The input for GNNLink consists of scRNA-seq gene expression data
and a generic GRN (known gene pairs) [13].

After preprocessing raw single-cell expression data, a GCN-based interaction graph encoder
is used to learn gene features by leveraging the structure of the gene interaction graph. This al-
lows themodel to gather information from nearby nodes and develop features that capture the
structure of the surrounding network. These obtained features, represented as a gene feature
matrix H, are then used as the foundation for predicting gene regulatory dependencies. The
GNNLinkmodel computes dot products on gene feature vectors to derive comprehensive gene
regulatory relationships:

R = ReLU(HHT)

Here, ReLU represents the activation function. ThematrixR represents reconstructedGRNs,
with each element denoting the regulatory action score for a gene pair.Expanding on this out-
lined method for computing the score matrixR of the reconstructed gene regulatory network,
the loss function is defined as:

ℓ =
∑

(i,j)∈Ω+∪Ω−

Φ(R(i, j),A(i, j)) + λ∥Θ∥2F
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Here, Ω+ and Ω− represent the positive and negative sample sets used in model training, re-
spectively. The parameter matrix Θ of the GNNLink model is denoted by Θ, with λ serving
as a weight factor to adjust its impact. The optimization process employs mean square error
(MSE) loss Φ(.), quantifying the difference between predicted gene regulation scores and ac-
tual dependencies in the datasets. The Adam optimizer iteratively updates model parameters
until convergence, enabling the derivation of the gene regulation scorematrixR. Higher values
ofRij indicate stronger regulatory connections between genes i and j. During training, encoder
parameters are simultaneously updated with gene features [13].

Figure 4.3: Overview of the GNNLink framework: (A) GRN inference is framed as a linkage prediction problem, aiming to
identify potential edges based on existing ones. (B) Imputation of scRNA‐seq expression data. (C) Learning node features,
where AGG(∙) aggregates features from connected nodes, such as node 3. (D) The GNNLink model consists of three main
steps: preprocessing raw data, learning node features to capture key gene information, and reconstructing the interaction
graph for link prediction, with gene interdependencies represented by the dot product. Figure taken from [13].

43



4.4 STGRNS

STGRNS [14] is a supervised method that utilizes the transformer architecture. Key modules
that comprise the structure of STGRNS include the GEM (Gene Expression Motif) module,
the positional encoding layer, the transformer encoder, and the classification layer. The pur-
pose of the GEM module is to reconfigure gene pairs into a format suitable for input by the
transformer encoder. The positional encoding layer captures positional or temporal informa-
tion, while the transformer encoder calculates the correlation of different sub-vectors. The
final classification output is produced by the classification layer [14].

Figure 4.4: STGRNS architecture: (a) The processing flow of each gene pair; (b) Encoder layer and (c) classification layer;
Figure taken from [14]
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GEM is a data processing approach based on the assumption that the expression values
of genes regulated by a shared transcription factor (TF) are synchronous for certain spans or
phases. Xi = (Xi,1,Xi,2, . . . ,Xi,N) represents the expression vector of gene i, where N is the
number of cells. Contiguous subvectors of are generated from the vector Xi, with their length
s determined by a ”window size” parameter. For gene i, the l-th sub-vector Xi,l is defined as
Xi,l = (Xi,ls+0,Xi,ls+1, . . . ,Xi,ls+s−1), where l ranges from 1 to N

s . Following this segmentation,
gene i (represented byXi) and gene j (represented byXj) in a gene pair (Xi,Xj) are vectorized as
Xi = (Xi,0,Xi,1, . . . ,Xi,Ns

) and Xj = (Xj,0,Xj,1, . . . ,Xj,Ns
), respectively. Each sub-vector in Xi

and Xj is concatenated into a unified sub-vector Xij,m, where m varies from 0 to N
s . Formally,

Xi andXj are combined to form a new vectorXij = (Xij,0,Xij,1, . . . ,Xij,Ns
), serving as the input

for the transformer encoder [14].
When Xij is put into the transformer encoder, the order or temporal information of gene

expression vectors is lost. To retain positional information, sinusoidal positional encoding is
used. Odd-numbered sub-vectors are represented by the sine function, and even-numbered
sub-vectors by the cosine function, defined as follows:

PE(m, 2n) = sin
(

m
10, 0002n/s

)
(Equation 1)

PE(m, 2n+ 1) = cos
(

m
10, 000(2n+1)/s

)
(Equation 2)

Here, m denotes the position Xij,m within Xij, 2n represents even sub-vectors, and 2n + 1
represents odd sub-vectors.

Transformer encoder layer consists of two sub-networks: a multi-head attention network
anda feed-forwardnetwork. The exceptional performanceof the attentionmechanism is largely
due to several unique properties. One key feature is its ability to focus intensely on important
sub-vectorswithin gene expression vectors. This is consistentwith the proposedGEM.Thanks
to this mechanism, STGRNS can disregard the negative impacts of insignificant sub-vectors.
Another feature is its ability to capture connections globally, allowing it to fully utilize discon-
tinuous sub-vectors to enhance the accuracy of STGRNS. Specifically, STGRNS utilizes the
Scaled Dot-Product Attention mechanism. This process involves calculating a weighted sum
of sub-vectors usingweights determinedby a softmax function. Theseweights are derived from
the similarity (measured by dot-products) between Query (Q) and Key (K) vectors, ensuring
that more relevant sub-vectors receive higher weights. This process helps STGRNS effectively
capture and utilize relevant information from gene pairs during its computations. Mathemati-

45



cally expressed, the attention mechanism is:

Attention(Q,K,V) = softmax
(
QK⊤
√
S

)
where Q = WqXposi, K = WkXposi, V = WvXposi, the Wq,k,v represents the linear project
weight, softmax(zi) = exp

(
zi∑
j zj

)
. Multi-head self-attention is employed to capture diverse

interaction information across multiple projection spaces. Setting the hyperparameter head to
2 in STGRNS enables two simultaneous self-attention operations.

MultiHead(Q,K,V) = Concat(head1, head2)

with headh = Attention(Qh,Kh,Vh).

After multi-head attention is applied to Xposi, the resulting vectors undergo further process-
ing through a residual connection and layer normalization, yielding

Xattention = LayerNorm(Xposi + Xattention)

This step ensures that the outputs are stabilized and standardized before being passed as in-
put to the feed-forward network. The residual connection preserves information from the orig-
inal inputXposi, while layer normalization adjusts the scale and distribution of the vectors, opti-
mizing them for subsequent processing in the network. This transformation preparesXattention

to effectively capture and integrate features relevant to the task at handwithin the feed-forward
network. Self-attention, while capable of using adaptive weights and focus on all sub-vectors,
may still miss capturing certain nonlinear features. To address this, a feed-forward network is
used to enhances nonlinearity. This network consists of two linear layers with ReLU activa-
tion:

Xencoder = max(0,XattentionW1+ b1)W2+ b2

STGRNS employs an average pooling layer to compute Xaverage = mean(Xencoder), consol-
idating encoded vectors. The subsequent classification layer involves two linearly connected
networks with ReLU activations, transforming Xaverage into (Xpredict according to the folowing
equation:

Xpredict = max(0,XaverageW1+ b1)W2+ b2
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Despite its straightforward nature, this layer proves effective through the GEM, even with-
out a transformer encoder layer. For binary classification, the output Xpredict is processed by a
sigmoid function S(Xpredict) = 1

1+e−Xpredict , and optimization is managed by the Adaptive Mo-
mentum Estimation algorithm [14].

4.5 Contributions

4.5.1 Evaluation of GRN InferenceMethods

This work focuses on evaluatingGRN inferencemethods using experimental single-cell RNA-
seq datasets, specifically hESC, hHEP, mESC, and mDC. Notably, scGeneRAI has not been
tested on these datasets; rather, it has primarily been examined on curated network datasets
derived from publishedmodels of gene regulatory networks. This evaluation aims to provide a
comprehensive comparison of themethods’ performance across these experimental conditions.
It is anticipated that the supervised approacheswill perform significantly better in terms ofAU-
ROC and AUPRCmetrics, as they leverage training and validation data derived from ground
truth. Additionally, it is crucial to consider computational time as a performance parameter, as
it reflects the efficiency of the methods in practical applications. Efficient algorithms are more
suitable for large-scale datasets commonly encountered in genomic studies.

4.5.2 Variability in Ground-Truth GRNs

Ground-truth GRNs, such as STRING, cell-type-specific, and nonspecific networks, encom-
pass different sets of genes. This variability is crucial to consider when developing and applying
GRN inference methods. In supervised learning approaches, the training process focuses on
genes relevant to the specific networks, as the datasets are curated to include only pertinent
genes. This curation ensures that the learning process is focused solely on relevant gene inter-
actions. However, unsupervised methods, which do not rely on predefined labels or curated
training sets, lack this inherent filtering mechanism. As a result, when applying unsupervised
methods to inferGRNs, there is a risk that the predicted relationshipsmight include genes that
are irrelevant or absent in certain specific networks. To address this, it is essential tomodify un-
supervised methods to incorporate a filtering step that excludes genes that are not relevant to
the specific network being studied. After the initial network inference, predicted relationships
can be filtered to exclude any gene pairs that involve genes not found in the specific network’s
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gene set. This step refines the predictions and enhances the relevance of the inferred network.
Following the application of GENIE3 and scGeneRAI, the resulting gene pairs will be filtered
according to each network type and subsequently reevaluated to ensure the accuracy and rele-
vance of the inferred relationships.

4.5.3 Datasets Derived from Expression Data

Traditional literature-based datasets used for training gene regulatory network inference algo-
rithms often suffer from incomplete or biased data, as our knowledge of gene interactions is still
evolving. To address these limitations, deriving training and validation datasets directly from
expression data offers a more reliable alternative. Unlike literature-based datasets, expression
data captures direct observations of gene activity and interactions, making it less susceptible to
research biases. The main idea involves using Pearson correlation data between gene pairs to
build the training and validation datasets. This ensures that the datasets are directly derived
from real biological evidence. The correlations are converted to absolute values to emphasize
the strength of the correlation rather than its direction. The strongest (those greater than or
equal to the 55th percentile) and weakest (those below or equal to the 45th percentile) corre-
lations are selected, with the strongest labeled as ”1” and the weakest as ”0.” GNNLink was
used as the core algorithm while utilizing training and validation datasets derived from Pear-
son correlation analysis. To enhance the relevance and accuracy of the training and validation
data, several refinements were made to the datasets derived from Pearson correlation of gene
pairs. These refinements aimed to focus on biologically significant relationships and adapt the
datasets for specific network types. The following steps outline the various methods applied
and how they were used to train the GNNLink algorithm:

1. Initial Variation: The first step involved running GNNLink directly on the training
and validation sets derived from the Pearson correlation of gene pairs. This provided a
baseline result, reflecting the initial associations inferred from the expression data.

2. Filtering Based on Transcription Factors: In the next step, the initial results were re-
fined by filtering out cases where the first gene in the pair was not a transcription factor
before labeling. This stepwas crucial in focusing on regulatory relationships. GNNLink
was then executed again on this refined training and validation data.

3. Network Type-Specific Filtering: Recognizing that different network types (e.g., Spe-
cific,Nonspecific, STRING,LOF/GOF) involve distinct gene sets, a further refinement
was applied. For each network type, a list of relevant genes was compiled, and the train-
ing and validation data were filtered accordingly to retain only pairs relevant to each
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network type. GNNLink was then run again, resulting in network type-specific predic-
tions.

4.5.4 Effect of TF Frequency on GRN Inference

Transcription factors exhibit variable prevalence in biological systems; some TFs are highly
prevalent and regulate a wide range of genes, while others are less common [58]. Failing to
account for this variability can skew predictions, potentially leading to inaccurate representa-
tions of gene relationships where the influence of less prevalent TFs is either exaggerated or
underestimated. The modification of the GNNLink approach aimed to address this issue by
integrating TF frequency data into the prediction process. By incorporating the prevalence
of different TFs, the updated method seeks to more accurately reflect their influence on gene
relationships. This enhancement ensures that the predictions are better aligned with the ac-
tual distribution and regulatory impact of TFs, potentially leading tomore precise and reliable
predictions of gene interactions.

Baseline models indicated potential to enhance the performance of GRN inference by in-
corporating additional information about transcription factors. Specifically, leveraging the
frequency of transcription factor occurrences across different networks could provide valuable
context for improving predictions. To explore this potential, modifications were made to the
GNNLink model to incorporate lookup tables containing this information. The first step in
this modification involved creating lookup tables that store the raw counts of occurrences for
each transcription factor across various networks. These lookup tables serve as an additional
input to the model, providing it with prior information that could be beneficial during the
learning process. To integrate these lookup tables into the GNNLink model, modifications
were made to the data loading process. After loading and normalizing the expression data, an
additional step was introduced to incorporate the information from the lookup tables. This
involved adjusting the feature matrix used for training the model.

In this step, the featurematrix is adjusted by adding values from the lookup table to each row
of the normalized expression data. The function lookup_dict.get(geneName[i], 0) re-
trieves the correspondingvalue fromthe lookup table for eachgene, identifiedbygeneName[i].
If a gene does not exist in the lookup table, a default value of 0 is used. This approach ensures
that the model receives additional contextual information about the transcription factors’ oc-
currences as part of its input features.
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Building on the initial approach of integrating raw count lookup tables, further experimen-
tation was conducted to refine the model by incorporating TF frequencies rather than raw
counts. In this approach, a lookup table of TF frequencies was utilized to adjust gene expres-
sion values based on percentiles derived from these frequencies. After normalizing the gene
expression data, each gene’s expression value was modified according to its associated TF fre-
quency percentile. Specifically, genes with higher TF frequencies received increased expression
values, while those with lower frequencies had reduced values. The modification involved the
following steps:

1. Loading and Normalizing Data: Gene expression data were loaded and normalized as
usual.

2. Frequency Lookup Table: A lookup table of TF frequencies was read and used to de-
termine the percentile thresholds.

3. Feature Adjustment: Expression values were adjusted based on the TF frequency per-
centiles. Genes with TF frequencies above specific percentiles had their expression val-
ues increased by a multiplication factor proportional to the percentile, whereas genes
below certain thresholds had their values decreased.

To determine the optimal multiplication factor, a grid search was conducted where each
factor was evaluated by training the model and recording the AUC values over several epochs.
The performance of each factor was assessed based on the last epoch’s AUC. The factor with
the highest last epoch AUCwas selected as the best, ensuring that the chosen factor optimized
the model’s performance in leveraging TF frequencies for GRN inference.

50



5
Experimental Results

This chapter begins by introducing the metrics used for the evaluation of the various meth-
ods. The evaluation metrics serve as a means to assess the performance of the models in pre-
dicting gene regulatory relationships. The results are then presented for the evaluation of the
methods in their original form, including GENIE3, scGeneRAI, GNNLink, and STGRNS.
Following this, results are provided for the various modifications and further experiments con-
ducted. Each model was run five times on every dataset to evaluate performance consistency
and account for potential variability in the results. This repetition enabled the calculation of
standard deviation. The standard deviation values are shown below the means in the result
tables. Further analysis focused on identifying significant changes in performance, distinguish-
ing meaningful improvements from random fluctuations within one standard deviation.

5.1 Chosen EvaluationMetrics

The simplest way to compare a ground truth network with its target is by examining the topol-
ogy: which nodes are connected to which others? A common method for evaluating a pro-
posed network is to check if the inferred connections between nodes are present or absent in
the ground truth network [59]. In the context of GRN inference, the concepts of true posi-
tives, false positives, true negatives, and false negatives are crucial for evaluating the accuracy of
predicted regulatory interactions between genes. Here’s how each term applies:
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• True Positive (TP):These are correctly predicted regulatory interactions. For example,
if the model predicts that Gene A regulates Gene B, and this relationship is confirmed
by experimental data (ground truth), it counts as a true positive.

• True Negative (TN): These are correctly predicted non-interactions. If the model pre-
dicts that Gene A does not regulate Gene B, and this lack of interaction is confirmed by
ground truth data, it counts as a true negative.

• False Positive (FP): These are incorrect predictions where the model predicts a regula-
tory interaction between two genes that does not actually exist according to the ground
truth data. For instance, if the model predicts that Gene A regulates Gene B, but exper-
imental data shows that there is no such interaction, this is a false positive.

• False Negative (FN): These are incorrect predictions where the model fails to predict
an existing regulatory interaction. For example, if Gene A is known to regulate Gene B
according to experimental data, but themodel does not predict this interaction, it counts
as a false negative.

This terminology relies on a binary classification of edges, meaning it focuses on whether an
edge exists in the network or not. This method is generally sufficient since it works for both
directed and undirected networks. However, when distinguishing between activating and in-
hibiting effects, the same classification can be extended to three categories: ’activation,’ ’inhi-
bition,’ or ’no effect.’ For example, if an activation is predicted but an inhibition is actually
expected, it would be considered a false positive [60]. Although this tripartite classification
could enhance the analysis by identifying the nature of regulatory interactions, this thesis will
refrain from adopting this extension. Instead, the focus will remain on the simpler binary clas-
sification. This approach allows for concentrating on the presence or absence of relationships
without specifying their regulatory effect.

An essential aspect of assessing aGRN inference algorithm is selecting an appropriatemetric.
A naive approach might involve setting a threshold on the algorithm’s outputs and calculating
the average accuracy for identifying edges’ presence or absence. However, thismethod is flawed
because GRNs tend to be sparse, allowing an algorithm that consistently predicts the absence
of edges to achieve deceptively high accuracy. Amore effective approach is to focus on the ratio
of true positive predictions to all actual positives (sensitivity or recall) and the ratio of true
positive predictions to all predicted positives (precision or positive predictive value) [18].
When inferring a GRN, two common approaches are used for evaluating the reliability of

predictions. First, edges can be ranked based on their reliability. Second, the parameters of
the learning algorithm can be adjusted to generate networks with varying levels of connectivity.
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The performance of the inference method can then be represented through a precision-recall
curve (PRC), which is generated by increasing the number of predicted edges according to one
of these approaches. Similarly, receiver operating characteristic curve (ROC) can also be used
for evaluation. Both the PRC andROC curves have their own benefits and limitations, which
is why they are often used in tandem to assess different inference algorithms. ROC analysis is
primarily suitable for binary classification tasks and allows for a direct comparisonwith random
predictions by calculating AUROC. An AUROC close to 0.5 indicates random performance,
while values above 0.8 are considered good and below 0.7 are deemed poor. However, because
GRNsare often sparse, thenumber of false positives can significantly exceed thenumber of true
positives. This makes specificity (1 − FPR), commonly used in ROC analysis, less appropriate,
as even slight decreases in specificity can lead to a large number of false positives. For this reason,
the PRC curve is often amore suitablemetric for evaluatingGRN inference performance [60].

5.2 GRN InferenceMethods Assessment

As discussed in Section 4.5.1, evaluation of various established GRN inference methods, in-
cluding GENIE3, scGeneRAI, GNNLink, and STGRNS, is conducted to establish a baseline
for comparative analysis and performance benchmarking. Each method is tested in its original
form, and the results, including AUROC andAUPRCmetrics, are presented in Table 5.1 and
Table 5.3 for TF+500 datasets and in Table 5.2 and Table 5.4 for TF+1000 datasets. It can
be observed that the unsupervised methods, GENIE3 and scGeneRAI, perform significantly
worse compared to the supervised methods, GNNLink and STGRNS.

The AUROC and AUPRC values for GENIE3 and scGeneRAI across different network
types (introduced in Section 3.3) for TF+500 datasets are summarized in Table 5.1. When
applied to the TF+500 datasets, GENIE3’s AUROC values hover between 0.503 (LOF/GOF,
mESC) and 0.671 (STRING,mDC) depending on the specific dataset and network type, with
the highest value observed in the STRING network. Similarly, scGeneRAI shows AUROC
values ranging from 0.445 (Specific, hHEP) to 0.590 (Specific, hESC) for the same datasets.
These results highlight that while there is some variability in performance depending on the
dataset, the overall predictive capability of these unsupervised methods remains limited. The
AUPRC values further underscore this trend of weak performance, with values ranking from
0.001 to 0.012. These low precision-recall values indicate that both methods struggle to iden-
tify true positive gene interactions from the large number of potential false positives.
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Method Network hESC mESC hHEP mDC

auroc auprc auroc auprc auroc auprc auroc auprc

GENIE3

Specific
0.510
±0.001

0.003
±0.00005

0.537
±0.001

0.012
±0.00007

0.512
±0.002

0.005
±0.00005

0.557
±0.005

0.001
±0.00001

Nonspecific
0.524
±0.002

0.002
±0.00004

0.576
±0.002

0.003
±0.00004

0.508
±0.002

0.002
±0.00001

0.625
±0.002

0.004
±0.00014

STRING
0.652
±0.002

0.005
±0.00004

0.624
±0.001

0.005
±0.00022

0.632
±0.001

0.007
±0.00010

0.671
±0.002

0.008
±0.00077

LOF/GOF - -
0.503
±0.003

0.003
±0.00004

- - - -

scGeneRAI

Specific
0.590
±0.015

0.004
±0.00034

0.532
±0.006

0.012
±0.00007

0.445
±0.007

0.003
±0.00007

0.520
±0.014

0.001
±0.00015

Nonspecific
0.520
±0.011

0.002
±0.00012

0.495
±0.007

0.002
±0.00007

0.503
±0.008

0.002
±0.00022

0.540
±0.006

0.005
±0.00026

STRING
0.452
±0.009

0.002
±0.00023

0.473
±0.007

0.002
±0.00022

0.459
±0.006

0.003
±0.00015

0.540
±0.007

0.005
±0.00098

LOF/GOF - -
0.571
±0.012

0.003
±0.00045

- - - -

Table 5.1: AUROC and AUPRC for the unsupervised methods GENIE3 and scGeneRAI on TF+500 datasets show relatively
poor performance.

Method Network hESC mESC hHEP mDC

auroc auprc auroc auprc auroc auprc auroc auprc

GENIE3

Specific
0.502
±0.002

0.003
±0.00005

0.542
±0.001

0.013
±0.00005

0.514
±0.004

0.005
±0.00005

0.573
±0.005

0.001
±0.00005

Nonspecific
0.510
±0.001

0.002
±0.00001

0.576
±0.001

0.003
±0.00005

0.512
±0.005

0.001
±0.00004

0.598
±0.001

0.003
±0.00005

STRING
0.637
±0.001

0.004
±0.00001

0.646
±0.001

0.005
±0.00005

0.637
±0.002

0.007
±0.00009

0.629
±0.001

0.005
±0.00005

LOF/GOF - -
0.504
±0.001

0.003
±0.00008

- - - -

scGeneRAI

Specific
0.583
±0.009

0.004
±0.00013

0.540
±0.011

0.008
±0.00349

0.574
±0.005

0.001
±0.00005

0.546
±0.011

0.001
±0.00005

Nonspecific
0.547
±0.007

0.002
±0.00004

0.500
±0.010

0.001
±0.00040

0.483
±0.016

0.001
±0.00001

0.561
±0.016

0.003
±0.00019

STRING
0.451
±0.006

0.002
±0.00004

0.478
±0.008

0.001
±0.00021

0.451
±0.007

0.001
±0.00004

0.526
±0.012

0.004
±0.00049

LOF/GOF - -
0.641
±0.101

0.004
±0.00167

- - - -

Table 5.2: AUROC and AUPRC results for the unsupervised methods GENIE3 and scGeneRAI on TF+1000 datasets.
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The pattern of performance for unsupervised methods GENIE3 and scGeneRAI seen in
TF+500datasets extends to theTF+1000 datasets, as seen inTable 5.2. Although theAUROC
and AUPRC values show slight variations, they largely mirror the trends seen in the TF+500
datasets. GENIE3 and scGeneRAI both show a marginal increase in AUROC when applied
to larger datasets, but the AUPRC values remain similarly low, reflecting a persistent challenge
in identifying accurate regulatory links without leveraging prior biological knowledge.

The performance of GNNLink and STGRNS across different network types (introduced
in Section 3.3) can be observed in Table 5.3 for TF+500 datasets and in Table 5.4 for TF+1000
datasets. The analysis is summarized as follows:

1. Cell-type-specific:When looking atAUROCvalues, for the cell-type-specificnetworks
in themESCandmDCdatasets, STGRNSshows superior performance, achievinghigher
AUROC scores compared to GNNLink in both TF+500 and TF+1000 settings. In
contrast, for the cell-type-specific networks in the hHEP dataset, GNNLink outper-
forms STGRNS. For the hESC dataset, both methods perform similarly, with only mi-
nor differences in AUROC values across the TF+500 and TF+1000. When consider-
ing AUPRC, STGRNS holds a clear advantage in the cell-type-specific networks of the
mESC dataset, displaying significantly higher values across TF+500 and TF+1000 com-
pared to GNNLink. In the hHEP dataset, STGRNS again outperforms GNNLink
in AUPRC. However, in the hESC dataset, both methods deliver comparable perfor-
mance, though STGRNSmaintains a slight lead. Notably, for the cell-type-specific net-
works in the mDC dataset, GNNLink performs better in AUPRC.

2. Nonspecific: Across all nonspecific networks, STGRNS consistently achieves better
AUROC scores and higher AUPRC values than GNNLink.

3. STRING:Across almost all STRINGnetworks, GNNLink demonstrates superior per-
formance in both AUROC and AUPRC compared to STGRNS.

4. LOF/GOF: In the context of LOF/GOF networks, GNNLink outperforms STGRNS
in terms of both AUROC and AUPRC.
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Method Network hESC mESC hHEP mDC
auroc auprc auroc auprc auroc auprc auroc auprc

GNNLink

Specific
0.807
±0.007

0.448
±0.020

0.837
±0.008

0.712
±0.004

0.889
±0.006

0.593
±0.006

0.576
±0.059

0.728
±0.004

Nonspecific
0.630
±0.015

0.054
±0.006

0.734
±0.006

0.088
±0.003

0.695
±0.014

0.051
±0.002

0.776
±0.011

0.269
±0.006

STRING
0.906
±0.006

0.592
±0.007

0.903
±0.006

0.468
±0.005

0.898
±0.006

0.560
±0.005

0.902
±0.004

0.595
±0.007

LOF/GOF - -
0.887
±0.008

0.728
±0.006

- - - -

STGRNS

Specific
0.817
±0.008

0.522
±0.015

0.903
±0.003

0.838
±0.001

0.857
±0.002

0.217
±0.002

0.727
±0.014

0.112
±0.007

Nonspecific
0.833
±0.002

0.116
±0.002

0.796
±0.002

0.093
±0.001

0.842
±0.002

0.155
±0.004

0.870
±0.018

0.280
±0.015

STRING
0.808
±0.007

0.226
±0.026

0.766
±0.004

0.112
±0.001

0.862
±0.005

0.328
±0.012

0.889
±0.009

0.564
±0.022

LOF/GOF - -
0.792
±0.005

0.467
±0.008

- - - -

Table 5.3: AUROC and AUPRC results for the supervised methods STGRNS and GNNLink on TF+500 datasets. STGRNS
excels in nonspecific networks, GNNLink outperforms in STRING and LOF/GOF networks, while cell‐specific results vary.

Method Network hESC mESC hHEP mDC
auroc auprc auroc auprc auroc auprc auroc auprc

GNNLink

Specific
0.836
±0.010

0.475
±0.001

0.869
±0.003

0.766
±0.002

0.899
±0.002

0.758
±0.004

0.689
±0.034

0.442
±0.005

Nonspecific
0.658
±0.008

0.064
±0.004

0.736
±0.007

0.090
±0.006

0.691
±0.004

0.035
±0.005

0.772
±0.014

0.276
±0.006

STRING
0.904
±0.002

0.640
±0.005

0.897
±0.004

0.500
±0.003

0.886
±0.011

0.542
±0.002

0.888
±0.003

0.630
±0.007

LOF/GOF - -
0.920
±0.003

0.759
±0.004

- - - -

STGRNS

Specific
0.834
±0.005

0.514
±0.012

0.910
±0.001

0.851
±0.002

0.861
±0.002

0.797
±0.004

0.777
±0.014

0.238
±0.013

Nonspecific
0.862
±0.006

0.145
±0.006

0.809
±0.003

0.110
±0.002

0.887
±0.003

0.191
±0.004

0.886
±0.005

0.281
±0.013

STRING
0.834
±0.002

0.270
±0.008

0.783
±0.002

0.101
±0.006

0.859
±0.005

0.309
±0.007

0.896
±0.002

0.543
±0.019

LOF/GOF - -
0.792
±0.005

0.451
±0.007

- - - -

Table 5.4: AUROC and AUPRC for the supervised methods STGRNS and GNNLink on TF+1000 datasets exhibit patterns
similar to those in the TF+500 datasets.
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In evaluating the performance of the different methods, it is important to note the differ-
ences in running times. Running times for each method can be observed in Table 5.5 and Ta-
ble 5.6. GNNLink demonstrates impressive efficiency, completing tasks involving TFs+500
genes and TFs+1000 genes in a matter of seconds. In contrast, STGRNS can take hours to
run, depending on the dataset. This stark difference in execution time makes GNNLink a
more practical choice for large-scale analyses. Given its rapid execution and competitive per-
formance across various metrics, GNNLink is well-suited for further improvements in gene
regulatory network inference. Its efficiency not only facilitates quicker analyses but also allows
for the exploration of larger datasets without the prohibitive time costs associated with other
methods. Thus, GNNLink stands out as a robust tool for inferring regulatory relationships,
providing a strong foundation for ongoing advancements in this field.

Method hESC TF+500 mESC TF+500 hHEP TF+500 mDC TF+500

GENIE3 3h 6m 13s 2h 10m 56s 1h 19m 43s 1h 13m 32s

scGeneRAI 14h 0m 20s 1 d 1h 35m 57s 15h 29m 25s 10h 21m 03s

STGRNS 2h 36m 10s 3h 44m 52s 2h 26m 27s 1h 11m 47s

GNNLink 8s 12s 10s 6s

Table 5.5: Running times for different methods (GENIE3, scGeneRAI, STGRNS, and GNNLink) on the TF+500 datasets. For
supervised methods (GNNLink and STGRNS), the reported times represent the average across different network types.

Method hESC TF+1000 mESC TF+1000 hHEP TF+1000 mDC TF+1000

GENIE3 5h 4m 40s 3h 55m 46s 2h 27m 28s 2h 21m 40s

scGeneRAI 2d 2h 20m 38s 3d 5h 49m 11s 2d 4h 36m 12s 1d 15h 51m 26s

STGRNS 4h 10m 14s 5h 4m 26s 7h 10m 34s 2h 15m 27s

GNNLink 12s 15s 14s 8s

Table 5.6: Table showing the running times for different methods (GENIE3, scGeneRAI, STGRNS, and GNNLink) on the
TF+1000 datasets. For supervised methods (GNNLink and STGRNS), the reported times represent the average across
different network types.
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5.3 Variability in Ground-Truth GRNs

Following the application ofGENIE3 and scGeneRAI, the resulting gene pairs are filtered and
reevaluated, as detailed in Section 4.5.2. The results obtained after filtering irrelevant genes
from two unsupervised methods, GENIE3 and scGeneRAI, are presented in Tables 5.7 and
5.9 for TF+500 datasets and Tables 5.8 and 5.10 for TF+1000 datasets.
These tables demonstrate the impact of applying a gene pair filtering step, implemented af-

ter the GRN inference process, to unsupervised GRN inference methods. Gene pairs were
removed if they contained a gene that could not possibly appear in ground truth of a particu-
lar network type. The filtering step has a limited impact on the AUROC and AUPRC scores.
While there are small adjustments in these metrics, the overall performance of the prediction
remains largely unaffected by the filtering process. This is likely because the models themselves
are not effectively capturing the task (evidenced by their performance being close to that of a
random classifier). In this context, the filtering of irrelevant genes does not substantially im-
prove the results, as the model’s predictions are already far from optimal.

An important observation is that, while the changes in results may not be drastic, they pro-
vide a more accurate reflection of the model’s performance. It is counterintuitive to include
genes that are definitively absent from the ground-truth GRNs being tested, as those genes
will not contribute to meaningful predictions. Filtering these genes better aligns the evalua-
tion with the true biological networks of interest. However, it’s crucial to consider that these
genes are part of the single-cell expression datasets used for training. By excluding them, there
is a risk of inadvertently introducing a ”supervised” element into an otherwise unsupervised
method. This occurs because filtering genes based on prior knowledge of the test networks
could make the approach more aligned with a supervised learning paradigm.
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Method Network hESC mESC hHEP mDC
auroc auprc auroc auprc auroc auprc auroc auprc

GENIE3

Specific
0.510
±0.001

0.003
±0.00005

0.537
±0.001

0.012
±0.00007

0.512
±0.002

0.005
±0.00005

0.557
±0.005

0.001
±0.00001

Nonspecific
0.524
±0.002

0.002
±0.00004

0.576
±0.002

0.003
±0.00004

0.508
±0.002

0.002
±0.00001

0.625
±0.002

0.004
±0.00014

STRING
0.652
±0.002

0.005
±0.00004

0.624
±0.001

0.005
±0.00022

0.632
±0.001

0.007
±0.00010

0.671
±0.002

0.008
±0.00077

LOF/GOF - -
0.503
±0.003

0.003
±0.00004

- - - -

GENIE3
filtered

Specific
0.504
±0.001

0.003
±0.00001

0.527
±0.001

0.014
±0.00011

0.506
±0.001

0.005
±0.00001

0.556
±0.001

0.001
±0.00010

Nonspecific
0.518
±0.003

0.002
±0.00001

0.565
±0.001

0.004
±0.00004

0.508
±0.001

0.002
±0.00009

0.625
±0.001

0.004
±0.00010

STRING
0.648
±0.001

0.007
±0.00003

0.605
±0.001

0.007
±0.00004

0.635
±0.001

0.008
±0.00007

0.679
±0.001

0.010
±0.00002

LOF/GOF - -
0.501
±0.001

0.004
±0.00003

- - - -

Table 5.7: AUROC and AUPRC for the TF+500 datasets, showcasing the performance of the original GENIE3 and GENIE3
after refining datasets to exclude irrelevant genes.

Method Network hESC mESC hHEP mDC
auroc auprc auroc auprc auroc auprc auroc auprc

GENIE3

Specific
0.502
±0.002

0.003
±0.00005

0.542
±0.001

0.013
±0.00005

0.514
±0.004

0.005
±0.00005

0.573
±0.005

0.001
±0.00005

Nonspecific
0.510
±0.001

0.002
±0.00001

0.576
±0.001

0.003
±0.00005

0.512
±0.005

0.001
±0.00004

0.598
±0.001

0.003
±0.00005

STRING
0.637
±0.001

0.004
±0.00001

0.646
±0.001

0.005
±0.00005

0.637
±0.002

0.007
±0.00009

0.629
±0.001

0.005
±0.00005

LOF/GOF - -
0.504
±0.001

0.003
±0.00008

- - - -

GENIE3
filtered

Specific
0.496
±0.002

0.003
±0.00004

0.534
±0.002

0.016
±0.00004

0.510
±0.004

0.006
±0.00005

0.572
±0.006

0.001
±0.00009

Nonspecific
0.505
±0.001

0.002
±0.00001

0.567
±0.001

0.003
±0.00004

0.509
±0.005

0.002
±0.00003

0.597
±0.001

0.004
±0.00006

STRING
0.631
±0.001

0.006
±0.00002

0.627
±0.001

0.007
±0.00004

0.636
±0.002

0.009
±0.00008

0.638
±0.002

0.006
±0.00004

LOF/GOF - -
0.501
±0.001

0.003
±0.00009

- - - -

Table 5.8: AUROC and AUPRC for TF+1000 datasets, comparing the performance of the original GENIE3 model with
GENIE3 results after excluding irrelevant genes.
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Method Network hESC mESC hHEP mDC
auroc auprc auroc auprc auroc auprc auroc auprc

scGeneRAI

Specific
0.590
±0.015

0.004
±0.00034

0.532
±0.006

0.012
±0.00007

0.445
±0.007

0.003
±0.00007

0.520
±0.014

0.001
±0.00015

Nonspecific
0.520
±0.011

0.002
±0.00012

0.495
±0.007

0.002
±0.00007

0.503
±0.008

0.002
±0.00022

0.540
±0.006

0.005
±0.00026

STRING
0.452
±0.009

0.002
±0.00023

0.473
±0.007

0.002
±0.00022

0.459
±0.006

0.003
±0.00015

0.540
±0.007

0.005
±0.00098

LOF/GOF - -
0.571
±0.012

0.003
±0.00045

- - - -

scGeneRAI
filtered

Specific
0.586
±0.014

0.004
±0.00022

0.511
±0.004

0.014
±0.00008

0.450
±0.006

0.004
±0.00006

0.519
±0.014

0.001
±0.00016

Nonspecific
0.514
±0.012

0.002
±0.00013

0.480
±0.003

0.003
±0.00008

0.504
±0.006

0.002
±0.00021

0.546
±0.008

0.005
±0.00027

STRING
0.467
±0.007

0.004
±0.00021

0.460
±0.007

0.005
±0.00020

0.471
±0.006

0.005
±0.00010

0.542
±0.006

0.008
±0.00096

LOF/GOF - -
0.538
±0.010

0.004
±0.00039

- - - -

Table 5.9: AUROC and AUPRC results for TF+500 datasets, comparing the performance of the original scGeneRAI model
with scGeneRAI results after excluding irrelevant genes.

Method Network hESC mESC hHEP mDC
auroc auprc auroc auprc auroc auprc auroc auprc

scGeneRAI

Specific
0.583
±0.009

0.004
±0.00013

0.540
±0.011

0.008
±0.00349

0.574
±0.005

0.001
±0.00005

0.546
±0.011

0.001
±0.00005

Nonspecific
0.547
±0.007

0.002
±0.00004

0.500
±0.010

0.001
±0.00040

0.483
±0.016

0.001
±0.00001

0.561
±0.016

0.003
±0.00019

STRING
0.451
±0.006

0.002
±0.00004

0.478
±0.008

0.001
±0.00021

0.451
±0.007

0.001
±0.00004

0.526
±0.012

0.004
±0.00049

LOF/GOF - -
0.641
±0.101

0.004
±0.00167

- - - -

scGeneRAI
filtered

Specific
0.582
±0.008

0.005
±0.00011

0.541
±0.012

0.008
±0.00331

0.680
±0.005

−0.001
±0.00006

0.547
±0.009

0.002
±0.00004

Nonspecific
0.545
±0.008

0.001
±0.00002

0.499
±0.009

0.001
±0.00042

0.474
±0.015

0.000
±0.00002

0.567
±0.015

0.003
±0.00016

STRING
0.466
±0.005

0.003
±0.00005

0.494
±0.007

0.002
±0.00020

0.468
±0.006

0.001
±0.00005

0.532
±0.010

0.006
±0.00048

LOF/GOF - -
0.625
±0.097

0.006
±0.00155

- - - -

Table 5.10: AUROC and AUPRC results for TF+1000 datasets, comparing the performance of the original scGeneRAI
model with scGeneRAI results after filtering irrelevant genes.
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5.4 TrainingDatasetsDerivedfromExpressionData

The following tables summarize the performance of GNNLink across various training and val-
idation datasets derived from Pearson correlation data, as described in Section 4.5.3. Each re-
finement step is supposed to progressively enhance dataset quality and relevance by focusing
on biologically meaningful gene pairs. The first refinement filtered gene pairs to include only
those with transcription factors as the first gene in a gene-gene pair, while the next iteration
further adapted the datasets by retaining only genes characteristic of specific network types.

For the TF+500 dataset (results shown in Table 5.11), the Network-specific unsupervised
GNNLink model demonstrates the highest overall performance across most datasets and net-
work types. The results are detailed as follows:

• Cell-Specific Network: Unsupervised GNNLink tends to outperform the network-
specific variant in terms of AUROC across most datasets. Conversely, the Network-
specific model demonstrates superior performance in AUPRC, reflecting its effective-
ness in predicting true positive rates. Despite these differences, both models perform
poorly.

• Nonspecific Network: Across most datasets, the Network-specific model achieves the
highest performance both in terms of AUROC and AUPRC metrics. The GNNLink
unsupervised model with TF as the first gene shows competitive performance, while
basic unsupervised GNNLink performs the worst.

• STRINGNetwork: TheunsupervisedGNNLinkNetwork-specificmodel demonstrates
superior performance on the STRING network, achieving the highest AUROC values
across all cell types. It records the highest AUPRC for hESC and mESC, while both
hHEP andmDCdatasets achieve a score of 0.056. Unsupervised GNNLink with TF as
the first gene reaches a slightly higherAUPRCof 0.057 for the hHEPandmDCdatasets.

• LOF/GOF Network: The basic GNNLink unsupervised model achieves the highest
performance.
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Method Network hESC mESC hHEP mDC
auroc auprc auroc auprc auroc auprc auroc auprc

GNNLink
unsupervised

Specific
0.551
±0.004

0.198
±0.001

0.628
±0.007

0.444
±0.006

0.531
±0.0010

0.341
±0.001

0.584
±0.011

0.097
±0.009

Nonspecific
0.434
±0.001

0.013
±0.002

0.556
±0.002

0.018
±0.002

0.488
±0.016

0.014
±0.001

0.475
±0.004

0.016
±0.003

STRING
0.492
±0.002

0.021
±0.002

0.522
±0.001

0.024
±0.001

0.598
±0.007

0.043
±0.001

0.569
±0.006

0.039
±0.001

LOF/GOF - -
0.656
±0.010

0.288
±0.010

- - - -

GNNLink
unsupervised
TF as first gene

Specific
0.563
±0.009

0.190
±0.002

0.604
±0.005

0.422
±0.001

0.512
±0.005

0.342
±0.002

0.521
±0.006

0.091
±0.001

Nonspecific
0.508
±0.006

0.016
±0.001

0.622
±0.007

0.023
±0.002

0.571
±0.006

0.018
±0.001

0.580
±0.007

0.026
±0.001

STRING
0.593
±0.007

0.033
±0.001

0.647
±0.005

0.037
±0.002

0.658
±0.011

0.057
±0.002

0.659
±0.008

0.057
±0.001

LOF/GOF - -
0.550
±0.009

0.212
±0.007

- - - -

GNNLink
unsupervised

Network-specific

Specific
0.580
±0.001

0.200
±0.001

0.611
±0.002

0.432
±0.002

0.526
±0.002

0.355
±0.001

0.574
±0.005

0.100
±0.002

Nonspecific
0.516
±0.002

0.016
±0.001

0.624
±0.006

0.024
±0.001

0.575
±0.005

0.019
±0.001

0.580
±0.005

0.026
±0.002

STRING
0.628
±0.002

0.038
±0.001

0.670
±0.005

0.042
±0.001

0.669
±0.002

0.056
±0.002

0.668
±0.006

0.056
±0.001

LOF/GOF - -
0.572
±0.008

0.222
±0.006

- - - -

Table 5.11: AUROC and AUPRC results for TF+500 datasets, where GNNLink was trained and validated on expression‐
based datasets that underwent iterative refinement. These refinements included an initial filtering to retain gene pairs
where transcription factors are the first gene, followed by a final step to focus on genes specific to each network type.

For the TF+1000 dataset (results shown in Table 5.12), each network type favors a different
GNNLink configuration:

• Cell-SpecificNetwork: Across all datasets, theGNNLinkunsupervisedwithTFas first
gene model consistently outperforms the other models in both AUROC and AUPRC
metrics.

• NonspecificNetwork: In threeoutof fourdatasets, theGNNLinkunsupervisedNetwork-
specificmodel outperforms the others in terms ofAUROC.Additionally, it achieves the
highest AUPRC in two datasets.

• STRINGNetwork: In the STRING, the basic GNNLink unsupervised model consis-
tently outperforms theothermodels inbothAUROCandAUPRCacrossmost datasets.
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• LOF/GOFNetwork: For theLOF/GOFnetworkon themESCdataset, theGNNLink
unsupervisedwithTF as first genemodel demonstrates the highest performance in both
AUROC and AUPRC.

Method Network hESC mESC hHEP mDC
auroc auprc auroc auprc auroc auprc auroc auprc

GNNLink
unsupervised

Specific
0.569
±0.005

0.200
±0.002

0.568
±0.007

0.388
±0.002

0.477
±0.001

0.315
±0.001

0.488
±0.005

0.078
±0.001

Nonspecific
0.517
±0.005

0.017
±0.001

0.623
±0.006

0.024
±0.001

0.551
±0.006

0.019
±0.001

0.607
±0.006

0.029
±0.003

STRING
0.641
±0.006

0.041
±0.002

0.660
±0.006

0.044
±0.004

0.660
±0.005

0.053
±0.004

0.713
±0.007

0.079
±0.003

LOF/GOF - -
0.576
±0.004

0.216
±0.011

- - - -

GNNLink
unsupervised
TF as first gene

Specific
0.588
±0.006

0.247
±0.012

0.632
±0.006

0.425
±0.010

0.518
±0.005

0.335
±0.007

0.584
±0.005

0.096
±0.001

Nonspecific
0.450
±0.004

0.014
±0.001

0.556
±0.005

0.017
±0.001

0.488
±0.004

0.014
±0.001

0.467
±0.005

0.016
±0.001

STRING
0.487
±0.005

0.022
±0.001

0.508
±0.007

0.023
±0.001

0.607
±0.006

0.044
±0.001

0.523
±0.004

0.035
±0.002

LOF/GOF - -
0.641
±0.006

0.262
±0.011

- - - -

GNNLink
unsupervised

Network-specific

Specific
0.575
±0.005

0.205
±0.009

0.563
±0.005

0.386
±0.009

0.497
±0.004

0.326
±0.010

0.534
±0.005

0.087
±0.001

Nonspecific
0.525
±0.007

0.017
±0.001

0.634
±0.009

0.025
±0.001

0.571
±0.011

0.018
±0.001

0.567
±0.010

0.030
±0.002

STRING
0.634
±0.006

0.043
±0.001

0.660
±0.007

0.045
±0.002

0.669
±0.008

0.054
±0.002

0.683
±0.009

0.060
±0.001

LOF/GOF - -
0.610
±0.010

0.249
±0.009

- - - -

Table 5.12: AUROC and AUPRC results for TF+1000 datasets, where GNNLink was trained and validated on expression‐
based datasets refined through iterative filtering. These refinements first retained gene pairs with transcription factors as
the initial gene, followed by a final step to focus on genes specific to each network type.

Theperformance ofGNNLink trained onderived datasets remains close to that of a random
classifier in most cases. GNNLink consistently achieves an AUROC above 0.6 for STRING
networks only when trained on the most refined training and validation datasets. Refining
gene pairs contributes to some performance gains in specific cases. However, this filtering
shifts the approach closer to the original supervised methodology, potentially undermining
the goal of avoiding reliance on literature-based ground-truth datasets. Thus, the performance
benefits may not fully justify reintroducing these supervised elements. When examining the
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results from other unsupervised methods, GENIE3 and scGeneRAI, alongside those from
the GNNLink trained on unrefined datasets derived from expression data it can be observed
that GNNLink consistently outperforms bothGENIE3 and scGeneRAI in terms of AUPRC
across all datasets and network types. This highlights the model’s strength in identifying rele-
vant relationships in gene networks with greater precision, particularly in contexts where recall
of true positive interactions is prioritized.

5.5 Impact of TF Frequency on GRN Inference

Method Network hESC mESC hHEP mDC
auroc auprc auroc auprc auroc auprc auroc auprc

Random
Classifier

Specific
0.500
±0.003

0.012
±0.00004

0.500
±0.001

0.042
±0.00003

0.497
±0.004

0.023
±0.00001

0.500
±0.002

0.003
±0.00005

Nonspecific
0.503
±0.002

0.009
±0.00001

0.500
±0.004

0.010
±0.00002

0.504
±0.003

0.010
±0.00005

0.500
±0.004

0.012
±0.00003

STRING
0.495
±0.004

0.011
±0.00001

0.501
±0.002

0.011
±0.00003

0.500
±0.004

0.018
±0.00001

0.495
±0.003

0.018
±0.00004

LOF/GOF - -
0.500
±0.003

0.006
±0.00001

- - - -

Density-Based
Classifier

Specific
0.504
±0.003

0.012
±0.00005

0.500
±0.002

0.042
±0.00003

0.500
±0.004

0.023
±0.00002

0.508
±0.004

0.003
±0.00005

Nonspecific
0.501
±0.002

0.009
±0.00001

0.500
±0.003

0.010
±0.00004

0.500
±0.002

0.010
±0.00003

0.500
±0.003

0.012
±0.00004

STRING
0.500
±0.003

0.011
±0.00001

0.499
±0.003

0.011
±0.00004

0.502
±0.004

0.018
±0.00002

0.499
±0.002

0.018
±0.00003

LOF/GOF - -
0.494
±0.004

0.006
±0.00001

- - - -

Lookup Table-
Based Classifier

Specific
0.534
±0.003

0.036
±0.00005

0.510
±0.004

0.053
±0.00002

0.524
±0.003

0.049
±0.00003

0.559
±0.005

0.016
±0.00003

Nonspecific
0.509
±0.003

0.011
±0.00004

0.504
±0.002

0.010
±0.00001

0.510
±0.004

0.012
±0.00003

0.507
±0.002

0.013
±0.00004

STRING
0.503
±0.003

0.012
±0.00002

0.501
±0.003

0.011
±0.00003

0.502
±0.002

0.018
±0.00004

0.502
±0.003

0.019
±0.00002

LOF/GOF - -
0.532
±0.003

0.022
±0.00004

- - - -

Table 5.13: Comparative performance of Random, Density‐Based, and Lookup Table‐Based Classifiers across various
networks for TF+500 datasets.
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Method Network hESC mESC hHEP mDC
auroc auprc auroc auprc auroc auprc auroc auprc

Random
Classifier

Specific
0.498
±0.002

0.012
±0.00003

0.499
±0.004

0.042
±0.00001

0.501
±0.002

0.024
±0.00004

0.500
±0.003

0.003
±0.00002

Nonspecific
0.505
±0.003

0.008
±0.00002

0.502
±0.004

0.008
±0.00009

0.498
±0.005

0.008
±0.00002

0.504
±0.003

0.009
±0.00001

STRING
0.500
±0.001

0.009
±0.00003

0.499
±0.002

0.008
±0.00002

0.502
±0.004

0.014
±0.00001

0.506
±0.003

0.014
±0.00006

LOF/GOF - -
0.498
±0.001

0.006
±0.00007

- - - -

Density-Based
Classifier

Specific
0.503
±0.004

0.012
±0.00001

0.500
±0.003

0.042
±0.00003

0.499
±0.002

0.024
±0.00001

0.503
±0.002

0.003
±0.00004

Nonspecific
0.500
±0.001

0.008
±0.00003

0.501
±0.003

0.008
±0.00002

0.500
±0.002

0.008
±0.00004

0.500
±0.001

0.009
±0.00003

STRING
0.499
±0.003

0.009
±0.00001

0.500
±0.002

0.008
±0.00004

0.500
±0.003

0.014
±0.00002

0.500
±0.003

0.014
±0.00001

LOF/GOF - -
0.505
±0.004

0.009
±0.00003

- - - -

Lookup Table-
Based Classifier

Specific
0.537
±0.004

0.039
±0.00002

0.510
±0.002

0.053
±0.00003

0.525
±0.003

0.050
±0.00002

0.556
±0.003

0.014
±0.00004

Nonspecific
0.510
±0.002

0.009
±0.00003

0.505
±0.003

0.008
±0.00002

0.512
±0.002

0.011
±0.00003

0.508
±0.001

0.010
±0.00003

STRING
0.503
±0.002

0.009
±0.00002

0.503
±0.003

0.009
±0.00002

0.500
±0.003

0.014
±0.00003

0.503
±0.002

0.014
±0.00004

LOF/GOF - -
0.528
±0.002

0.017
±0.00003

- - - -

Table 5.14: Comparative performance of Random, Density‐Based, and Lookup Table‐Based Classifiers across various
networks for TF+1000 datasets.

To evaluate the impact of TF frequency (discussed in Section 4.5.4) on prediction accuracy,
three baseline models were tested: a random classifier, a density-based classifier, and a lookup
table-based classifier.

Each model’s performance is summarized in Table 5.13 and Table 5.14. The random clas-
sifier assigned gene relationships without considering TF frequency, while the density-based
classifier used known network densities for predictions. The lookup table-based classifier ad-
justed predictions based onTFprevalence data, resulting in themost substantial improvements
in both AUROC and AUPRCmetrics, particularly in specific networks. This suggested that
incorporating the information about TF prevalence can improve GRN inference, hinting at a
potential benefit in integrating this approach into existing methods to further explore its effec-
tiveness in improving regulatory network modeling.

To assess whether incorporating a lookup table with rawTF counts results in improvements
over the basicGNNLinkmodel, a comparison of their AUROCandAUPRC scores across dif-
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ferent networks and cell types is conducted. The following results pertain to the performance
of GNNLink and GNNLink TF raw count for TF+500 (shown in Table 5.15):

• Specific Network: In hESC dataset GNNLink shows a marginally higher AUROC
(0.807) than TF raw count (0.793), with a similar trend in AUPRC (0.448 vs. 0.430).
The standard GNNLink model performs better in both metrics. Similarly, for hHEP
cell type bothAUROCandAUPRCare slightly higher inGNNLink (AUROC: 0.889;
AUPRC: 0.726) compared to TF raw count (AUROC: 0.875; AUPRC: 0.701). In the
case of mESC, TF raw count performs marginally better on AUROC (0.848 vs. 0.837)
and AUPRC (0.723 vs. 0.712). For mDC, while both methods show lower predictive
power, TF raw count shows a slight improvement in AUROC (0.601 vs. 0.576) and
AUPRC (0.332 vs. 0.324).

• Nonspecific Network: Across nonspecific networks, GNNLink shows a consistent ad-
vantage in AUPRC. However, GNNLink TF raw count shows an advantage in AU-
ROC scores for hESC, hHEP and mESC.

• STRINGNetwork: BothAUROCandAUPRCmetrics are generally higher forGNNLink
compared to TF raw count.

• LOF/GOFNetwork: GNNLinkoutperformsGNNLinkTF rawcount, although their
performance is comparable.

Subsequently, the results for GNNLink andGNNLink TF raw count for TF+1000 are pre-
sented in Table 5.16:

• Specific Network: For hESCGNNLink TF raw count performs slightly better in AU-
ROC (0.844 vs. 0.836) and AUPRC (0.510 vs. 0.475) compared to GNNLink. When
looking at hHEP both methods perform similarly in AUROC (0.899 for both) and
AUPRC (0.763 for TF raw count vs. 0.758 for GNNLink), indicating negligible dif-
ference. For mESC, GNNLink TF raw count performs marginally better in AUROC
(0.873 vs. 0.869), while both methods yield an identical AUPRC (0.766). Lastly, in the
case of mDC data GNNLink shows higher AUROC (0.689 vs. 0.673) and AUPRC
(0.442 vs. 0.409).

• NonspecificNetwork: AUPRCvalues generally showGNNLink’s advantagewhile ac-
cording to AUROC results GNNLink TF raw count performs better for hESC, hHEP
and mESC.

• STRING Network: GNNLink scores higher in AUROC and AUPRC across all cell
types.
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• LOF/GOF Network: mESC: Both GNNLink and TF raw count perform similarly
with AUROC (0.920 vs. 0.915) and AUPRC (0.759 vs. 0.753)

Overall, while the addition of the lookup table with raw TF counts offers some marginal
benefits in specific contexts, the modifications do not result in substantial or consistent im-
provements over the standard GNNLink model.

Method Network hESC mESC hHEP mDC
auroc auprc auroc auprc auroc auprc auroc auprc

GNNLink

Specific
0.807
±0.007

0.448
±0.020

0.837
±0.008

0.712
±0.004

0.889
±0.006

0.593
±0.006

0.576
±0.059

0.728
±0.004

Nonspecific
0.630
±0.015

0.054
±0.006

0.734
±0.006

0.088
±0.003

0.695
±0.014

0.051
±0.002

0.776
±0.011

0.269
±0.006

STRING
0.906
±0.006

0.592
±0.007

0.903
±0.006

0.468
±0.005

0.898
±0.006

0.560
±0.005

0.902
±0.004

0.595
±0.007

LOF/GOF - -
0.887
±0.008

0.728
±0.006

- - - -

GNNLink
TF raw count

Specific
0.793
±0.004

0.430
±0.005

0.848
±0.009

0.723
±0.008

0.875
±0.004

0.701
±0.003

0.601
±0.005

0.332
±0.002

Nonspecific
0.681
±0.003

0.046
±0.005

0.742
±0.004

0.043
±0.006

0.703
±0.009

0.036
±0.002

0.760
±0.004

0.182
±0.003

STRING
0.876
±0.007

0.474
±0.004

0.845
±0.005

0.196
±0.002

0.855
±0.006

0.362
±0.003

0.844
±0.004

0.503
±0.003

LOF/GOF - -
0.883
±0.004

0.705
±0.005

- - - -

GNNLink
TF frequency

Specific
0.973
±0.005

0.902
±0.007

0.908
±0.004

0.895
±0.006

0.971
±0.003

0.952
±0.005

0.989
±0.003

0.826
±0.007

Nonspecific
0.831
±0.003

0.111
±0.005

0.765
±0.007

0.186
±0.002

0.838
±0.004

0.112
±0.004

0.816
±0.006

0.124
±0.003

STRING
0.917
±0.008

0.597
±0.003

0.903
±0.005

0.021
±0.001

0.900
±0.006

0.562
±0.004

0.904
±0.003

0.604
±0.005

LOF/GOF - -
0.976
±0.002

0.918
±0.003

- - - -

Table 5.15: AUROC and AUPRC results for TF+500 datasets across three GNNLink variations: the original model, lookup
table based on raw TF counts, and model with a TF frequency‐based lookup table with optimized multiplication factors.
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Method Network hESC mESC hHEP mDC
auroc auprc auroc auprc auroc auprc auroc auprc

GNNLink

Specific
0.836
±0.010

0.475
±0.001

0.869
±0.003

0.766
±0.002

0.899
±0.002

0.758
±0.004

0.689
±0.034

0.442
±0.005

Nonspecific
0.658
±0.008

0.064
±0.004

0.736
±0.007

0.090
±0.006

0.691
±0.004

0.035
±0.005

0.772
±0.014

0.276
±0.006

STRING
0.904
±0.002

0.640
±0.005

0.897
±0.004

0.500
±0.003

0.886
±0.011

0.542
±0.002

0.888
±0.003

0.630
±0.007

LOF/GOF - -
0.920
±0.003

0.759
±0.004

- - - -

GNNLink
TF raw count

Specific
0.844
±0.004

0.510
±0.005

0.873
±0.008

0.766
±0.002

0.899
±0.009

0.763
±0.006

0.673
±0.015

0.409
±0.004

Nonspecific
0.679
±0.003

0.053
±0.001

0.745
±0.006

0.070
±0.003

0.696
±0.004

0.035
±0.002

0.765
±0.019

0.244
±0.007

STRING
0.872
±0.006

0.545
±0.004

0.877
±0.003

0.379
±0.005

0.845
±0.008

0.445
±0.004

0.863
±0.009

0.534
±0.003

LOF/GOF - -
0.915
±0.002

0.753
±0.004

- - - -

GNNLink
TF frequency

Specific
0.978
±0.009

0.915
±0.008

0.954
±0.007

0.915
±0.005

0.982
±0.003

0.965
±0.014

0.982
±0.005

0.857
±0.002

Nonspecific
0.868
±0.005

0.369
±0.003

0.749
±0.008

0.242
±0.006

0.827
±0.007

0.396
±0.004

0.837
±0.014

0.142
±0.003

STRING
0.904
±0.002

0.076
±0.002

0.897
±0.003

0.500
±0.003

0.886
±0.005

0.541
±0.002

0.891
±0.003

0.535
±0.004

LOF/GOF - -
0.985
±0.004

0.921
±0.003

- - - -

Table 5.16: AUROC and AUPRC results for TF+1000 datasets across three GNNLink variations: the baseline model, lookup
table with raw TF counts, and TF frequency‐based lookup table with optimized multiplication factors.

The variation of GNNLink with lookup table with TF frequency (shown in Table 5.15 and
Table 5.16 in ”GNNLink TF frequency” row) demonstrates substantial improvements over
the GNNLink with lookup table with TF raw count, especially for Cell-specific, Nonspecific,
and LOF/GOF network types. In these cases, both AUROC and AUPRC scores increase sig-
nificantly. Notably, cell-specific networks achieve high AUROC values above 0.9, with the
highest at 0.989 for mDC TF+500, while AUPRC scores also reach around 0.9—a notable
improvement compared to the original model’s AUPRC range of 0.3-0.8. Nonspecific net-
works exhibit consistent improvements, especially in AUROC, while LOF/GOF networks, al-
though improved, show slightlymoremoderate gains. For instance, LOF/GOFnetworks with
TF+500 rise from anAUROCof 0.887 andAUPRCof 0.728 to 0.976 and 0.918, respectively,
while TF+1000 increases from 0.920 and 0.759 to 0.985 and 0.921. Conversely, the STRING
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network sees minimal improvement, as the optimal multiplication factor remains at 1 or 0 in
most cases, effectively neutralizing theTF frequencymodification. The bestmultiplication fac-
tors were determined through grid search based on validation results, where the most effective
factor was selected.

Network hESC mESC hHEP mDC
Specific 200 100 1000 900
Nonspecific 300 1000 800 200
STRING 1 0 1 1
LOF/GOF - 100 - -

Table 5.17: The table shows the grid search results for determining optimal multiplication factors for TF+500 datasets.
Expression data is adjusted by modifying each value based on the lookup table of TF frequencies, with the modification
scaled by the multiplication factor.

Network hESC mESC hHEP mDC
Specific 1000 200 1000 900
Nonspecific 1000 900 400 200
STRING 0 0 1 100
LOF/GOF - 100 - -

Table 5.18: The table shows the grid search results for determining optimal multiplication factors for TF+1000 datasets.
Expression data is modified by changing each value based on the lookup table of TF frequencies, with the modification
scaled by the multiplication factor.

Based on the grid search results, both cell-specific and nonspecific networks benefit from
moderate to high multiplication factors, which consistently enhance performance across vari-
ous datasets. For LOF/GOFnetworks, amultiplication factor of 100 emerges as optimal in the
mESC dataset, which is the only dataset with this ground truth network type available. While
this may be dataset-specific, it still highlights the utility of non-zero factors for these networks.
As previously noted, STRING networks perform optimally without modification, a trend re-
flected in their consistent multiplication factors of 0 or 1, reinforcing the suitability of the ba-
sic GNNLink variant for these networks. These findings underscore that incorporating TF
frequency information, combined with carefully selected multiplication factors, significantly
enhances GNNLink’s performance across most datasets, particularly in cell-specific, nonspe-
cific, and LOF/GOF network types.
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6
Conclusion

This thesis focused on evaluating four key methods for gene regulatory network inference and
exploring strategies to enhance their performance. The evaluation of four methods for gene
regulatory network inference, GENIE3 and scGeneRAI (unsupervised) and STGRNS and
GNNLink (supervised), revealed a clear performancedistinction. Supervisedmethods,GNNLink
and STGRNS, consistently outperformed the unsupervised approaches, due to their access to
training data with known regulatory pairs, which enhanced the inference capabilities of these
models. Among the supervised approaches, both GNNLink and STGRNS demonstrated
comparableperformance in termsof chosenperformancemetrics, AUROCandAUPRC.How-
ever, a key difference lies in their computational efficiency: while STGRNS requires several
hours to complete, GNNLink achieves its results within seconds. This significant difference
in runtime positions GNNLink as a highly efficient choice for large-scale gene regulatory net-
work inference.

The first contribution of this work emphasizes the importance of filtering gene-gene rela-
tionships post-GRN inference, particularly for unsupervised methods. In TRN inference, it
is essential to retain only those interactions where a transcription factor regulates a target gene
(where the target gene can either be a regular gene or another transcription factor). Further-
more, it was hypothesized that additional filtering of relationships involving genes not present
in the specific ground-truth network being tested would improve the evaluation process. Al-
though this filtering step did not significantly improve models’ performance, since the core
issue lies in the models’ inability to capture the relationships effectively, it does provide a more
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appropriate and biologically relevant method of evaluation. However, it is important to note
that while this filtering improves the evaluation process, it also introduces an element of prior
knowledge.
To overcome the challenges posed by incomplete and biased literature-based datasets, this

work explored the use of expression data to directly derive training and validation datasets. By
leveraging gene-gene association networks inferred from expression data using Pearson corre-
lation, the datasets are grounded in actual biological evidence, providing a more accurate rep-
resentation of gene interactions. These expression data-derived datasets were then utilized to
train and validate GNNLink. However, this approach faced a critical limitation: generating
training and validation datasets using Pearson correlation is itself a GRN inference process.
Despite ensuring that the first gene in a pair was a transcription factor and excluding genes
irrelevant to specific networks, the resulting datasets proved inadequate for training and vali-
dation. As a result, the AUROC performance of this modified GNNLink was poor, aligning
with other unsupervised methods like GENIE3 and scGeneRAI. However, a notable distinc-
tion was observed in AUPRC, where the unsupervised GNNLink consistently outperformed
GENIE3 and scGeneRAI across all datasets and network types.
The final and most successful contribution of this work aimed to test the hypothesis that

incorporating transcription factor frequency information would improve GRN inference per-
formance. Considering that transcription factors vary in biological systems, without account-
ing for this variability, the influence of certain transcription factors may be either overstated or
understated, leading to inaccurate GRN predictions. Proposed solution involved enhancing
GNNLink by integrating a lookup table of transcription factor frequencies to adjust gene ex-
pression values. By modifying gene expression values based on transcription factor frequency,
the method accounted for the varying prevalence of transcription factors. Genes with higher
transcription factor frequencies were amplified, while those with lower frequencies were re-
duced. This adjustment resulted in significant improvements in predictions for cell-specific
and non-specific networks, underscoring the importance of incorporating transcription factor
frequency information in GRN inference. This finding suggests that leveraging transcription
factor prevalence could be a valuable enhancement for other supervised methods as well.
Through the course of this thesis, it has been demonstrated that graph neural networks in

GRN inference show significant potential, positioning them as a promising direction for fu-
ture research in the field. In the context of gene regulatory network inference, the insights
gained from experimental data emerge as a cornerstone for advancing computational method-
ologies. The experiments conducted in this thesis underscore the critical role of integrating
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biologically relevant knowledge, such as transcription factor prevalence. While technological
advancements continue to expand the availability of experimental data, the reliance on high
quality data and knowledge derived from biological experiments still remains the key driver for
further breakthroughs in GRN inference.
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