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Introduction

At the end of 19th century the need of studying the formal identity eXeY =
eZ in an autonomous way in relation to the theory of Lie groups became
prominent. One of the first scientists who studied the problem was J. E.
Campbell (cf. [12]); in 1897 he solved the question of existence of Z which
satisfies the identity eXeY = eZ , but his paper, written in a very concise
style, lacks clarity. Later the problem was studied by a lot of scientists, like
J. H. Poincaré and E. Pascal. On the dawning days of the 20th century, the
question was solved by H. F. Baker and F. Hausdorff, who independently
published their articles [4, 19], in which there were not any references to
theory of Lie groups: in fact they used analytic techniques. In this way it
is proved the relation between the exponential of X, Y , non commutative
indeterminates, described by

eXeY = eZ (1)

which is usually called the Baker-Campbell-Hausdorff theorem, or BCH for-
mula.
An important contribution was given later by E. B. Dynkin, for this reason
the identity (1) was also called the Baker-Campbell-Hausdorff-Dynkin theo-
rem, or BCHD formula. Dynkin gave the first estimate of the convergence
domain and he studied how to write the representation of Z explicitly, using
only the commutators of X and Y (cf. [14])

Z = X + Y +
1

2
[X, Y ] +

1

12
([X, [X, Y ]]− [Y, [X, Y ]]) + . . .

The importance of this formula lies in the many applications of it, both in
mathematics and physics; in fact it is used in various field, for example in the
theory of Lie groups and Lie algebras, in linear partial differential equations,
in quantum mechanics, in numerical analysis, and more.
The aim of this thesis is to study the using of the BCH formula in the dy-
namical systems; hence we want to understand how the formula behaves if we
use the vector fields as non commutative indeterminates. The idea of facing
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iv Introduction

this question derives from the fact that eX represents the flow at time 1 of
vector field X, so the relation, expressed by BCH formula, leads us to think
that the product of the flows at time 1 of the vector fields X and Y is the
flow at time 1 of a vector field Z. The topic is not so easy: it is necessary to
deal with an infinite-dimensional Lie group, and this causes some problems
because, as compared to finite-dimensional case, Lie groups of infinite dimen-
sion lose some important properties. The literature, in generally, debates the
application of BCH formula to matrix finite-dimensional case, instead few
information are given for infinite dimension Lie groups. Hence we would like
to clarify the application of it on the particular example of vector fields and
flows.
The main question, debated in this thesis, about BCH formula is linked to
the more complex and deep problem of finding, given a diffeomorphism, the
vector field whose flow is exactly the diffeomorphism. In fact, if it is always
true that the flow of a vector field is a diffeomorphism, the inverse statement
is certainly true only under specific hypothesis; for example we are able to
construct this correspondence using perturbation theory, such as in [6, 21].
Hence we would like to construct this correspondence without using the per-
turbation theory.

The thesis is structured as following.
Chapter 1 contains a short review of background knowledge about smooth
manifolds, Lie groups and Lie algebras.
In Chapter 2 we work on the BCH formula. Starting from its proof, we focus
our attention on the formal series

Zf(x) = log(eXeY )f(x) =
∞∑
n=1

(−1)n−1

n
(eXeY − I)nf(x) (2)

which formally allows us to determine the vector field Z whose flow at time 1
is the product of the flows at time 1 of the vector fields X, Y , in particular we
have to find its domain of convergence. This is precisely what M. Postnikov
does in [29, Lecture 4], but in his treatise he estimates the above series
supposing the smallness of X and Y with the operator norm

‖XY f‖ ≤ |||XY ||| ‖f‖ (3)

for any f analytic in a suitable domain. But this is based on the wrong
hypothesis that the vector fields are continuous operators. Our attempt is to
find a new suitable norm such that it satisfies a relation like (3), but unfor-
tunately the series that we obtain does not converge.
Another solution, which is given by S. Biagi and A. Bonfiglioli, is to reduce
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the problem to finite dimension, so we take the Lie subalgebra of vector
fields, and we can find a norm defined on it which satisfies also the sub-
multiplicative property, like (3). With these hypotheses we can find the
domain of convergence of (2). This reduction is de facto also a reduction to
integrable system, in which the BCH formula has an easier formulation.
In Chapter 3 we briefly face the link between diffeomorphisms and vector
fields. We start presenting two results using the perturbation theory, then
we try to construct an exactly correspondence between vector fields and dif-
feomorphisms. Working with some estimates linked to BCH formula, we are
able to construct a series which describes a vector field X whose flow gener-
ates a diffeomorphism ψ. This series that we obtain is not convergent but the
first terms decrease, so this is sufficient to say that a series is "convergent for
astronomers". As Poincaré writes in [27, Chapter VIII], between geometers
and astronomers there is a misunderstanding about the meaning of the word
convergence; the first ones say that a series is convergent if its partial sums
tend to a finite limit, on the other hand, the astronomers maintain that a se-
ries is convergent if the first, for example, twenty terms decrease very rapidly,
even if the other terms increase indefinitely.





Chapter 1

Background knowledge

In this chapter we want to recall some basic concepts about differentiable
manifolds and Lie groups. So we briefly summarize the main notions, recall-
ing only some proofs. For more information the reader could see the following
references: [2, 22] for manifolds and [31, 33] for Lie groups and Lie algebras.
This part is inspired especially by the book of B. C. Hall [18, Appendix C].

1.1 Manifolds

1.1.1 Definitions

A topological manifold M of dimension n is a topological space that is locally
homeomorphic to Rn. This means that, for each point m ∈ M , there are a
neighbourhood U of m and a continuous map φ : U → Rn, where φ(U) is an
open set of Rn, such that the inverse map φ−1 : φ(U)→ U is also continuous.
From this map φ we can define local coordinate functions x1, . . . , xn, where
each xk is the continuous function from U to R given by xk(m) = φ(m)k,
which is the k-th component of φ(m). If ψ is another homeomorphism of
another neighbourhood V of m and yk(m) = ψ(m)k is the associated coordi-
nate system, then both coordinate systems are defined in the neighbourhood
U ∩ V of m. The link between these coordinate systems is given by the map
ψ ◦φ−1; it maps the set φ(U ∩ V ) onto the set ψ(U ∩ V ) and it is the change
coordinates map

(y1(m), . . . , yn(m)) = (ψ ◦ φ−1)(x1(m), . . . , xn(m))

This change coordinates map is obviously continuous, since both ψ and φ−1

are continuous.

1



2 Chapter 1. Background knowledge

Definition 1.1. (Smooth manifold)
A smooth manifold of dimension n is a topological manifold M together
with a distinguished family of local coordinate systems (Uα, φα)α∈A with the
following properties:

1. every point in M is contained in at least one of the Uα’s;

2. for any two of these coordinate systems (Uα, φα) and (Uβ, φβ), the
change coordinates map φβ ◦φ−1

α is a smooth map from the set φα(Uα∩
Uβ) ⊂ Rn onto the set φβ(Uα ∩ Uβ) ⊂ Rn.

Now we can introduce the functions and the maps on smooth manifolds.
A function f : M → R is said smooth if in each local coordinate system
(U, φ), f ◦ φ−1 is a smooth function.
A map f : M → N , where M,N are smooth manifolds of dimension m,n,
respectively, is said smooth if it is smooth in local coordinates; so, if φα is
a local coordinate system on M and φβ is a local coordinate system on N ,
then φβ ◦ f ◦ φ−1

α is a smooth map from an open subset of Rm onto Rn.

1.1.2 The tangent space

There are more than one construction, both intrinsic and extrinsic, for the
tangent space, here we see one of the first type. A possible definition for
tangent space of a general manifold, not necessarily embedded in Rn, is given
using the derivation

Definition 1.2. (Derivation)
Given an algebra A over a field K, a K-derivation is a K-linear map D : A→
K satisfying the following properties:

• D(k) = 0, for all k ∈ K;

• product rule, D(ab) = aD(b) + bD(a), for all a, b ∈ A.

Now we can give the definition of tangent space

Definition 1.3. (Tangent space)
The tangent space at m to M , denoted by TmM , is the set of all derivations
C∞ → R in m.

An element X ∈ TmM is said tangent vector at m if X : C∞(M) → R is a
linear map with the properties of Definition 1.3. This means that if M is a
manifold of dimension n, then, for each m ∈M , TmM is a real vector space
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of dimension n. Moreover, since ( ∂
∂x1 |m, . . . , ∂

∂xn
|m) is a basis for TmM , for

each X ∈ TmM we have

X =
n∑
i=1

X(xi)
∂

∂xi

∣∣∣∣
m

where (x1, . . . , xn) is a local coordinate system in a neighbourhood of m.

Let F : M → N be a map between smooth manifolds M,N , we could
define

Definition 1.4. (Differential)
If F is a map between manifolds as above, given m ∈M , the differential of
F in m, dFm : TmM → TF (m)N , is a linear map defined as

dFm(X)(g) = X(g ◦ F ) ∀ X ∈ TmM

for all g ∈ C∞(F (m)).

Definition 1.5. (Pull-back)
If F is a map between manifolds as above, given m ∈ M , we say that
F ∗m : C∞(F (m))→ C∞(m) defined as

F ∗m(g) = g ◦ F

is the pull-back map .

Remark 1.6. It is possible to use the definition of pull-back map to rewrite,
in equivalent way, the Definition 1.4, so the differential is the linear map such
that

dFm(X) = X ◦ F ∗m

1.1.3 Vector fields and flows

Given a smooth manifold M of dimension n, the disjoint union of all tangent
spaces TmM , m ∈ M , is a smooth manifold of dimension 2n and it is called
tangent bundle

TM =
⋃
m∈M

TmM

It is defined the natural projection

π : TM →M

which is the map whose fibers are precisely the tangent spaces, TmM =
π−1(m).
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Definition 1.7. (Vector field)
A smooth vector field on M is a smooth map X : M → TM such that

X(m) ∈ TmM

for all m ∈M . In other words, a vector field X on M is a smooth section of
the tangent bundle, that is π ◦X = id, where π : TM →M .

The collection of all vector fields on M is a vector space of infinite dimension
and it is denoted by X(M).
Given any smooth map F : M → N , its differential dFm : TmM → TF (m)N
defines a smooth map TF : TM → TN such that the following diagram is
commutative

TM
TF−−−→ TNyπ yπ

M
F−−−→ N

Given a local coordinate system, a vector field X could be written as

X(m) =
n∑
k=1

Xk(m)
∂

∂xk

∣∣∣∣
m

where Xk are real functions. A vector field is said smooth if the functions
Xk are smooth in each coordinate system.

A different way to see the vector fields is as derivation of the algebra of
smooth functions:

X : C∞(M)→ C∞(M)

is linear and satisfy the product rule

X(gf) = fX(g) +X(f)g

Between the two interpretation there exists an isomorphism: the vector space
X(M) of all vector fields on the manifold M is isomorphic to the space of
derivations of R-algebra C∞ (for the proof see [2, Proposition 3.3.2]).
It is quite clear that there is a link between ordinary differential equations and
vector fields; now we have to rewrite the existence and uniqueness theorem
for ODE on the manifold, but before we have to introduce some objects.

Definition 1.8. (Integral curve)
Let X ∈ X(M) be a vector field on the manifold M and m ∈ M . A curve
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σ : I →M , where I ⊆ R is an open interval containing 0, such that σ(0) = m
and

σ′(t) = X(σ(t))

for all t ∈ I, is said integral curve of X starting at m.

If we consider a local coordinate system in a point m ∈ M , a vector field
X ∈ X(M) could be written as X =

∑
iX

i ∂
∂xi

. If σ : (−ε, ε)→M is a curve
starting at m, with σ(0) = m, we can say that σ is integral curve of X if and
only if it solves the Cauchy problem{

d
dt
σi = X i(φ ◦ σ(t)) i = 1, . . . , n

φ ◦ σ(0) = 0

where φ ◦ σ = (σ1, . . . , σn).
It is true the following result

Theorem 1.9. Let X ∈ X(M) be a vector field on manifold M . Then there
exist an unique open neighbourhood U of {0} ×M in R×M and an unique
smooth map Φ: U →M satisfying the following properties:

i) for all m ∈ M the set Um = {t ∈ R|(t,m) ∈ U} is an open interval
containing 0;

ii) for all m ∈ M the curve φm : Um → M defined by φm(t) = Θ(t,m) is
the unique maximal integral curve of X starting at m;

iii) for all t ∈ R the set Ut = {m ∈M |(t,m) ∈ U} is open in M ;

iv) if m ∈ Ut, then m ∈ Ut+s if and only if Φ(t,m) ∈ Us, moreover, in this
case

φs(φt(m)) = φs+t(m)

where φt : Ut →M is defined by φt(m) = Φ(t,m). In particular, φ0 = id
e φt : Ut → U−t is a diffeomorphism with inverse map φ−t;

v) for all (t,m) ∈ U it is

d(φt)m(X) = Xφt(m)

vi) for all f ∈ C∞(M) and m ∈M it is

d

dt
(f ◦ φm)

∣∣∣∣
t=0

= (Xf)(m)
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The proof of this result is omitted, but the reader could see it in [2, Theorem
3.3.5].

Definition 1.10. (Local flow)
The map φtX : U → M introduced in the above theorem is said local flow of
the vector field X ∈ X(M).
The vector field X is said complete if all the integral curves of X are defined
for any time.

Let X be a vector field on a manifoldM , we can associate a new operator

Definition 1.11. (Lie derivative)
It is defined the Lie derivative as the operator LX : C∞(M)→ C∞(M) such
that

LXf :=
d

dt
(f ◦ φtX)

∣∣∣∣
t=0

for any f ∈ C∞(M).

Remark 1.12. An equivalent way to write the above definition is using the
pull-back

LXf =
d

dt
(φtX)∗f

∣∣∣∣
t=0

It is true the equality
LXf = Xf

The Lie derivative LX measures how the function f moves respect to the
integral curve of X at t = 0, but it could be calculated at any t.
Moreover, it holds the following proposition

Proposition 1.13. Let X be a vector field on a manifold M , it holds

d

dt
(φtX)∗f = (φtX)∗LXf

for any t.

Proof.

d

dt
(φtX)∗f

∣∣∣∣
t=t̄

=
d

dt
f ◦ φtX

∣∣∣∣
t=t̄

=
d

ds
f ◦ φt̄+sX

∣∣∣∣
s=0

=
d

dt
f ◦ φsX ◦ φt̄X

∣∣∣∣
s=0

=
d

dt
f ◦ φsX

∣∣∣∣
s=0

φt̄X

= LXf ◦ φt̄X = (φt̄X)∗LXf
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The interpretation of vector field as derivation of algebra of smooth function
allows us to introduce another operation

Definition 1.14. (Lie bracket)
The Lie bracket between two vector fields X, Y is the vector field [X, Y ] =
XY − Y X defined by

[X, Y ](f) = X(Y f)− Y (Xf)

for all f ∈ C∞(M).
In particular, we say that two vector fields commute if [X, Y ] = 0.

Remark 1.15. The commutator of vector fields, as defined in 1.14, is also
a vector field because it is a derivation. The proof of this fact is the easy
calculation of [X, Y ](fg).

The most important properties for Lie bracket are resumed in the following
proposition:

Proposition 1.16. If X, Y, Z are vector fields on the manifold M , a, b ∈ R
and f, g ∈ C∞(M), it is true

1. [X, Y ] = −[Y,X];

2. [aX + bY, Z] = a[X,Z] + b[Y, Z];

3. [X, [Y, Z]] + [Y, [Z,X]] + [Z, [X, Y ]] = 0;

4. [fX, gY ] = fg[X, Y ] + f(Xg)Y − g(Y f)X.

The proof of this proposition is the application of the Definition 1.14.

1.2 Lie groups and Lie algebras

1.2.1 Lie groups

A Lie group is a smooth manifold that is also a group. More precisely, the
definition is the following

Definition 1.17. (Lie group)
A Lie group is a smooth manifold G together with a smooth map

G×G→ G (a, b) 7→ ab

that makes G a group and such that the inverse map

a 7→ a−1

is a smooth map of G to itself.
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Example 1.18. The simplest example of Lie group is G = Rn with the
product map given by (x, y) 7→ x+ y.
A more interesting examples are the matrix Lie groups, such asGL(n), SO(n), . . ..

1.2.2 Lie algebras

If G is a Lie group and g is its element, we want to define the map

Lg : G→ G such that Lg(h) = gh (1.19)

called left multiplication by g. Similarly it is possible to define the right
multiplication by g as

Rg : G→ G such that Rg(h) = hg (1.20)

Since the product defined on G is a smooth map, both maps Lg and Rg are
smooth.

Definition 1.21. (Left-invariant vector field)
A vector field X on a Lie group G is said left-invariant if deLg(X) = X for
all g ∈ G or, equivalently, if

dh(Lg)(Xh) = Xgh

for all g, h ∈ G.

Remark 1.22. In the same way, it is possible to define the right-invariant
vector field X, such as

dh(Rg)(Xh) = Xhg or deRg(X) = X

for all g, h ∈ G.
So, all the results, which we will prove for left-invariant vector fields, are true
also for right-invariant vector fields.

Lemma 1.23. Let G be a Lie group of identity element e ∈ G, then

1. the map X 7→ X(e) is an isomorphism between the subset of X(G) of
left-invariant vector field and the tangent space TeG;

2. if X, Y ∈ X(G) are left-invariant, then also [X, Y ] is left-invariant.
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Proof. 1. If X ∈ X(G) is left-invariant, then for definition

de(Lg)(Xe) = Xge = Xg

for all g ∈ G, so X is completely determined by its value in e.
On the other side, if we choose v ∈ TeG and we define X ∈ X(G) as

Xg = de(Lg)(v) ∈ TgG

for all g ∈ G, we have a left-invariant vector field because

dh(Lg)(Xh) = dh(Lg)de(Lh)(v) = de(Lgh)(v) = Xgh

and, moreover, its value at the identity element is v.

2. If X, Y are two left-invariant vector fields then it is easy to demonstrate
that1

dLg[X, Y ] = [dLgX, dLgY ] = [X, Y ]

for all g ∈ G, therefore also [X, Y ] is left-invariant.

Definition 1.24. (Lie algebra)
A vector space V together with the further operation [·, ·] : V × V → V
satisfying the following properties

a) anti-symmetry, [v, w] = −[w, v];

b) bilinearity, [au+ bv, w] = a[u,w] + b[v, w];

c) Jacobi identity, [u, [v, w]] + [v, [w, u]] + [w, [u, v]] = 0;

is said Lie algebra.

If V,W are Lie algebras, a morphism of Lie algebras is a linear map L : V →
W such that [L(v1), L(v2)] = L[v1, v2] for all v1, v2 ∈ V .

Example 1.25. LetA be a non-commutative algebra on the fieldK. Then we
can put on A a structure of Lie algebra with the commutator [·, ·] : A×A→ A
defined as

∀ X, Y ∈ A [X, Y ] = XY − Y X

It is easy to show that the Lie bracket satisfies the properties of Definition
1.24.

1To demonstrate it we use that if F : M → M is a diffeomorphism and X,Y ∈ X(M)
then it holds [dF (X), dF (Y )] = dF [X,Y ] (see [2, Lemma 3.4.9]).
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The space of all vector fields X(M) on a manifold M with the Lie bracket is
a Lie algebra.

Definition 1.26. (Lie Algebra g)
Let G be a Lie group of identity element e ∈ G. For all v ∈ TeG, we
write Xv ∈ X(G) as the unique left-invariant vector field such that Xv(e) =
v. Then the tangent space at the identity element with the structure of
vector space and the operation [·, ·] : TeG × TeG → TeG defined by [v, w] =
[Xv, Xw](e), is said Lie algebra g of Lie group G.

We see very briefly the relation between two Lie groups and their two Lie
algebras.

Lemma 1.27. Let G,H be Lie groups of Lie algebras g, h, respectively, and
let F : G → H be an homomorphism of Lie groups. Then deF : g → h is a
morphism of Lie algebras.

1.2.3 Lie subgroups and exponential map

Now we study briefly the structure of a particular Lie subgroup:

Definition 1.28. (One-parameter subgroup)
Let G be a connected Lie group. An one-parameter subgroup of G is the
smooth map β : R→ G which is also an homomorphism of groups. In other
words, we say that β(0) = e is the identity of G and β(t+ s) = β(t)β(s) for
all s, t ∈ R.

The integral curve of left-invariant vector fields are one-parameter subgroups.

Lemma 1.29. Let G be a Lie group of Lie algebra g. Given X ∈ g, let
X̃ ∈ X(G) be the left-invariant vector field associated to X. Then:

1. the integral curve of X̃ starting at e is an one-parameter subgroup of
G;

2. on the other side, if β : R → G is an one-parameter subgroup with
β′(0) = X, then β is the integral curve of X̃ starting at e.

Proof. 1. Let σ : (−ε, ε)→ G be the maximal integral curve of X̃ starting
at e. We want to show that for all t0 ∈ (−ε, ε), the curve γ : (−ε, ε)→
G defined as γ(t) := σ(t0)σ(t) is an integral curve of X̃ starting at
σ(t0); in fact we have

γ′(t) = dσ(t)(Lσ(t0))(σ
′(t)) = dσ(t)(Lσ(t0))(X̃(σ(t)) = X̃(γ(t))
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For the uniqueness of integral curve we have γ(t) = σ(t0 + t), therefore

σ(t0 + t) = σ(t0)σ(t)

for all t0, t ∈ (−ε, ε). It means that ε must be infinite and σ must be
one-parameter subgroup.

2. We suppose that β is an one-parameter subgroup with β′(0) = X.
Then β(t0 + t) = Lβ(t0)β(t), so

β′(t0) =
d

dt
(Lβ(t0)β(t))

∣∣∣∣
t=0

= deLβ(t0)(β
′(0)) = deLβ(t0)(X) = X̃(β(t0))

therefore β is the integral curve of X̃ starting at e.

In particular for all X ∈ g there exists an unique one-parameter subgroup
βX : R → G such that β′X(0) = X, which is the integral curve of X̃ starting
at e.

Proposition 1.30. If G is a Lie group, then every left-invariant vector field
on G is complete.

Proof. Let g be the Lie algebra, given X ∈ g, there exists a maximal integral
curve γ : (a, b) → G of X with 0 ∈ (a, b) and γ(0) = e; namely γ′(t) =
X(γ(t)). Since

d

dt
Lg(γ(t))

∣∣∣∣
t=t0

= deLg(X(γ(t0))) = X(Lg(γ(t0)))

we have that Lg ◦ γ is an integral curve of X starting at g. In particular, if
b < ∞, by taking g = γ(s) with s very close to b, this shows that γ can be
extended beyond b, leading by contraction. Similarly, one sees that a = −∞.
Hence X is complete.

This result justifies the following definition

Definition 1.31. (Exponential map)
Let G be a Lie group. Given X ∈ g, the integral curve βX : R → G of the
left-invariant vector field X̃ starting at e is said one-parameter subgroup of
X. The exponential map of G is the map

exp : g→ G such that exp(X) = βX(1)
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Remark 1.32. If γX is the integral curve of any X ∈ g, we note that

d

ds
γX(ts)

∣∣∣∣
s=s0

= tγ′X(ts0) = tX(γX(ts0)

which implies γX(ts) = γtX(s). Therefore

γX(t) = γtX(e)

= exp(tX)

We resume in the following proposition the main properties of exponential
map

Proposition 1.33. Let G be the Lie group of the Lie algebra g, then:

1. the exponential map exp: g→ G is smooth;

2. the differential dO exp: g → g is the identity (where we have identify
the tangent space to g in e with g itself);

3. exp is a diffeomorphism between a neighbourhood of O ∈ g and a neigh-
bourhood of e ∈ G;

4. if F : G → H is an homomorphism of Lie groups, then exp ◦deF =
F ◦ exp, so the following diagram is commutative

g
deF−−−→ hyexp

yexp

G
F−−−→ H

where h is the Lie algebra of H;

Proof. 1. For all X ∈ g, we write ΦX for the flow of the left-invariant
field X̃. For the Definition 1.31 and the Theorem 1.9 we have that
exp(X) = ΦX(1, e) so we have only to demonstrate that the map X 7→
ΦX(1, e) is smooth.
We introduce the vector field X on the product manifold G× g as

Xg,X = (Xg, O) ∈ TgG⊕ TXg ∼= T(g,X)(G× g)

whose flow is
Φ(t, (g,X)) = (ΦX(t, g), X)

In particular, exp(X) = π1(Φ(1, (e,X)), where π1 : G × g → G is the
projection on the first coordinate; therefore exp depends smoothly on
X, because the flow is smooth for the Theorem 1.9.
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2. Fixed X ∈ g, let σ : R → g be the curve σ(t) = tX. Then σ′(0) = X
and

dO exp(X) = (exp ◦σ)′(0) =
d

dt
exp(σ(t))

∣∣∣∣
t=0

=
d

dt
exp(tX)

∣∣∣∣
t=0

= X

where the last equivalence comes from the Proposition 1.29 and the
Remark 1.32.

3. It follows from the above result and the inverse function theorem.

4. It is sufficient to demonstrate that σ(t) = F (exp(tX)) is the one-
parameter subgroup in H coming from deF (X) for X ∈ g. We see
that σ is one-parameter subgroup:

σ(s)σ(t) = F (exp(sX))F (exp(tX)) = F (exp(sX) exp(tX))

= F (exp((s+ t)X)) = σ(s+ t)

where we have used that F is a group homomorphism and t 7→ exp(tX)
is an one-parameter subgroup. Moreover, σ′(0) = deF (X) is deduced
from the fact that exp(tX) is one-parameter subgroup.

We have already defined the exponential map (see 1.31)

exp: g→ G

Now we would study the logarithm map

log : G→ g

and it is quite natural to consider it as the inverse of exponential map, so we
have to prove that.
First of all, we have to remind the formal power series

exp(X) =
∞∑
n=0

X [n]

n!
(1.34)

where X ∈ g and we use [·] to indicate the power of vector fields: X [n] =
X(X [n−1]), and

log(x) =
∞∑
n=1

(−1)n−1

n
(x− 1)n (1.35)

where x ∈ G.
Before we demonstrate our aim, we have to recall some results
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Lemma 1.36. Let X ∈ g, then

exp(X) . . . exp(X)︸ ︷︷ ︸
k−times

= exp(kX)

where k ∈ N.

Proof. We prove it for k = 2

exp(X) exp(X) =
∞∑

p,q=0

X [p]X [q]

p!q!
=

∞∑
p,q=0

X [p+q]

p!q!

=
∞∑
q=0

∞∑
n=q

X [n]

(n− q)!q!
=
∞∑
n=0

X [n]

n!

n∑
q=0

n!

(n− q)!q!

=
∞∑
n=0

2nX [n]

n!
= exp(2X)

where we have defined n = p+ q, so p = n− q.

We recall some well-known identities (they could be demonstrated by induc-
tion)

n∑
k=0

(−1)k
(
n

k

)
= 0 (1.37)

m∑
n=k

(
n

k

)
=

(
n+ 1

k + 1

)
(1.38)

and we will use also this identity

Lemma 1.39. For m,n ∈ Z with 0 ≤ m < n,
n∑
k=0

(−1)k
(
n

k

)
km = 0

Proof. Firstly, we notice that

x
d

dx
xk = kxk

and we remind the well-known Newton binomial theorem

(x− 1)n =
n∑
k=0

(
n

k

)
(−1)n−kxk (1.40)
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If we apply the operator x d
dx

to both side of (1.40) m-times, with 0 ≤ m < n,
we have

(x− 1)n−mp(x) =
n∑
k=0

(
n

k

)
(−1)n−kkmxk

where p(x) is a polynomial in x of degree m. Putting x = 1 in the above
equation, the terms on left vanishing, so we obtain

n∑
k=0

(
n

k

)
(−1)n−kkm = 0

With this result, we are able to demonstrate the following proposition

Proposition 1.41. The exponential map and logarithm map are inverse to
each other.

Proof. Let X ∈ g, we want to prove

log(exp(X)) = X

Using the formal series (1.34) and (1.35), and the Lemma 1.36

log(exp(X)) =
∞∑
n=1

(−1)n−1

n
(exp(X)− 1)n

=
∞∑
n=1

(−1)n−1

n

n∑
k=0

(
n

k

)
(−1)n−k(exp(X))k

=
∞∑
n=1

(−1)n−1

n

n∑
k=0

(
n

k

)
(−1)n−k(exp(kX))

=
∞∑
n=1

(−1)n−1

n

n∑
k=0

(
n

k

)
(−1)n−k

∞∑
m=0

kmX [m]

m!

= −
∞∑
m=0

X [m]

m!

∞∑
n=1

1

n

n∑
k=0

(
n

k

)
(−1)kkm

= −
∞∑
m=0

X [m]

m!
am

where am is defined as

am =
∞∑
n=1

1

n

n∑
k=0

(
n

k

)
(−1)kkm
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Now we have to study the term am and we split the sum over n in two parts:
the first from 1 to m and the second from m+ 1 to ∞, so we have

am =
m∑
n=1

1

n

n∑
k=0

(
n

k

)
(−1)kkm +

∞∑
n=m+1

1

n

n∑
k=0

(
n

k

)
(−1)kkm

In the second part, the summation over k is zero by Lemma 1.39 because
n > m. So

am =
m∑
n=1

1

n

n∑
k=0

(
n

k

)
(−1)kkm =

m∑
n=1

n∑
k=0

1

n

(
n

k

)
(−1)kkm

=
m∑
k=1

(−1)kkm
m∑
n=k

1

k

(
n− 1

k − 1

)
=

m∑
k=1

(−1)kkm−1

m∑
n=k

(
n− 1

k − 1

)
=

m∑
k=1

(−1)kkm−1

(
m

k

)
where we used the identities (1.37) and (1.38). Now we would like to use the
(1.37) but it requires the k = 0 terms, so we replace it by including k = 0 in
the sum and subtracting it outside the sum

am =
m∑
k=0

(−1)kkm−1

(
m

k

)
− 0m−1

The first term is zero for the Lemma 1.39, using the convention that 00 = 1
we can conclude that

am = −δm,1
where δ is the Kronecker delta. So

log(exp(X)) = −
∞∑
m=0

X [m]

m!
am = X

Remark 1.42. (Note of the proof)
It is fundamental to remind that all the evaluations about the exponential
and the logarithm map must be done only under hypothesis of convergence.
This question of convergence and the use of the norm, which will be central
in the next chapter when we will speak about BCH formula, are not simple,
as it seems. The main problem is the existence of a suitable norm on the
Lie algebra g, for which it looks like it will be necessary the hypothesis of g
Banach Lie algebra.
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1.2.4 The adjoint representation of a Lie group

Let G be a Lie group. For every g ∈ G, we consider the inner automorphism
of G

Ψg : G→ G h 7→ ghg−1

This is a smooth map from G in itself that fixes e. Then its differential at
the point e is

deΨg = Adg : g→ g

where we have identify TeG as g.
In this way, since Adg is a Lie algebra automorphism, we can give the follow-
ing definition

Definition 1.43. (Adjoint representation of G)
The linear representation Ad : G→ Aut(g) defined by the differential of Ψg

g 7→ Adg

is called the adjoint representation of G.

From the definition above it follows this lemma

Lemma 1.44. Using the above notation, it is true that

Ad(g)X =
d

dt
(g exp(tX)g−1)

∣∣∣∣
t=0

for X ∈ g.

Remark 1.45. Applying the fourth statement of Proposition 1.33 to the
automorphism Ψg, it follows that

exp(tAd(g)X) = Ψg(exp(tX)) = g exp(tX)g−1

and, in particular, for t = 1,

g exp(X)g−1 = exp(Ad(g)X)

The differential of the adjoint representation Ad is denoted ad,

ad : g→ End(g) X 7→ deAdX (1.46)

ad(X)Y =
d

dt
(Ad(exp(tX))Y )

∣∣∣∣
t=0
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Another way to define it is with the commutator, i.e.

ad(X)Y = [X, Y ]

Once more, it follows from the forth statement of Proposition 1.33 that

Ad(exp(tX)) = exp(tad(X))

that is, the following diagram is commutative

g
ad−−−→ End(g)

exp

y yexp

G −−−→
Ad

Aut(g)

In particular, for t = 1

Ad(exp(X)) = exp(ad(X)) (1.47)

1.2.5 Infinite dimensional Lie groups

In the following chapter we like to concentrate on dynamical systems, so
the Lie group that we use is the group of smooth diffeomorphisms on a
manifold M , Diff(M). Therefore it is necessary to speak briefly about the
infinite-dimensional Lie groups; we will highlight the differences from the
finite-dimensional case. This topic is not debated in all books about Lie
groups and Lie algebras generally, a specific reference could be the article of
R. Schmid [30] or the slides of P. W. Michor [23].

Almost all the definitions given in finite dimension are still true in infi-
nite dimension. The main differences between the two cases is that infinite-
dimensional Lie groups are not locally compact. For this reason, some results
are not still true in infinite dimension, for example if G is a finite-dimensional
Lie group, we have yet seen that the exponential map exp: g→ G is a local
diffeomorphism from a neighbourhood of zero in g onto a neighbourhood of
the identity in G. This is not true in infinite dimension: the exponential map
exp: X(M) → DiffC(M) satisfies T0 exp = id but it is not locally surjective
near the identity, so, as we will see in the next chapter, this causes some
problems.
Another false result in infinite dimension is the connection between Lie alge-
bras and Lie groups; in fact, if g is any finite-dimensional Lie algebra, then
there exists a connected finite-dimensional Lie group G such that g ∼= TeG,
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in general this is not true in infinite dimension. Moreover, as it is shown in
[23], Lie subalgebras do not correspond to Lie subgroup.

Now, we want to study very briefly the example of diffeomorphisms group

Diff(M) = {f : M →M |f ∈ C∞}

on a compact manifold M . This is an infinite-dimensional Lie group and
the Lie algebra is given by g ∼= X(M) (to see a complete treatise of this
argument, the reader could read the book of A. Banyaga [5]).
We get the family of diffeomorphism φt as the trajectories of the differential
equation {

φ̇t(x) = X(φt(x))
φ0(x) = x

The diffeomorphism φ1 is called the time one map of the flow and the corre-
spondence X 7→ φ1 is the well-known exponential map

exp: X(M)→ DiffC(M)

which is the analogue of the exponential map of finite-dimensional Lie groups,
with the big difference that it fails to be surjective near the identity.

Remark 1.48. We consider the set of all smooth diffeomorphisms on a
manifoldM , which is a smooth Fréchet-Lie group. The hypothesis of smooth
diffeomorphisms is fundamental, because the group of Cn-diffeomorphisms is
a smooth Banach manifold and a topological group, but not a Lie group. The
problem is that the group operations are continuous but not differentiable.

The diffeomorphism, that we get as time 1 maps of flows, are said embeddable
into a flow and we will denote by exp(X(M)) the set of all diffeomorphisms
with compact supports which are embeddable in some flow. We have to note
that exp(X(M)) is not a subgroup of Diffc(M). For example in [26] J. Palis
has shown that exp(X(M)) is only a small piece of Diffc(M). This is a reason
why it is so difficult to link a diffeomorphism with the flow of vector field,
but we will speak about this more thoroughly in the third chapter.





Chapter 2

BCH formula

The BCH formula is an useful and powerful instrument to write the product
of exponential of two non-commutative indeterminates X, Y ; it holds

eXeY = eZ

where Z has a certain form depending only on X, Y . The formula is used
in many different applications, and the reader could find a large amount of
references, for example [9, 10, 11].
Our goal is to use this formula to solve a physical mathematics problem: given
two vector fields X, Y : Rn → Rn, exists there a vector field Z : Rn → Rn such
that φ1

X ◦ φ1
Y = φ1

Z? The answer to the question is not easy and it is related
to another topic: given a diffeomorphism ψ : Rn → Rn, exists there a vector
field X such that its flow at time 1, φ1

X , is exactly the diffeomorphism ψ?

2.1 Formulation of the BCH formula
There exists a large amount of different proofs of BCH formula, we present
one of these (cf. the lecture notes [1]).
Let G be a Lie group of Lie algebra g. We consider the exponential map
exp: g → G, there exist U ′ ⊂ g and U ⊂ G such that the exponential map
is a diffeomorphism between U ′ and U . The inverse map of exponential is
naturally the logarithm map, denoted by log : G → g, as we have shown in
the Proposition 1.41.
Let ψ be the complex function

ψ(z) =
z log z

z − 1
(2.1)

which is analytic in the open disk {z||z− 1| < 1} since log z is analytic there
and has a zero at z = 1. The function ψ has a power series expansion in the

21
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disk looking like

ψ(z) =
z log z

z − 1
= z

∞∑
n=0

(−1)n(z − 1)n

n+ 1

In particular, if we substitute z = 1 + u we have

ψ(1 + u) = (1 + u)
∞∑
n=0

(−1)nun

n+ 1
= 1 +

u

2
− u2

6
+ . . .

and this series is absolutely convergent for |u| < 1.
With these hypotheses we can enunciate the following theorem

Theorem 2.2. (BCH formula)
Let G be a Lie group of Lie algebra g and let X, Y be elements of the Lie
algebra g. Then

log(exp(X) exp(Y )) = X +

∫ 1

0

ψ(exp(adX) exp(tadY ))Y dt (2.3)

whenever the log(exp(X) exp(Y )) is defined.

Before the proof of the theorem, we have to give the following results about
the derivative of the exponential map

Proposition 2.4. Let G be a Lie group and let X, Y ∈ g as above. Then

dX expY = deLexp(X)

∫ 1

0

exp(−sadXY )ds = deLexp(X)
1− exp(−adX)

adX
Y

(2.5)

Proof. We study the following map

exp(−sX) exp(s(X + tY ))

Deriving with respect to t and putting t = 0, and subsequently taking deriva-
tive with respect s, we obtain this expression

dX expY =
∂

∂t
exp(X+tY )

∣∣∣∣
t=0

= deLexp(X)

∫ 1

0

∂

∂s

∂

∂t
exp(−tX) exp(s(X+tY ))

∣∣∣∣
t=0

ds

The order of the two differential operations can be swapped, so we firstly
derive with respect to s

∂

∂s
exp(−sX) exp(s(X + tY )) = deLexp(−sX)deRexp(s(X+tY ))(−X)+

deLexp(−sX)deRexp(s(X+tY ))(X + tY ) = deLexp(−sX)deRexp(s(X+tY ))tY
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Taking the derivative with respect to t and putting t = 0, we see that

∂

∂t

∂

∂s
exp(−sX) exp(s(X + tY ))

∣∣∣∣
t=0

= deLexp(−sX)tY deRexp(s(X+tY ))tY+

deLexp(−sX)deRexp(s(X+tY ))Y

∣∣∣∣
t=0

= deLexp(−sX)deRexp(sX))Y =

exp(−sadX)Y

where we use that

(exp(X))Y (exp(X))−1 = exp(adXY )

In this way we demonstrate the first equality.
To understand the second equality, it is sufficient to see that the function
1−e−z
z

has the following power series expansion

1− e−z

z
=
∞∑
n=1

(−1)n−1

n!
zn−1 =

∞∑
n=0

(−1)n

n!

∫ 1

0

snznds =

∫ 1

0

∞∑
n=1

(−1)n

n!
snznds =

∫ 1

0

esz

converging for any z. So if we put adX instead of z, we can conclude.

Corollary 2.6. If v(t) is a smooth function defined on an interval I taking
values in g, then

dv(t) exp v′(t) = deLexp(v(t))

1− exp(−adv(t))

adv(t)

v′(t) (2.7)

Now we are able to demonstrate the BCH formula

Proof. (Theorem 2.2)
Let z(t) be the curve z(t) := log(exp(X) exp(tY )), that is exp(z(t)) =
exp(X) exp(tY ), since the exponential map and the logarithm map are in-
verse to each other.
Computing the derivation of z we get on one hand

dz(t) exp(z′(t)) = dexp(tY )Lexp(X)dt exp(tY ) = dexp(tY )Lexp(X)deLexp(tY )Y

= deLexp(X) exp(tY )Y = deLexp(z)Y

(2.8)

On the other hand, for the Corollary 2.6

dz(t) exp z′(t) = deLexp(z(t))

1− exp(−adz(t))
adz(t)

z′(t) (2.9)
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Combining the equation (2.8) with the equation (2.9) and using the definition
of function ψ, as defined in (2.1), we have

Y = ψ(exp(adz(t))−1z′(t)

so
z′(t) = ψ(exp(adz(t)))Y

Using the fundamental theorem of calculus, we obtain

log(exp(X) exp(Y )) = z(1) = X +

∫ 1

0

ψ(exp(adz(t)))Y dt

Now we have to study better the term exp(adz(t)): firstly we recall that
adjoint map and the exponential map commute (see (1.47)), i.e.

Adexp = exp ad

using it, we see that

exp(ad(z(t))) = Adexp(z(t)) = Adexp(X) exp(tY ) = Adexp(X)Adexp(tY )

= exp(adX) exp(tadY )

so we can conclude the proof.

Remark 2.10. As we have seen in the Section 1.2.4, adx and ady are endo-
morphism of g, given by

adXV = [X, V ] adYU = [Y, U ]

The expressions exp(adX) e exp(tadY ) are the usual exponentials of endo-
morphism, so they are also endomorphisms of g and they could written as
power series

exp(adX) = 1 + adX +
ad2

X

2
+

ad3
X

6
+ . . .

exp(tadY ) = 1 + tadY + t2
ad2

Y

2
+ t3

ad3
Y

6
+ . . .

So, if we calculate the first terms described in the formula (2.3), we have

U = exp(adX) exp(tadY )− 1 = adX +
1

2
ad2

X + tadY +
t2

2
ad2

Y + . . .

U2 = ad2
X + tadY adX + . . .
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and substituting these terms in the integral∫ 1

0

(
1 +

U

2
− U2

6
+ . . .

)
Y dt =

=

∫ 1

0

[
Y +

adXY
2

+
ad2

XY

4
+
tadY adXY

2
− ad2

XY

6
− adY adXY

6
+ . . .

]
dt

=

∫ 1

0

[
Y +

1

2
adXY +

1

12
ad2

XY +
t

2
adY adXY −

1

6
adY adXY + . . .

]
dt

= Y +
1

2
adXY +

1

12
ad2

XY +
1

4
adY adXY −

1

6
adY adXY + . . .

= Y +
1

2
[X, Y ] +

1

12
[X, [X, Y ]] +

1

12
[Y, [Y,X]] + . . .

So we can conclude that, given X, Y ∈ g, it follows from the above observa-
tion that

eXeY = eY+ 1
2

[X,Y ]+ 1
12

([X,[X,Y ]]+[Y,[Y,X]])+...

which is the usual form of the BCH formula.

2.2 The problem of convergence

We have seen in the previous section the formulation of BCH formula, now
we have to study the validity of it. The main problem is that the formula is
defined as a formal series so it is true only under condition of convergence: we
have to control the domain of convergence of logarithm series. This problem
has a solution in finite dimension, but the convergence of the BCH formula
in infinite dimension is a very difficult topic.

2.2.1 Postnikov’s work

Now we analyse the demonstration of convergence given by M. Postnikov in
his book [29, Lecture 4]. This proof is valid only in finite-dimensional case, so
we want to underline where are the difficulties to extend the result to infinite
dimension and the inaccuracies of Postnikov’s work.

Let G be an analytic Lie group and let X ∈ g be an analytic vector field.
Let f be an analytic function defined in a neighbourhood of e, moreover, it
is necessary to introduce into the domain of f , W (f), a topology, because
we shall use a norm.
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If we apply the exponential map to the function f , as defined in (1.34), we
can write

eXf = f +Xf +
X [2]f

2
+ . . .+

X [n]f

n
+ . . . =

∞∑
n=0

X [n]f

n!

where X [n] designates the n-th fold iteration of the operator X, X [n]f =
X(X [n−1]f). For the sake of brevity, we use the notation eX to indicate
the exponential map. This operator applies only to such functions for which
series above has a non-empty domain of convergence, hence it is fundamental
to determine it.
We will not think the operator eX only as a differential operator, but also
as the flow of vector field X, i.e. a diffeomorphism. This only requires that
integral curves t 7→ φa(t) of X should be defined for |t| ≤ 1 and there should
be points a ∈ W (f) such that φa(t) ∈ W (f) for |t| ≤ 1.
Supposing that the vector field and the function are analytic, it is true a
very useful property of the exponential operator: the exchange theorem by
Gröbner (see [17, 1.2]).

Proposition 2.11. (Exchange theorem)
If X is an analytic vector field and f is an analytic function, as defined above,
it holds

(eXf)(x) = f(φ1
X(x))

for x ∈ G.

Proof. To demonstrate the equality we follow a different way from Grobner.
Starting from the Proposition 1.13

d

dt
(φtX)∗f = (φtX)∗LXf

we see that
d2

dt2
(φtX)∗f

∣∣∣∣
t=0

=
d

dt

[
d

dt
(φtX)∗f

]∣∣∣∣
t=0

=
d

dt
[(φtX)∗LXf ]

∣∣∣∣
t=0

= (φtX)∗LX(LXf) = (φtX)∗L2
Xf

and for any n ∈ N
dn

dtn
(φtX)∗f

∣∣∣∣
t=0

= (φtX)∗LnXf (2.12)

Since both X and f are assumed to be analytic, we can expand (φ1
X)∗f in

Taylor series at t = 0, so

(φ1
X)∗f = (φ0

X)∗f +
d

dt
(φtX)∗f

∣∣∣∣
t=0

·1 +
1

2

d2

dt2
(φtX)∗f

∣∣∣∣
t=0

·12 + . . .
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Using the (2.12), since φ0
X(x) = x we obtain

d

dt
(φtX)∗f

∣∣∣∣
t=0

= LXf

d2

dt2
(φtX)∗f

∣∣∣∣
t=0

= L2
Xf

and, in general,
dn

dtn
(φtX)∗f

∣∣∣∣
t=0

= LnXf

Hence

f(φ1
X) = (φ1

X)∗f =
∞∑
n=0

LnX
n!
f =

∞∑
n=0

Xn

n!
f = eXf

We can give the following definition

Definition 2.13. (Normal neighbourhood)
A neighbourhood Ů of the null vector in g is said to be normal if:

1. it has the property of being starlike, i.e. along some vectorX it contains
all vectors of the form tX for |t| ≤ 1;

2. the mapping exp transforms Ů diffeomorphically onto some neighbour-
hood U of the identity of the group G.

The neighbourhood U will also be called a normal neighbourhood.

Since the mapping exp is a diffeomorphism at the identity, there are arbitrary
small normal neighbourhoods.
It follows from statement (1) of Definition 2.13 that the condition on the
domain of f is satisfied if this domain is a normal neighbourhood U of the
point e. Since any point in U is of the form eX , where X ∈ Ů , formula (2.11)
defines the function f on the entire neighbourhood U .
Using (2.11), we want to extend it for more than one vector field: let X, Y
be two vector fields in g we want to calculate f(eXeY ), assuming eXeY ∈ U .
Hence

f(eXeY (x)) = eXf(eY (x)) = eXeY f(x)

where we use the (2.11) 2-times. In general, it holds

f(eX1 . . . eXn) = eX1 . . . eXnf (2.14)
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for any X1, . . . , Xn in the corresponding normal neighbourhood of the zero
of the Lie algebra g.
This hypothesis of exponential map as diffeomorphism around the identity is
important because on it Postnikov constructs the proof of convergence and
we now that it is true only in finite dimension. This is the first problem to
extend the result to infinite dimension.

By definition of exponential map we have

eXeY =
∞∑
p=0

X [p]

p!

( ∞∑
q=0

Y [q]

q!

)
=

∞∑
p,q=0

X [p]Y [q]

p!q!

and substituting it in the logarithm series we obtain

log(eXeY ) =
∞∑
n=1

n∑
k=1

(−1)k−1

k

( ∞∑
p,q=0

X [p]Y [q]

p!q!
− I
)k

=
∞∑
n=1

n∑
k=1

(−1)k−1

k

( ∞∑
p,q=0
p+q>0

X [p]Y [q]

p!q!

)k

=
∞∑
n=1

n∑
k=1

(−1)k−1

k

∑ X [p1]Y [q1] . . . X [pk]Y [qk]

p1!q1! . . . pk!qk!

where in the internal sum the summation is taken over all possible collection
(p1, . . . , pk, q1, . . . , qk) of non-negative integer, subject to the conditions

p1 + q1 > 0, . . . , pk + qk > 0

p1 + . . .+ pk + q1 + . . .+ qk = n

Now it arises the big problem of convergence of the logarithm series. Follow-
ing Postnikov’s work, we have to introduce a norm to estimate the series.
First of all we assume that there exists a norm ‖ · ‖ on g. We will show
that there exists a number δ > 0 such that for |||X||| , |||Y ||| < δ the operator
ln(eXeY ) is applicable to any smooth function f in G. Since every element
of G in the domain of f has a coordinate neighbourhood U with a compact
closure Ū , which is contained in this domain, it suffices to prove that for any
coordinate neighbourhood U with compact closure Ū the operator log(eXeY )
is defined on the space of all smooth functions on Ū .
So, using the hypothesis of compactness of the set Ū , Postnikov decided to
introduce the following norm

‖f‖ = max

(
|f |,

∣∣∣∣ ∂f∂x1

∣∣∣∣, . . . , ∣∣∣∣ ∂f∂xn
∣∣∣∣)
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The choice of this norm looks not so clear, because it considers only the
first derivative of the function f . There is not any reason to suppose that
the second derivative remains bounded, although the function and its first
derivative are bounded. For example, we could introduce the norm

‖f‖m := max
x∈Rn

(∑
α≤m

|∂αf(x)|2
) 1

2

for m ∈ N and f ∈ C∞c (Rn,R). So

‖Xf‖1 = max
x∈Rn

(( n∑
i=1

X i(x)∂if(x)

)2

+
n∑
k=1

( n∑
i=1

∂kX
i(x)∂if(x)+X i(x)∂k∂if(x)

)2) 1
2

It is clear that, although ‖f‖1 is bounded, it can happen that the second
derivative ∂k∂if(x) is not bounded. Therefore it seems that a better choice
is a norm which considers all the derivatives of the function, not only the first.

Now we arrive at the main problem of Postnikov’s work. Since Xf = X i ∂f
∂xi

and |X i| ≤ ‖X i‖ for all i, for every vector field X ∈ g with |||X||| < δ it holds

‖Xf‖ ≤ δ‖f‖ (2.15)

This inequality comes from the definition of operator norm

|||X||| := sup
f∈G
‖f‖=1

‖Xf‖ = sup
f∈G
‖f‖6=0

‖Xf‖
‖f‖

therefore
‖Xf‖ ≤ |||X||| ‖f‖

But the operator norm is defined if and only if the operator is continuous or,
equivalently, bounded. This is a big problem in our case, because the differ-
ential operator is not continuous, so we cannot define the operator norm of
a vector field and the above estimate is not true.
The estimate remains efficient when the operator norm is defined (for ex-
ample in finite dimension). Otherwise it is necessary to introduce a further
hypothesis, that is the Lie algebra g is a Banach Lie algebra, therefore it
holds the sub-multiplicative property

‖[X, Y ]‖ ≤M‖X‖‖Y ‖ (2.16)

for X, Y ∈ g and M > 0. This hypothesis is requested, for example, in the
work of S. Blanes and F. Casas [9], in the book of N. Bourbaki [11] or in the
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article of S. Biagi and A. Bonfiglioli [8], but unfortunately they do not show
any example of such Lie algebra and our case does not satisfy the hypothesis.

From the result (2.15), if we suppose |||X||| , |||Y ||| < δ, by induction it could
be derived that

‖X [p1]Y [q1]1 . . . X [pk]Y [qk]f‖ = ‖X [p1](Y [q1]1 . . . X [pk]Y [qk]f)‖
≤
∣∣∣∣∣∣X [p1]

∣∣∣∣∣∣︸ ︷︷ ︸
≤δp1

‖Y [q1]1 . . . X [pk]Y [qk]f‖

≤ δn‖f‖

where n = p1 + . . .+ pk + q1 + . . .+ qk. Using this estimates it follows

‖ log(eXeY )f‖ =

∥∥∥∥ ∞∑
n=1

n∑
k=1

(−1)k−1

n

∑ X [p1]Y [q1] . . . X [pk]Y [qk]f

p1!q1! . . . pk!qk!

∥∥∥∥
≤

∞∑
n=1

n∑
k=1

| − 1|k−1

k

∑ ‖X [p1]Y [q1] . . . X [pk]Y [qk]f‖
p1!q1! . . . pk!qk!

≤
∞∑
n=1

n∑
k=1

1

k

∑∣∣∣∣∣∣X [p1]Y [q1] . . . X [pk]Y [qk]
∣∣∣∣∣∣ ‖f‖

p1!q1! . . . pk!qk!

≤ | log(e2δ)|‖f‖

=
∞∑
n=1

(e2δ − 1)n

n
‖f‖

The series converges for |e2δ − 1| < 1, i.e. for δ < log 2
2
. Hence for δ < log 2

2

the series will uniformly converge in Ū to some smooth function, i.e. the
operator log(eXeY ) will be applicable to the function f .

2.2.2 Introduction of a new norm

We have seen in the previous section the proof for the convergence of the se-
ries done by Postnikov and the reasons for which we cannot apply to vector
fields. Now we would to show our attempt to adapt the previous proof to
our case, unfortunately we do not achieve our goal.
We have seen that the main problem is to introduce a suitable norm, so ini-
tially our research has as objective to find this norm.

We arouse our interest in hamiltonian mechanics: in particular in a
Giorgilli’s work (see [16, Appendix A]) we can find a suitable norm. For
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a given generating function χ(p, q) the Lie series operator is defined as the
exponential of Lie derivative Lχ· = {·, χ}

exp(εLχ) =
∑
n≥0

εn

n!
Lnχ

for ε > 0. This is, as we have already known, the autonomous flow of the
canonical vector field generated by χ(p, q). Moreover, if X is the vector field
related to the generating function χ, it holds the following series of equality

{f, χ} = Lχf = LXf = X(f) (2.17)

for a smooth function f .
Let introduce the basic elements to discuss the converge of Lie series. We
restrict the attention to the case of a phase space endowed with action-angle
variables (p, q) and we use a family of complex domain

D(1−d)(ρ,σ) := ∆(1−d)ρ × Tn(1−d)σ (2.18)

for fixed ρ, σ > 0 and 0 ≤ d < 1, where

∆ρ = {p ∈ Cn : |p| ≤ ρ} and Tnσ = {q ∈ Cn : |=(q)| ≤ σ}

Certainly the whole argument may be extended to the complex domain by
making the union of all complex disks of radius ρ.
For an holomorphic function f(p, q) in the domain D(ρ,σ), we shall use the
supremum norm

‖f‖(ρ,σ) = sup
(p,q)∈D(ρ,σ)

|f(p, q)|

which is assumed finite.
So, assuming that we know the norm ‖χ‖(ρ,σ) and the norm ‖f‖(1−d′)(ρ,σ),
then for d′ < d < 1 it is true the estimates

‖Lχf‖(1−d)(ρ,σ) ≤
C

d(d− d′)ρσ
‖χ‖(ρ,σ)‖f‖(1−d′)(ρ,σ)

with some constant C ≥ 1.
From this estimates in [15] C. Efthymiopoulos obtains a similar norm, more
interesting for our application. In the same domain (2.18), let χ1, . . . , χn and
f be analytic functions with Fourier-weighted norms ‖χi‖(ρ,σ), ‖f‖(ρ,σ). Then

‖(Lχ1 ◦ . . . ◦ Lχn)f‖(ρ,σ) ≤
n!

e

(
e

d2ρσ

)n
‖χn‖(ρ,σ) . . . ‖χ1‖(ρ,σ)‖f‖(ρ,σ) (2.19)
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for every d with 0 < d < 1 and for every positive integer n.
This estimate is precisely what we would like to use; in fact it is quite similar
to the (2.16), except for the presence of some constant, but in this case we
have to estimate the norm of generating functions, not directly the norm of
vector fields.
Let H1, H2 be two Hamiltonians with vector fields X1, X2 respectively. Let
suppose ‖H1‖(ρ,σ), ‖H2‖(ρ,σ) < δ, for an analytic function f , ‖f‖(ρ,σ) < ∞,
we can rewrite the well-known series

log(eX1eX2)f =
∞∑
n=1

(−1)n−1

n
(eX1eX2 − I)[n]f

=
∞∑
n=1

n∑
k=1

(−1)k−1

k

(∑ X
[p1]
1 X

[q1]
2 . . . X

[pk]
1 X

[qk]
2

p1!q1! . . . pk!qk!

)
f

where the inner summation is taken over all the possible collections of positive
integers (p1, . . . , pk, q1, . . . , qk) ∈ N2k such that p1 + q1 > 0, . . . , pk + qk > 0
and p1 + . . .+ pk + q1 + . . .+ qk = n. For the sake of brevity, we suppose that
e

d2ρσ
≤ 1, so we can ignore the constants. Using the norm (2.19) we have

‖ log(eX1eX2)f‖(1−d)(ρ,σ) ≤
∞∑
n=1

n∑
k=1

1

k

∥∥∥∥∑(
X

[p1]
1 X

[q1]
2 . . . X

[pk]
1 X

[qk]
2

p1!q1! . . . pk!qk!

)
f

∥∥∥∥
(ρ,σ)

≤
∞∑
n=1

n∑
k=1

1

k

∑
n!
‖H1‖p1

(ρ,σ) . . . ‖H2‖qk(ρ,σ)

p1!q1! . . . pk!qk!
‖f‖(ρ,σ)

≤
∞∑
n=1

n∑
k=1

1

k
δn
∑ n!

p1!q1! . . . pk!qk!
‖f‖(ρ,σ)

=
∞∑
n=1

n∑
k=1

1

k
δn(2k)n‖f‖(ρ,σ)

=
∞∑
n=1

n∑
k=1

1

k
(2kδ)n‖f‖(ρ,σ)

where we have used the multinomial theorem

(a1 + . . .+ a2k)
n =

∑
(p1,...,p2k)∈N2k

p1+...+p2k=n

n!

p1! . . . p2k!
ap1

1 . . . ap2k

2k

in particular for a1 = . . . = a2k = 1 it results

(2k)n =
∑

(p1,...,p2k)∈N2k

p1+...+p2k=n

n!

p1! . . . p2k!
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If we look at the above estimates, it is clearly that it may not converge,
neither the partial sum is convergent because the series increases very rapidly.
Unfortunately our research does not give the hoped result, but this is in line
with the present literature, in which the topic of application of the BCH
formula with the vector fields is barely debated.

2.2.3 A solution for the problem

A possibly solution, which is presented in the unpublished article of A. Bon-
figlioli and S. Biagi [7], is to reduce the problem to finite dimension. More
clearly, the idea is to restrict the Lie algebra of all vector fields to a finite-
dimensional Lie subalgebra V ⊂ X(Ω). In this way, we are sure that the
exponential map is well defined; moreover, we can solve the problem of con-
vergence because all the norms are equivalent in finite dimension and they
satisfy the sub-multiplicative property. With these premises, it is true the
following theorem (cf. [7, Theorem 13.9])

Theorem 2.20. (BCH theorem for ODEs)
Let V be a finite-dimensional Lie subalgebra of X(Ω), the smooth vector fields
on the open set Ω ⊂ Rn, and let ‖ · ‖ be a fixed norm on V . Then there exists
a positive number ε, depending on ‖ · ‖, such that the homogeneous BCH
series

Z(X, Y ) = log(exp(X) exp(Y ))

is convergent for every X, Y ∈ V with ‖X‖, ‖Y ‖ < ε.

We want to study more carefully this reduction to finite dimension sub-
algebra.
Let V be a m-dimensional Lie subalgebra of X(Ω), the Lie algebra of smooth
vector fields on the open set Ω ⊂ Rn. Since dim(V ) = m < n, we can fix a
basis {X1, . . . , Xm}.
We recall some notions about the distribution and Frobenius’ theorem (for
a detailed treatise of the topic, the reader could see [22, Chapter 11]).

Definition 2.21. (Distribution)
A smooth rank m distribution on an n-dimensional manifold M is a smooth
rank m vector subbundle E →M of the tangent bundle.

It is not difficult to see that a smooth rank m distribution on a n-manifold
M gives a m-dimensional subspace Ep ⊂ TpM for each p ∈ M such that
for each fixed p ∈ M there is a family of smooth vector fields X1, . . . , Xm

defined on a neighbourhood U of p and such that X1|q, . . . , Xm|q are linearly
independent and span Eq for each q ∈ U . In other words, X1, . . . , Xm can be
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viewed as a local frame field for the subbundle E.
An important property of the distribution is to be involutive,

Definition 2.22. (Involutive)
If for every pair of locally defined vector fieldsX, Y with common domain that
lie in a distribution E → M , the bracket [X, Y ] also lies in the distribution,
then we say that the distribution is involutive.

Moreover, a vector field X lies in a distribution if and only if for any spanning
local frame field X1, . . . , Xm we have X =

∑m
i=1 f

iXi for smooth functions
f i defined on the common domain of X1, . . . , Xm.
From these premises, it is clear that the basis of V , ∆ = {X1, . . . , Xm}, is a
smooth rank m distribution which is also involutive. This condition is very
important because it lets us to use the proof of Frobenius’ Theorem.
Let Ω ⊂ Rn, as in the Theorem 2.20. Given p ∈ Ω, let U be a neighbourhood
of p and let φ be a continuous map which defines local coordinate functions,
such that {X1, . . . , Xm} is a local frame for ∆. Up to a reorganisation, we
may suppose that {X1|p , . . . , Xm|p , ∂m+1|p , . . . , ∂n|p} is a basis for TpΩ, where
we use the notation ∂i := ∂

∂xi
. Since {∂1, . . . , ∂n} is a local frame for TΩ,

there exist functions aji ∈ C∞(U) such that

Xi =
n∑
i=1

aji∂j i = 1, . . . , n

where we indicate Xj = ∂j also for j = m+ 1, . . . , n.
Since X1|p , . . . , Xn|p is a basis for TpΩ, the matrix A(p) := (aji (p)) is non-
degenerate, with det(A) 6= 0 in each point of U . So for every point of U
the matrix A is invertible and its inverse is the matrix B = (bij), hence for
j = 1, . . . , n

∂j =
n∑
i=1

bijXi =
m∑
i=1

bijXi +
n∑

i=m+1

bijXi

We can define new vector fields as

Yj =
m∑
i=1

bijXi j = 1, . . . ,m

Now we want to demonstrate that these new vector fields are a local frame
for ∆ and they are commutating.
Let F : U → Rm be the function defined as F = π ◦ φ, where π is the
projection onto the first m-coordinates. For every q ∈ U it is true that

∂j|F (q)
= dFq(∂j) = dFq(Yj) +

n∑
i=m+1

bij(q) dFq(∂i)︸ ︷︷ ︸
=0

= dFq(Yj)
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Since dFq(Yj) = ∂j|F (q)
for each q ∈ U and ∂1|F (q)

, . . . , ∂m|F (q)
are linearly

independent, then also Y1, . . . , Ym must be linearly independent for each q ∈
U , hence they are a local frame for ∆. Moreover, it results that dFq|∆q is
injective for each q ∈ U . So it holds that

dFq([Yi, Yj]) = [dFq(Yi), dFq(Yj)] = [∂i, ∂j]|F (q)
= 0

for every q ∈ U and for all i, j = 1, . . . ,m. Since ∆ is involutive, i.e.
[Yi, Yj]|q ∈ ∆q and dFq|∆q is injective, we deduce that [Yi, Yj]|q = 0 for each
q ∈ U .
Hence, from this construction, we can conclude that, starting from a basis
{X1, . . . , Xm} for the Lie subalgebra V , we are able to construct another
basis {Y1, . . . , Ym} such that

Yi =
m∑
i=1

bjiXj for j = 1, . . . ,m

where bji are C∞-functions defined as above. The particularity of this new
basis is that the vector fields are commutating, so the BCH formula is clearly
convergent for vector fields sufficiently close to the zero vector field and be-
comes

exp(Y1) exp(Y2) = exp(Y1 + Y2)





Chapter 3

Connection between flows and
diffeomorphisms

Now we want to return to the question: given a diffeomorphism ψ, exists
there a vector field X such that the flow at time 1, φ1

X , is precisely ψ? The
answer is not so clear and it is negative often.
We want to investigate very briefly the reason why the answer is not always
positive, and, after that, to examine the way to construct this connection.

3.1 Vector fields generate few diffeomorphisms
One of the first papers in which this problem was studied is Palis’s work [26],
whose title is exactly Vector fields generate few diffeomorphisms. In fact he
demonstrates that few diffeomorphisms, in sense of Baire category, embed in
flows or are generated by vector fields. Before we enunciate the main result,
we introduce the Baire category

Definition 3.1. (First category)
A subset E of a topological space S is said to be of first category in S if E
can be written as the countable union of subsets which are nowhere dense in
S, i.e. if E is expressible as a union

E =
⋃
n∈N

En

where each subset En ⊂ S is nowhere dense in S.
Sets which are not of first category are of second category.

So we can cite the Palis’s result

37
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Theorem 3.2. The subset of Diff1(M) of diffeomorphisms that embed in C1

flows is of first category.

Now it is clear that the sets of a first category are "small" subsets of the
host space, and sets of first category are sometimes referred to as meager.
Therefore, it appears clear why it is not so easy to connect diffeomorphisms
with flows.
After Palis’s work the topic has been debated several times and some results
have been reached. Nowadays, for example, it is known that non-autonomous
C1-smooth symplectomorphisms form a C1-open and dense set in the group
of C1 diffeomorphisms (see [3]), and a similar statement is true also for C∞-
smooth hamiltonian diffeomorphisms of certain symplectic manifolds. An-
other result is due to L. Polterovich and E. Shelukhin, they prove that for a
closed symplectically aspherical manifold the set Ham \Aut contains a C∞-
dense subset which is open in the topology induced by Hofer’s metric (see
[28]).

3.2 Diffeomorphisms and autonomous Hamil-
tonian

As it is written in [21], we know that the 1-time flow of an hamiltonian vector
field is a symplectic diffeomorphism homotopic to the identity. So we want to
investigate the inverse statement: which exact symplectic diffeomorphisms
homotopic to the identity can be the flow of an hamiltonian vector field?
The answer to this very general question is quite unknown. But if we restrict
ourselves to a perturbative situation, we are able to answer to the previous
question and to construct the hamiltonian vector field, so we collect some
results using this techniques.

3.2.1 Restriction to perturbative situation

In [6] G. Benettin and A. Giorgilli prove that for any mapping Ψε, analytic
and ε-close to the identity, there exists an analytic autonomous Hamiltonian,
Hε, such that its time-one mapping ΦHε differs from Ψε by a quantity ex-
ponential small in 1

ε
. The idea is firstly to introduce a map Ψε smoothly

depending on a small parameter ε, such that Ψ0(p, q) = (p, q). After that
the aim is to construct an Hamiltonian Hε = εh1 + ε2h2 + . . ., as a formal
series, whose time-one flow agrees, order by order, with Ψε. This idea comes
from a Moser’s work in which, even if there is not properly the presence
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of a small parameter ε, the author infers the existence of a formal power
series H(p, q) such that the flow of its vector field is precisely the solution
of hamiltonian system of equation (for the detailed treatise see [24]). Some
quite similar techniques could be found in the works [13, 20, 32], where the
canonical transformation are defined as power series depending on a small
parameter ε.
On the other hand, a second reference to Benettin and Giorgilli’s work is
the article of A. Neishtdat [25]. He adopts an indirect method to obtain the
Hamiltonian; the idea is to preliminary introduce a non-autonomous Hamil-
tonian H̃ε(p, q, t) which interpolates the diffeomorphism Ψε exactly and then,
using a suitable canonical transformation, eliminate from H̃ε the variable t,
which it turns out to be a fast variable.
After all this foreword, we want to study the method used by Benettin and
Giorgilli to find the proper hamiltonian function. Let Ψε : Rn → Rn be a
mapping near the identity which could be written as a power series in ε

Ψε(x) = x+ εψ1(x) + ε2ψ2(x) + . . . (3.3)

where each ψk, for k ≥ 1, is assumed to be real analytic in a suitable complex
neighbourhood Dρ defined as

Dρ =
⋃
x∈D

∆ρ

∆ρ = {y ∈ Cn||yi − xi| ≤ ρi, 1 ≤ i ≤ n}
for ρ = (ρ1, . . . , ρn) and D ⊂ Rn. Now, for ρ′ ≤ ρ, we introduce the norm

‖f‖ρ′ = sup
x∈Dρ′

|f(x)|

for f real analytic function in Dρ′ . Given a vector field X = (X1, . . . , Xn),
the differential operator acting on scalar function f is denoted by LXf .
With these notations, it holds the following proposition

Proposition 3.4. Consider the mappping Ψε as defined in (3.3) and assume
the functions ψk are real analytic in Dρ′ and satisfy the estimate

‖ψk‖ρ′ ≤ γk−1Γ

for some positive constants γ,Γ. Then there exists a formal series of vector
fields

F∞ε = εX1 + ε2X2 + . . .

analytic in Dρ, such that
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1. one has formally,
exp(LF∞ε )ξ = Ψε (3.5)

where ξ is the identity function in Rn.

2. The vector field Xk, for k ≥ 1, satisfy the estimates

‖X1‖ρ ≤ Γ

‖Xk‖ρ/2 <
1

2
kk−1βk−1Γ for k ≥ 2

with β = 4 max(γ,Γ). Moreover, as long as 1 ≤ r ≤ 1
2βε

, the finite sum
F r
ε = εX1 + ε2X2 + . . .+ εrXr satisfies the estimates

‖F r
ε ‖ρ/2 ≤

3

2
εΓ

‖ΦF rε −Ψε‖ρ/4 < 3εΓ(2rβε)r

3. If Ψε is symplectic, then all vector fields X1, X2, . . . are locally hamil-
tonian.

Proof. We restrict ourselves to show the proof for the first part of the propo-
sition, the rest of the proof could be found in [6, 3.1].
For the sake of brevity, we will use a short notation, Lk := LXk . By formally
expanding, the exponential of LF∞ε is

exp(LF∞ε ) = I +
∑
n≥1

1

n!

(∑
k≥1

εkLk

)n
= I +

∑
n≥1

εn
n∑

m=1

1

n!
Am,n (3.6)

where
Am,n =

∑
k1+...+km≥1
k1+...+km=n

Lkm . . . Lkn

From the definition one could get the recursive relations for Am,n

A1,n = Ln

Am,n =
n−m+1∑
k=1

LkAm−1,n−k

By comparing the expression (3.6) with (3.3), it results

X1 = ψ1
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Xn = ψn −
n∑

m=2

1

m!
Am,nξ

In this way we have a recursive scheme to calculate the vector field Xk such
that its flow exp(LF∞ε ) coincides with Ψε at any order in ε.

Another important work for the topic is the article of S. Kuksin and
J. Pöschel [21]. The authors work on the perturbations of two kinds of
integrable maps: we see to the first example. Let D ⊂ Rn be bounded and
convex domain and let D×Tn be the symplectic manifold endowed with the
standard exact symplectic structure υ = dα, where α =

∑
j Ijdφj. If we

suppose the map

F0 : D × Tn → D × Tn (I, φ) 7→ (I, φ+ ω(I))

is real analytic and symplectic, then

0 =
∑
j

dωj(I) ∧ dIj = d

(∑
j

ωjdIj

)
so, by the convexity, there exists a real analytic function h on D such that

ω(I) =
∂h

∂I

The function h defines an integrable hamiltonian system on D × Tn with
equations of motion İ = 0, φ̇ = ω(I), so its flow interpolates exactly F0

X1
h = F0 (3.7)

on D × Tn.
Now we interpolate the function F0 to study if there exists a relation like
the (3.7) which will depend on ε. We consider a real analytic family of real
analytic maps

Fε : D × Tn → Rn × Tn − ε < ε0 < ε

perturbing the integrable map F0 : (I, φ) 7→ (I, φ + ω(I)), where ω(I) =
∂h
∂I

and h is a real analytic function on D. Moreover, the Fε are assumed
exact symplectic. Each Fε is assumed to be real analytic on a fixed complex
neighbourhood VrD × VrTn of D × Tn, where

VrD =
⋃
I0∈D

{I ∈ Cn||I − I0| < r} ⊂ Cn
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The same domain of analyticity is assumed for h. Possibly decreasing r and
ε0 we also have a uniform bound for the sup-norm |Fε|VrD×VrTn for all ε.
Moreover,

|Fε − F0|VrD×VrTn = O(ε)

by Cauchy’s estimates.

Theorem 3.8. Suppose Fε satisfies the preceding assumptions. Then for
all sufficiently small ε there exists a real analytic, 1-periodic time dependent
Hamiltonian Hε on D × Tn+1, such that

X t
Hε|t=1

= Fε

on D × Tn. Moreover, there exists a ρ > 0 such that Hε is real analytic in
VρD × VρTn+1 for all small ε and satisfies

|Hε − h|VρD×VρTn+1 = O(ε)

as ε→ 0.

3.2.2 Exact correspondence between diffeomorphisms and
flows

If we leave the previous strategy and we try to search an exact correspondence
between a diffeomorphism and the flow of a vector field, not necessarily
hamiltonian, the problems grow. What we like to do is to reuse the thoughts
about BCH formula for this allied question.
LetX : Rn → Rn be an analytic vector field, using the definitions of logarithm
and exponential series, for every f : Rn → R analytic we have

Xf(x) = log(eX)f(x) =
∞∑
n=1

(−1)n−1

n
(eX − I)[n]f(x)

If we use the exchange theorem (2.11) to write the term (eX − I)[n]f(x) of
the above equation, we obtain

(eX − I)[1]f(x) = eXf(x)− f(x) = f(eX)(x)− f(x)

(eX − I)[2]f(x) = (eX − I)(eX − I)f(x) = (eX − I)(eXf(x)− f(x))

= (eX − I)(f(eX)(x)− f(x)) = eXf(eX)(x)− f(eX)(x)− eXf(x) + f(x)

= f(e2X)(x)− 2f(eX)(x) + f(x)
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where we use the (2.14). If we take the projection f = πj, i.e. f(x) = xj, for
any n it is true

(eX − I)[n](x) =
n∑
k=0

(
n

k

)
ekX(x)(−1)n−k

Hence we have

X(x) =
∞∑
n=1

(−1)n−1

n

n∑
k=0

(
n

k

)
(φ1

X)k(x)(−1)n−k (3.9)

where, since φ1
X is a diffeomorphism, the k-th power means φ1

X ◦ . . . φ1
X k-

times.
Let consider an analytic diffeomorphism ψ, we want to investigate if there
exists a vector field X such that its 1-time flow generates the diffeomorphism.
The idea is to start from the above formula (3.9) substituting the flow φ1

X

for the diffeomorphism ψ

X(x) =
∞∑
n=1

(−1)n−1

n

n∑
k=0

(
n

k

)
ψk(x)(−1)n−k

= −
∞∑
n=1

1

n

n∑
k=0

(
n

k

)
(−1)kψk(x)

(3.10)

The series above is not so easily worked, even if we suppose the best hy-
potheses. For example, let suppose that x is a point which belongs to the
attractive set of a fixed point x̄, hence the composition of ψ k-times moves
away little from x̄ and we can estimate it easily. Despite this hypothesis, the
series is divergent because of the presence of binomial coefficient which grows
very rapidly.

We have a better result if we take care only of the first terms, not of the
convergence of the entire series. This view, as it is said by Poincaré in [27,
Chapter VIII], is typical of the astronomers, who pay essentially attention
to the way in which the first terms decrease or increase. We want to find a
vector field X such that its flow at time 1, φX , generates the analytic diffeo-
morphism ψ, which is near the identity using the C0 norm.
Let start from the well-known identity (3.10), where we have used the defi-
nitions of logarithm and exponential map and the exchange theorem (2.11).
We study in a different way from the (3.10) the second summation; noticing
the similarity with the binomial theorem, we define a new operation which
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is quite similar to the power of real number

(ψ − I){n}(x) :=
n∑
k=0

(
n

k

)
ψk(x)(−1)n−k

Using this new operation we can define the vector field X as

X(x) =
∞∑
n=1

(−1)n−1

n
(ψ − I){n}(x) (3.11)

Now we want to study the term (ψ − I){n}, we notice that

(ψ − I){1} = ψ − I

(ψ − I){2} = ψ2 − 2ψ + I = (ψ − I) ◦ ψ − (ψ − I)

(ψ − I){3} = ψ3 − 3ψ2 + 3ψ − I = (ψ − I){2} ◦ ψ − (ψ − I){2}

so we can generalize

(ψ − I){n} = (ψ − I){n−1} ◦ ψ − (ψ − I){n−1}

Let ρ > 0 be the radius of the open ball Bρ = {x||x| ≤ ρ}; it is defined the
sup-norm | · |ρ, which we use to estimate (ψ − I){n}

|(ψ − I){n}|ρ = |(ψ − I){n−1} ◦ ψ − (ψ − I){n−1}|ρ ≤ |∇(ψ − I){n−1}|ρ|(ψ − I)|ρ

and, using the Cauchy estimate for δ > 0, we have

|∇(ψ − I){n−1}|ρ−2δ ≤
1

δ
|(ψ − I){n−1}|ρ

Using the above estimates we can write

|(ψ − I){n}|ρ−∑n
k=1

δ
k2
≤ |∇(ψ − I){n−1}|ρ−∑n

k=1
δ
k2
|(ψ − I)|ρ−∑n

k=1
δ
k2

and
|∇(ψ − I){n−1}|ρ−∑n

k=1
δ
k2
≤ 2

12

δ
|(ψ − I){n−1}|ρ−∑n

k=2
δ
k2

Repeating the same reasoning, we can estimate |(ψ − I){n−1}|ρ−∑n
k=2

δ
k2

|(ψ − I){n−1}|ρ−∑n
k=2

δ
k2
≤ |∇(ψ − I){n−2}|ρ−∑n

k=2
δ
k2
|(ψ − I)|ρ−∑n

k=2
δ
k2

and
|∇(ψ − I){n−2}|ρ−∑n

k=2
δ
k2
≤ 2

22

δ
|(ψ − I){n−2}|ρ−∑n

k=3
δ
k2
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If we join all the above estimates, we obtain

|(ψ − I){n}|ρ−∑n
k=1

δ
k2
≤22 12 · 22

δ2
|(ψ − I){n−2}|ρ−∑n

k=3
δ
k2

|(ψ − I)|ρ−∑n
k=2

δ
k2
|(ψ − I)|ρ−∑n

k=1
δ
k2

Iterating the same estimates, we have

|(ψ − I){n}|
ρ−π2

6
δ
≤ (n!)2

(
2

δ
|ψ − I|ρ

)n
If we define ε2 := 2

δ
|ψ−I|ρ, using the Stirling’s approximation we obtain that

n!εn ≈
√

2πn

(
n

e

)n
εn =

√
2π(nε)n+ 1

2
e−n√
ε

hence, if we suppose ε2 < 1, i.e. the diffeomorphism ψ is near the identity
for the sup-norm in the ball Bρ, then for n∗ :=

[
1
ε

]
we have

|(ψ − I){n∗}|
ρ−π2

6
δ
≤ 2π

e−
2
ε

ε

In conclusion, we can say that the series (3.11), which defines the vector field
X, is certainly divergent, but the first n∗ terms decrease, so the series is
"convergent for astronomers".
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