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Abstract

The introduction of stricter restrictions imposed by social media platforms
to contrast the arising of misinformation and hate speech produced a change
in how extremism acts online, with the result of a migration of their com-
munities to new niche platforms that impose fewer restrictions about the
reliability of the posts produced and their political correctness. Among all
the available niches, one in particular has experienced the biggest arising
and coverage from news media: Gab. Gab is well known to be an extremist-
friendly platform that performs little control on the posted content. Thus it
represents an ideal benchmark for studying phenomena potentially related
to polarization such as misinformation spreading. The combination of these
factors may lead to hate as well as to episodes of harm in the real world. In
this work1, we provide a characterization of the interaction patterns within
Gab around the COVID-19 topic. To assess the spreading of different con-
tent types, we analyze consumption patterns based on both interaction type
and source reliability. Overall we find that there are no strong statistical dif-
ferences in the social response to questionable and reliable content, both fol-
lowing a power law distribution. However, questionable and reliable sources
display structural and topical differences in the use of hashtags. The com-
menting behavior of users in terms of both lifetime and sentiment reveals that
questionable and reliable posts are perceived in the same manner. We can
conclude that despite evident differences between questionable and reliable
posts Gab users do not perform such a differentiation thus treating them as a
whole. Our results provide insights toward the understanding of coordinated
inauthentic behavior and on the early-warning of information operation.

1An extract of this work has been published as a research paper in SocInfo 2020 con-
ference.
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Chapter 1

Introduction

The evolution of the Internet ecosystem through the introduction of social

media has massively changed how our society is currently living. Indeed, they

offered a tool for reaching out to people more easily, being able to aggregate

with others around specific topics of interest. In addition to this, the access

to information and knowledge broke down many barriers, observing a decen-

tralization of the news sources to the point that everyone can propose himself

as a potential journalism authority [10, 44, 54]. This phenomenon, combined

with the tendency of humans to behave irrationally, brought to light the

problem of misinformation, to the point that the World Economic Forum

listed in 2013 the misinformation as one of the main threats to our society

[34]. The presence of this problem in the current historical moment, where

data is becoming one of the primary sources for our everyday life, has al-

ready shown how it can be dangerous for our society, also due to the creation

of communities under narratives that can be harmful [39]. The regulations

imposed by social media platforms to contrast the arising of these commu-

nities that promote hate speech, racism, and other extreme behaviors led to

the restriction and ban of many users, who reorganized themselves to find a

new online platform in which they can act more freely. The arising of these

places has become a serious problem for the online and offline ecosystem due

to the freedom they have in promoting, sharing, and discussing ideas that

can be dangerous for the political and social stability [57]. In many cases,
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8 CHAPTER 1. INTRODUCTION

those discussions both took the form of cyber attacks to specific entities or

real acts of violence such as shootings, kidnappings, and similar [37, 50]. For

these reasons, the arising of terrorism and cyberterrorism is becoming one of

the biggest challenges of this century [25, 7], with the necessity to maintain

the security for both online and offline realities.

In this thesis, we characterize the users’ behavior in an extremist social

media platform, called Gab. All social media platforms, indeed, present dis-

tinct features such as the type of content as well as user interaction options

[15, 16]. Along with mainstream platforms like Facebook, Twitter, YouTube,

and Instagram, niche ones such as Gab or Reddit have been created. These

platforms strongly differ for various aspects mainly related to the political

leaning of the user base and the content regulation policy implemented. The

latter element has crucial importance, being strongly linked to the risk of

opinion polarization and to the development of hating contents [15]. Within

such niche media, biased information proliferates [17] and users, either in-

terested in joining the community or banned by other social media, tend to

develop the feeling of belonging to a group of like-minded individuals, i.e.,

an echo-chamber [24]. Hence, studying users’ interaction patterns in plat-

forms like Gab becomes of primary interest to shed light on the dynamics

of content production and information spreading in such a segregated and

unregulated environment. We then explore different aspects related to the

spreading of both questionable and reliable contents in Gab by taking into

account several aspects, such as the users’ reactions, the topics embedded in

hashtag networks, and the users’ sentiment. In more detail, we first focus

on the differences between interaction types in terms of frequency and time.

Then we build statistically validated hashtag co-occurrence networks assess-

ing the topological differences between questionable and reliable contents.

Finally, we analyze the interplay between the sentiment of comments and

commenting behavior concerning information source questionability.

The thesis is organized as follows:

• Chapter 2 describes the current state of the art of non-mainstream
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social media, focusing in particular on Gab;

• Chapter 3 describes the data set used for this work and explores its

structure;

• Chapter 4 describes the mathematical tools behind the analysis;

• Chapter 5 describes how results are obtained;

• Chapter 6 summarizes the results and discusses the possible applica-

tions associated.



10 CHAPTER 1. INTRODUCTION



Chapter 2

Background and State of the

Art

2.1 Misinformation and Social Media

Social media platforms play a crucial role in the public sphere, influencing

the public debate on a wide range of topics including politics, health, cli-

mate change, economics, migration [6, 13, 8, 23]. Users online have shown a

tendency a) to acquire information adhering to their system of beliefs [5], b)

to ignore dissenting information [58], c) to form polarized groups around a

shared narrative [21]. One of the dominating traits of online social dynamics,

indeed, is polarization [51]. Divided into echo chambers, users account for

the coherence with their preferred narrative rather than the true value of the

information [24, 20]. This scenario creates the perfect incubator for informa-

tion operations [14]. Among the most pressing issues is the spread of fictitious

and low-quality information (e.g., fake news, rumors, hoaxes). Questionable

means are often used to influence the public opinion toward polarization or

to burst distrust in governments and institutions [24]. The spread of low-

quality information is sometimes carried out by groups of coordinated or

automated accounts that pollute our social environments by injecting and

sharing a large number of targeted messages [26], i.e., what Facebook calls

“coordinated inauthentic behavior” [30]. Although some studies focused on

11



12 CHAPTER 2. BACKGROUND AND STATE OF THE ART

the interplay between false and real information [52], the main point to un-

derstand is how information fits into a larger disinformation campaign [48,

14]. Most of the information operations involve users which are not aware of

their role but which may foster polarization and distrust toward science and

mainstream journalism [4, 32, 46, 22].

2.2 Social Security and the growing of Niches

A wide research effort has been spent to characterize online information op-

erations [14, 47, 29, 55, 33] especially in the case of terrorism [49, 36, 11].

Several works addressed the analysis of social behaviors to detect features

to anticipate and thus inhibit information disorders [56, 51, 41, 12]. Most

of the tactics tend to exploit the confirmation bias [24] of users to foment

heated debates [53, 2]. Niche social media performing little regulation on

their contents seem to be the ideal environment for triggering polarization

dynamics that can turn into actions of harm in the offline world [19].

2.3 Aggregating online extremism: the case

of Gab

Gab is an online social platform, describing itself as “A social network that

champions free speech, individual liberty, and the free flow of information on-

line. All are welcome” [27]. Such a claim, together with the political leaning

of its founders and developers, made Gab the “safe haven” for the alt-right

movement. Moreover, low moderation and regulation of contents have re-

sulted in a widespread of hate speech and fake news. For these reasons, it

has been repeatedly suspended by its service provider, and its mobile app

has been banned from both App and Play stores [57]. In particular, Gab

attracted the interest of researchers due to its permissive content regulatory

policy and the political leaning of its users. In [40] authors analyze the con-

tent shared on Gab and the leaning of users, finding a rather homogeneous

environment prone to share right biased content. Authors of [57] characterize
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Gab in terms of user leaning and content shared, suggesting that it is more

similar to a safe place for right-wing extremists rather than an environment

where free speech is protected. Moreover, a topological analysis performed

by authors of [15] reveals that Gab users appear as one quite homogeneous

cluster biased to the right. Further, differently from other platforms such

as Twitter and Facebook, in Gab there is a lack of users with leaning op-

posite to the most popular one. Overall, all these studies suggest that Gab

can be considered as a homogeneous environment where biased content and

misinformation may easily proliferate.
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Chapter 3

Data set description and

exploration

This chapter describes the data set used for this work and the analysis per-

formed to extract meaningful insights. All the data refers to the period

01/01/2020 – 31/03/2020.

The structure of this chapter is the following:

• We describe the mechanisms behind the data set collection from Gab

and the architecture that we implemented to perform this operation;

• We introduce an additional data set that provides a categorization of

the news outlets based on the quality of the information they share;

• We provide an explanation of the preprocessing phase to prepare the

data for the analysis and experiments;

• We conduct an Exploratory Data Analysis (EDA) on the collected data

sets, showing the results obtained.

15



16 CHAPTER 3. DATA SET DESCRIPTION AND EXPLORATION

3.1 Data collection

3.1.1 Gab Corpus

The obtainment of the data sets started from the definition of the topic that

we want to consider which, in our case, has chosen to be the COVID-19. The

reason for this particular choice is two-fold. First, it has been demonstrated

[45] how health-related topics are one of the most common scenarios for po-

larization, bringing a series of point of views in which, for the conspiracy

faction, the narratives proposed may seriously put at risk the life of peo-

ple due to their contents, as recently experienced with the COVID-19 where

some pseudoscience sources proposed bleach shots as a ”miracle cure” for

the virus [31]. This is strictly correlated with the second point that refers

to the environment in which those conspiracy theories proliferates. Indeed,

Gab’s user-base and structure offer a place where there is a tendency to take

these alternative theories as ground-truth, inverting the debate for which the

opposition is composed of all those science-based opinions and facts.

After having defined the topic of our study, it is necessary to look for the

most popular research keywords related to start the data collection process.

To achieve this, we perform some researches on Google Trends by looking for

the most common terms associated with the keyword coronavirus, retrieving

the following words: wuhan, china, coronavirusoutbreak, covid, covid19.

The next step consists of retrieving all the posts from Gab concerning

the topic expressed by the terms previously obtained from Google Trends.

To achieve this, we build an API oriented pipeline, described in Figure 3.1,

which is structured in the following way. First, we perform a Gab search

with each term, obtaining a list of associated hashtags. We then inspect the

results which are filtered based on the hashtags meaning. Then, we iterate

over each hashtag to retrieve all the posts with their related comments. We

end up with 116343 posts, associated with 26136 different hashtags, that re-

ceived 96757 likes, 60007 comments and 60563 reblogs by 4293 users.
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Figure 3.1: Representation of the API oriented pipeline. It starts by re-
trieving all the most trending research keywords associated with coronavirus
term. Those keywords were used to obtain all the meaningful hashtags as-
sociated with them. After having obtained the list of hashtags, a SNAT
technique was applied to parallelize the API calls for retrieving the posts
associated with each hashtag. Iteratively, for each post obtained we called
again another specific API that returned all the comments associated. In the
end, we obtained two data sets: the first co mposed of all posts associated
with the COVID-19 related hashtags, whilst the second is composed of all
the comments associated with each post obtained.

Given the restriction imposed by Gab on the number of requests that can

be accomplished from the same IP address, we make use of Source Network

Address Translation (SNAT) technique which allows the modifying of the

source IP address in order to be recognized from the receiver as a sender

with a new identity. In this way, the collection of the information regarding

the different elements can be done in parallel, thus being more faster and

avoiding all those limitations that may affect the composition of our data

set.

3.1.2 Questionable and Reliable Sources

To evaluate the quality of the information circulating on Gab, we employ

a source-based approach by building a data set of news website domains,

known with the term of news outlet, where each element is labeled either as

”questionable” or ”reliable” employing a classification procedure provided by
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a fact-checking organization called Media Bias/Fact Check (MBFC). MBFC

has been frequently used for source classification [9, 3, 15]. It provides

a classification determined by ranking bias in four different categories that

are: Biased Wording/Headlines, Factual/Sourcing, Story Choices and Polit-

ical Affiliation. A score is assigned to each category per each news outlet

and the average score determined the bias of the outlet, as explained in the

Methodology section of the website [42].

Each news outlet has associated a label that refers either to a politi-

cal bias, namely, Right, Right-Center, Least-Biased, Left-Center and Left

or to its reliability that is expressed in three labels, namely, Conspiracy-

Pseudoscience, Pro-Science or Questionable. Noticeably, also the Question-

able set includes a wide range of political biases, from Extreme Left to Ex-

treme Right. For instance, the Right label is associated with Fox News, the

Questionable label to Breitbart (the well-known extreme right outlet) and

the Pro-Science label to Science. Using such a classification, we divide the

news outlets into Questionable outlets and Reliable outlets. All the outlets

already classified as Questionable or belonging to the category Conspiracy-

Pseudoscience are labeled as Questionable, the rest is labeled as Reliable.

Considering all the 2637 news outlets that we retrieve from the list pro-

vided by MBFC we end up with 800 outlets classified as Questionable 1837

outlets classified as Reliable.

3.2 Data Preprocessing

The data sets obtained from the previous operations were not suitable for

any kind of analysis at their initial state. As a consequence of this, a prepro-

cessing phase is then necessary to clean and manipulate the data.

We start by transforming the text contained in posts and comments. Af-

ter having converted all the letters into lowercase, we remove each element

that is an HTML tag, email, website, or word composed only by digits, special
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Posts Comments
Max 1977 1398
Min 25 1
Standard Deviation 604 314
Mean 640 454

Table 3.1: Summary of general descriptive statistics for the daily evolution
of Posts and Comments.

characters referring to mentions or hashtags and stopping words. Further-

more, all the URLs in a short form are extended to their original formulation.

In the end, we perform an expansion of all those verbs that are written in

a contracted form (e.g: isn’t is then transformed into is not). As a result,

we obtain a data set of posts and comments whose text is only composed of

meaningful words.

For what concerns the hashtags, we perform specific filtering on their names

to remove all of those that are not identified as English. In addition to this,

we also filter all those hashtags that were not similar with those used for the

initial search by making use of the Levenshtein Distance, setting the number

of maximum edits to 4.

After having obtained cleaned text contents, we associate each news out-

let with their corresponding domain provided by MBFC dataset, therefore

obtaining the outlet category. In the end, the final data set is composed

of all the comments related to the different posts with the reliability of the

associated news outlet.

3.3 Exploratory Data Analysis

The distribution of comments and posts over the analysis period, described

in Figure 3.2, shows an interest from users that increases over time which

is comparable to the growth of the pandemic all over the globe. Table 3.1

shows how users tend to prefer posting rather than commenting, with a daily

average of 640 for the first and 454 for the second.

The fact that posting is preferred over commenting may be a proxy for
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Figure 3.2: Daily distribution of posts and comments over the analysis period.
The evolution of both types of contents is according to the spreading of
the COVID-19 virus, providing evidence of the interest in the topic. The
distribution also shows how posting is the preferred way of spreading content.

the propagation of narratives, which is strictly correlated with the number of

followers, i.e., the number of users that follow another one, and followings,

i.e., the number of users that a user is following. Therefore, Figure 3.3

describes the distribution of these two entities, which can be approximated

with a power law distribution. Results show how the majority of users rely

upon the interval of [10, 10000] following and followers, being potentially

influential concerning the message they share inside their posts.

To further extend the analysis, we investigate the lexical content from a

qualitative perspective, as described in Figure 3.4. We can see how comments

and posts share a considerable amount of frequent words that revolve around

the narrative of the pandemic. Words like virus, people, trump and corona

reflect a common narrative that is likely based around the current political
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Figure 3.3: Distribution of user’s Followers (left) and Followings (right). For
both of them, the interval [100, 1000] is the most representative one in terms
of users followed and for which they are being followed.

and social situation, especially in the USA since Gab user base is mainly

composed of people from the US. This is also confirmed by looking at the

most frequent words from both sources, showing how posts propose nouns

that are more technical and more explanatory for the topic, such as outbreak,

chinese, cases. Comments, instead, propose simpler terms that do not seem

to describe any particular context.



22 CHAPTER 3. DATA SET DESCRIPTION AND EXPLORATION

virus
people

w
illnew

ca
se

s
trump

retweeted
ou

tb
re

ak now

chinese
can
world

news

covid

one
di

e

just

pandemic

health

que
times

spread

first

like
says

ge
t

said
der
time

death

president
government

deaths

state
flu

epoch

media

positive

country

know

case

infected

amid

gl
ob

al

home

may

going

corona

confirmed

day

(a)

0

2000

4000

6000

vi
ru

s
pe

op
le

w
ill

ne
w

ca
se

s
tr

um
p

re
tw

ee
te

d
ou

tb
re

ak
no

w
ch

in
es

e

Words

C
ou

nt

(b)

will
people

can
just

like

trump

virus
one

now
get

know

tim
e

w
or

ld think

see

going

even

good

many

well

need

says

news

new chineseflu

also
right

said

want

way

back

never

god

much

make

corona

really

take
still

say

money

government

years

ev
er

y

state

day

first
truth

go
t

(c)

0

2000

4000

6000

w
ill

pe
op

le
ca

n
ju

st
lik

e
tr

um
p

vi
ru

s
on

e
no

w
ge

t
Words

C
ou

nt

(d)

Figure 3.4: Qualitative and quantitative representation of most common
terms used both in Posts and Comments. Upper Panel: Wordcloud repre-
sentation of the most 50 frequent words used in posts (left) together with the
frequency values of the first ten (right). Lower panel: same representation as
to the upper one, but for comments. The analysis shows how most frequent
words are strongly related to the social and political situation harmed by the
growth of the pandemic. The presence of terms like trump or chinese may
be correlated with the Gab community which is strongly USA based, refer-
ring to political debates which sees China as the intentional creator of the
COVID-19 virus. In addition to this, the ten most frequent words in Posts
are more topic explanatory compared with the one used in Comments, which
are lexical simpler. This is due to the nature of the two sources: comments,
which are written by users with generally no competence in journalism, will
have a more elementary syntax and lexicon, whilst posts have to be more
technical and professional due to the expected competence of the creators
behind them.



Chapter 4

Preliminaries and Definitions

4.1 Networks

The basis for the conceptualization of a network is a graph G = (V,E),

being V the set of n nodes and E the set of m edges. The nodes are denoted

as i, j ∈ V or, similarly, i, j = 1, . . . , n, and the edge that formalizes the

connection between i and j is denoted as (i, j) .

With A we denote the adjacency matrix, a n-squared binary matrix tak-

ing values 0 or 1, where the element Aij = 1 if nodes i and j are connected

and Aij = 0 otherwise; the degree of the node i is ki =
∑︁

j Aij, and it quanti-

fies the number of neighbours of the node i; the number of links in the graph

G is m = 1
2

∑︁
ij Aij. A graph that respects the last formalized equality, called

Handshaking Lemma, is an indirect graph. Another instance that we take

into account is the bipartite graph, which is a graph in which the vertex set

V is the union of two disjoint independent sets called the partitions of G,

as represented in Figure 4.1. The equivalent of an adjacency matrix for a

bipartite graph is a h× p rectangular matrix called incidence matrix B that

takes values 0 or 1, where the element Bij = 1 if nodes i and j are connected.

A bipartite graph can be easily projected onto one of its partitions by

performing an operation called one-mode projection that can be formalized

in terms of the product P = BTB, in the case we are projecting onto the

partition of size p, and P = BBT if we are projecting onto the partition of

23
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Figure 4.1: Representation of a bipartite graph. U and S represent two
independent partitions of the original vertex set V.

size h. An example of a result from this operation is described in Figure 4.2.

P is a symmetric matrix whose elements Pij are nonnegative numbers that

represent, in the case of off-diagonal elements, the number of common links

of the nodes i and j to the partition of size h or p. The diagonal elements

of the matrix P are also nonnegative numbers that represent the degree of

the node in the bipartite graph. Since the elements on the diagonal of the

matrix P have a different meaning with respect to the elements away from

the diagonal, it is common practice to set the diagonal elements Pii = 0.

The matrix P after such a treatment can be also called the co-occurrence

matrix since two elements are interconnected if they are co-connected to at

least one node of the partition they don’t belong to. Also, the number of

co-connections between i and j is represented by the link weight, i.e., by the

element Pij of the matrix P.

4.2 Hashtag Co-occurrence Network

Starting from the set P of all posts and the set H of the hashtags found in

those posts, we create the bipartite network T , whose nodes are posts and
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Figure 4.2: Projection of a bipartite graph composed by partitions U and S.
The one-mode projection, in this case, projects U over S.

hashtags. A link between an hashtag hi and a post pi exists if the hashtag hi is

used inside the post pi. From the bipartite network T we create the hashtag

co-occurrence weighted network H by projecting the bipartite network T

onto the partition H. Additionally, we need to assign significance to the co-

occurrence of two hashtags to represent only meaningful associations. This

is strictly correlated to the computation of a statistical hypothesis test. In

fact, in our case we want to test how likely it is that the association between

two hashtags is observed more than a specific number of times, Therefore,

given two hashtags α and β that independently occur in posts nα nβ, we

want to test how likely it is that they appear in more than r posts. This is

equal to the computation of the probability

p =
∑︂
k≥r

p(k) (4.1)

that we would expect to observe more than r co-occurrences by chance.

From the general idea of hypothesis testing between two hashtags, we

define the probability function p(·). Let then N = |P | be the number of posts

and n1 and n2 the number of them in which the first and the second hashtags

are found, respectively. To perform the statistical test, we first define the null

model which in this case refers to the random and independent selection of

these hashtags among the N total posts, obtaining the probability of k, i.e.,
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the number of posts in which both hashtags appear. This random selection

of n1 and n2 sets of posts out of N can be done in(︃
N

n1

)︃(︃
N

n2

)︃
(4.2)

different ways. The number of coincidences k is therefore bounded be-

tween

max{0, n1 + n2 −N} ≤ k ≤ min{n1, n2}. (4.3)

This means that we can have zero coincidences at least if the sum of

n1 + n2 does not exceed N , obtaining n1 + n2 − N otherwise, whilst the

largest number of coincidences cannot exceed the smallest number of posts

where a hashtag appeared, i.e., n1 or n2. To assess how many of these choices

there are exactly k coincidences, we can classify four kinds of posts:

• k posts showing a coincidence

• n1 − k posts selected only in the first choice

• n2 − k posts selected only in the second choice

• N − n1 − n2 + k posts not selected in any of the two choices

Therefore, the exact number is obtained from the computation of the

multinomial coefficient (︃
N

k, n1 − k, n2 − k

)︃
, (4.4)

which makes use of the definition
(︁

p
q1,...,qn

)︁
≡ p!

q1!...qn!(p−q1−...qn)!
.

Therefore, the probability p(k) that exactly k hashtags coincide when we

choose n1 and n2 posts randomly and independently among the total N is

p(k) =

(︃
N

n1

)︃−1(︃
N

n2

)︃−1(︃
N

k, n1 − k, n2 − k

)︃
(4.5)

if the condition expressed in Equation 4.3 holds, otherwise we obtain

p(k) = 0.
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For computational reasons, we can reformulate Equation 4.5 in a different

way, introducing the notation (a)b ≡ a(a − 1) . . . (a − b + 1), for any a ≥ b,

and assuming that n1 ≥ n2 ≥ k. Therefore, we obtain:

p(k) =
(n1)k(n2)k(N − n1)n2−k

(N)n2(k)k

=
(n1)k(n2)k(N − n1)n2−k

(N)n2−k(N − n2 + k)k(k)k
,

(4.6)

where in the second form we have used the identity (a)b = (a)c(a−c)b−c valid

for a ≥ b ≥ c. This equation can be better written as

p(k) =

n2−k−1∏︂
j=0

(1− n1

N − j
)
k−1∏︂
j=0

(n1 − j)(n2 − j)

(N − n2 + k − j)(k − j)
. (4.7)

The way to proceed from here is standard: given the co-occurrence matrix

between the different hashtags and the information about the posts, we set

a threshold p0 such that we keep only those occurrences that appear with

probability p < p0 . The result is hence a co-occurrence hashtag network

where two hashtags are connected if their co-occurrence in the set of posts

is statistically significant.

4.3 Hashtag Questionability Index

In order to measure the extent to which a hashtag is used in posts associated

with either reliable or questionable content, we introduce a measure called

questionability. The measure is defined in the range q ∈ [0, 1] and it equals

0 when a certain hashtag is used exclusively in posts associated with reli-

able sources while it equals 1 when a certain hashtag is used only in posts

associated with questionable sources.

Formally, hashtag questionability can be defined as follows: let P be the

set of all posts with a url matching a domain in our data set and H the set

containing all the hashtags. At each element pj ∈ P is associated a binary

value lj ∈ {0, 1} based on the domain of the link contained: if the url refers to
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Figure 4.3: An example of questionability for the hashtag qanon. In all the
posts where it was mentioned, 3 of them are identified as Questionable, whilst
the remaining one is Reliable. Therefore, the hashtag questionability index
will be q = 3

4
= 0.75

.

a domain classified as questionable then lj = 1, otherwise lj = 0. Considering

and hashtag hi in the bipartite network T then the questionability index qi

of hashtag hi can be defined as

qi =
1

ki

ki∑︂
j=1

lj , (4.8)

where lj is the questionability score of the j-th neighbour of the hashtag hi.

4.4 Power Law Distribution

A power law distribution characterises a continuous or discrete random vari-

able. The Probability Density Function (PDF) associated with the first is

defined as

p(x) =
α− 1

xmin

(
x

xmin

)−α, (4.9)
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where α > 1 and xmin > 0. For the discrete case instead, we define the

Probability Mass Function (PMF) as

P (X = x) =
x−α

ζ(α, xmin)
, (4.10)

where

ζ(α, xmin) =

8∑︂
n=0

(n+ xmin)
−α+1 (4.11)

is the generalized zeta function [1], which becomes standardized if xmin = 1.

Accordingly, we define the Cumulative Density Function (CDF) for the con-

tinuous version as

P (X ≤ x) = 1− (
x

xmin

)−α+1. (4.12)

For the discrete version, instead, we have

P (X ≤ x) =
ζ(α, x)

ζ(α, xmin)
. (4.13)

4.5 Kolmogorov-Smirnov Test

The Kolmogorov-Smirnov Test (abbreviated as KS test from now on), is a

statistical test used to compare a sample with a specific probability distribu-

tion used as a reference or to compare two samples together. It is known for

being a non parametric test, therefore it is not based on data drawn from a

given family of probability distributions. The KS statistic computed from a

test gives a value which indicates the distance between the Empirical Distri-

bution Function (EDF) and the Cumulative Distribution Function (CDF) of

the distribution used as a reference or, for the two-sample case, the distance

between the two samples.

In order to compute the test, suppose that we have observationsX1, . . . , Xn,

which we want to know if they come from a distribution P . The KS test is
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based on the null hypothesis

H0 : the samples come from P, (4.14)

compared against the alternative hypothesis

H1 : the samples do not come from P. (4.15)

To achieve this, we want to compare the EDF of the data, Fobs with

the CDF associated to the null hypothesis, Fexp. Given the observations

x1, . . . , xn the EDF Fobs(x) gives the proportion of the data whose values are

lower or equal than x. Therefore:

Fobs(x) =
no. observations lower or equal than x

no. observations of the sample
. (4.16)

The CDF of the null hypothesis, Fexp, is defined as

Fexp(x) = P (X ≤ x). (4.17)

The following definitions are included in the computation of the KS statis-

tic

Dn = max
x

|Fexp(x)− Fobs(x)|. (4.18)

In the case of two samples, we substitute the CDF of the theoretical

distribution with the EDF of the second sample.

4.6 Kaplan Meier Estimator

The Kaplan Meier estimator is a non-parametric statistic for estimating a

survival function defined on discrete interval times. Let then S(t) be a func-

tion representing the probability of having a lifetime greater than the time

t, such that

S(t) = P (ρ > t), (4.19)
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where t = 0, 1, . . . . However, in real-life cases the true survival function

S(t) is never known. Therefore, we define an estimator which is the fraction of

observations who survived for a specific amount of time ti, where i = 1, . . . , n.

This results in the following definition

Ŝ(t) =
∏︂

i: ti≤t

(1− di
ni

), (4.20)

where ti is the time when at least one event happened, di is the number of

events (e.g., deaths) that happened at time ti and ni represents the number

of observation at risk, i.e., the individuals known to have survived up to time

ti, which means that they did not die or they have been censored instead.

To summarize, this estimator computes, at each time ti, the product of the

survival until that time.

4.7 Log Rank Test

When computing the Kaplan Meier estimator for the different groups of

users, we want to assess if there is a difference between the two survival

distributions that we obtained. For these purposes, a popular test that is

implemented is the Log Rank Test, whose null hypothesis states that there

is no difference in survival between the two groups at any time t or, more

formally

H0 : S1,t = S2,t. (4.21)

The alternative hypothesis, instead, states that the two survival curves are

not identical, stated as

H1 : S1,t ̸= S2,t. (4.22)

The Log Rank statistic is distributed approximately as a chi-square dis-

tribution. The test statistic is defined as

Z2 =

∑︁T
t=1 (Oi,t − Ei,t)

2∑︁T
t=1 Vi,t

, (4.23)

where Oi,t is the observed number of events in the groups at time t, such
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that Ot =
∑︁G

i=1Oi,t is the sum of the observed events in all groups at each

time t. Similarly, Ei,t is the expected number of events in the groups at time

t, such that Ei,t = Ni,t
Ot

Nt
with Nt =

∑︁G
i=1 Ni,t the number of subjects who

did not report an event considered from the survival function at each time t.

In the end, the term Vi,t = Ei,t(
Nt−Ot

Nt
)(

Nt−Ni,t

Nt−1
) is the variance of each group

at time t.



Chapter 5

Results and Discussion

In this chapter we analyze and compare how users perceive news in terms

of reactions to posts, topics embedded in hashtag networks, and users’ sen-

timent.

5.1 Consumption Patterns

We investigate the news consumption and the activity of Gab users by con-

sidering a data set of posts related to the COVID-19 pandemics. As shown

in Figure 5.1, users tend to prefer a type of interaction that is more im-

mediate and less cognitive-demanding [38]. Indeed, the left panel of Figure

5.1 shows how Likes are the most active way to engage, consequently fol-

lowed by Reblogs and Replies. The same behavior is also confirmed by the

cumulative number of interactions during the analyzed period. In this case,

the difference between Likes and Reblogs is less accentuated until the begin-

ning of February, with all distributions following an incremental trend that

is comparable with consumption patterns from other social media [17].

The consumption pattern can also be analyzed considering the categoriza-

tion of posts into questionable and reliable. Panel 5.4a of Figure 5.4, displays

the distribution of like reactions to questionable and reliable contents that,

overall, show rather similar behavior.

Panel 5.4b of Figure 5.4 shows the probability distributions of the number

33
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Figure 5.1: Frequency distribution of interactions with posts (left) and their
cumulative engagement (right). A like is usually a positive feedback on a
news item. A reblog indicates a desire to spread a news item to friends. A
reply can have multiple features and meanings and can generate collective
debate. The left panel display that every kind of reaction follows an heavy-
tailed distribution that allows room for large deviations, i.e., some posts go
viral. The right panel displays the evolution of the cumulative number of
interactions over time. The trend is always increasing with a rapid increase
at the beginning of February that is likely to be connected to the beginning
of the COVID-19 infodemic. Both plots show how likes are the preferred
type of interaction and how their frequencies are inversely proportional to
the amount of cognitive effort required.

of posts by category with their corresponding fits. To check that those fits

follow a power law distribution [18], we perform a bootstrap procedure [28] for

both categories to estimate the scaling parameter α and xmin. The procedure

for estimating the first relies on the computation of the Maximum Likelihood

Estimator (MLE) which, for our discrete case, is not available. Therefore,

we rely on the following approximation

α̂ ≃ 1 + n [
n∑︂

i=1

ln
xi

xmin − 0.5
]−1 (5.1)

where xi are the observations such that xi ≥ xmin. For what concerns the
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estimation of xmin, it is conditioned by the calculation of α̂. That is because,

in practice, power laws are only followed by the tails of a given distribution,

so a minimum value xmin must be defined to consider an interval for the

fitting procedure. An approach for accomplishing this goal is the estimation

of this lower threshold by making use of the KS test which, in this case,

calculates the distance between the data and the fitted model CDFs

D = max
x≥xmin

|S(x)− P (x)|, (5.2)

where S(x) and P (x) are the CDFs of each category of likes. The estima-

tion of xmin is the value of xmin that minimizes D. After having described

the way xmin and α are estimated, we implement those notions to test if the

distribution of likes for each category follows a power law. Indeed, since it is

possible to fit a power law distribution to any data set, we need to perform

a test that indicates the goodness of the fitting that we obtain. To achieve

this, we implement a procedure proposed in [18] and described in Algorithm

1.

Algorithm 1: Testing the power law hypothesis

Calculate point estimates for xmin and the scaling parameter α;

Calculate the Kolmogorov-Smirnov statistic, KSd, for the original

data set;

Set n1 equal to the number of values below xmin;

Set n2 = n− n1 and P = 0;

for i in 1:B do
Simulate n1 values from a uniform distribution U(1, xmin) and n1

values from a power law distribution (with parameter α);

Calculate the associated Kolmogorov-Smirnov statistic, KSsim;

If KSd > KSsim then P = P + 1;

end

P = P
B
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We start by estimating α and xmin for the original data set calculating the

KS statistic KSd. The estimations allow us to compute n1, i.e., the number

of values below xmin from the initial data set, and n2, i.e the difference with

the total cardinality n and the n1 previously calculated. Consequently, we

computed 5000 randomized sampled where, for each of them, we performed a

Kolmogorov-Smirnov test between the uniform distribution U(1, xmin), con-

taining n1 values, and the power law distribution with parameter a, contain-

ing n2 values. We end up with obtaining a p-value that ranges from 0.23 to

0.31 for the distribution of likes to questionable, and 0.986 to 0.992 for the

reliable ones. Thus we can accept the hypothesis that data is generated by

a power law distribution.

The estimated exponent is 3.36 and 3.34 for questionable and reliable

sources respectively, implying the presence of a very large deviation in the

number of likes for both categories.

Panels 5.4c and 5.4d of Figure 5.4 show the temporal evolution of the

cumulative and average number of likes to questionable and reliable contents.

The matching between the two curves observed in the panel 5.4c is due to

an increase in the number of reliable posts rather than an increase in the

users’ endorsement to such posts. Indeed, as confirmed by panel 5.4d of

Figure 5.4, questionable posts receive on average an higher number of likes.

It is nonetheless interesting the inflation in the number of reliable posts

happened at the beginning of February that could be related either to a

growing concern about the global pandemic or to a growing debate around

reliable news. However, this inflation does not reflect in a correspondent

growth in the number of likes, showing a constant interest of Gab users

towards questionable sources.

5.2 Comparing Questionable and Reliable Hash-

tags

Hashtags are a good proxy for describing the semantic and topical elements

of posts. Therefore, investigating the interplay between the use of hashtags
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Figure 5.2: Results from the standard bootstrap procedure to test the rela-
tionship between Reliable likes distribution and the power law. Upper panel:
evolution of the mean estimate of parameters xmin, α (Par1), the number of
tail values greater than xmin (ntail) and the result of the KS test with be-
tween the sampled uniform distribution and power law distribution. Lower
panel: evolution of the standard deviation in the estimation of xmin, α and
ntail. The dashed-lines give approximate 95% confidence intervals.

and the diversity of information sources may unveil the narratives related to

questionable and reliable contents. To achieve this goal, we consider 17996

hashtags appeared in labeled posts. The hashtags can be divided into three

categories: those appearing mainly in questionable posts (qi ∈ [0.95, 1]),

those appearing mainly in reliable posts (qi ∈ [0, 0.05]) and those appearing

in both types of posts (qi ∈ (0.05, 0.95)). The first subset is made up of 1332
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Figure 5.3: Results from the standard bootstrap procedure to test the rela-
tionship between Questionable likes distribution and the power law. Upper
panel: evolution of the mean estimate of parameters xmin, α (Par1), the
number of tail values greater than xmin (ntail) and the result of the KS test
with between the sampled uniform distribution and power law distribution.
Lower panel: evolution of the standard deviation in the estimation of xmin,
α and ntail. The dashed-lines give approximate 95% confidence intervals.

hashtags, the second is made up of 14565 hashtags and the third is made

up of 2099 hashtags. The hashtag questionability, described in Equation 4.8,

follows a multimodal distribution with peaks located at extreme values, as

shown in Figure 5.5.

We use these sets to build their corresponding co-occurrence networks us-

ing the procedure described in chapter 4.2, which are represented in Figure
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Figure 5.4: Panel a: distribution of the frequency of likes obtained by posts
related to questionable and reliable sources. Panel b: Probability distri-
bution of the number of likes to posts related to questionable and reliable
sources. Panel c: Cumulative number of like over the time for questionable
and reliable sources. Panel d: Average number of likes per post over time for
questionable e reliable sources. The average is computed using a time window
that contains all the posts since January the 1st. Posts from both sources
are similar in terms of likes’ distribution, whilst their temporal evolution has
shown a differentiation starting at the beginning of February.

5.6. The ten hashtags of the largest connected component with the highest

prominence in terms of degree are reported in Table 5.1. The networks related

to purely questionable and purely reliable contents display a strongly discon-
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Figure 5.5: Distribution of questionability between hashtags. The two peaks
at the extremes suggest there are recurrent hashtags for posts belonging to
questionable or reliable sources.

nected structure made up of multiple connected components. In the case of

questionable sources, we have a decentralized structure with the largest con-

nected component of 8 vertices, accounting for the 2% of the total network.

We also notice how most of the other connected components are organized

as cliques. This highlights that questionable news have their dialect in terms

of hashtags. In the case of reliable sources, we have a more centralized struc-

ture due to the contribution of its largest connected component that consists

of 8527 vertices. Noticeably, the largest connected component accounts for

77% of the number of reliable hashtags, revealing a different structure with

respect to purely Questionable hashtags.

The investigation of those two networks is then extended by looking at

the most central hashtags. For the purely questionable network, the hash-

tags with the highest degree value are mostly associated with political facts

and frustration about the current pandemic. Hashtags referring to Dominic

Raab (the first secretary of state in the U.K.) were used, as well as hash-

tags like dominance or shitholecountry. For the purely reliable network the

most central hashtags are mostly pandemic-related, e.g. outbreak and school.

However, alt-right hashtags such as wwg1wga, which is generally associated

with the Q-Anon movement have an important role.
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Questionable Reliable Intersection
hashtag degree hashtag degree hashtag degree
brands 7 outbreak 763 pandemic 235
apology 7 tc 422 cdc 200
dominic 7 wwg1wga 236 who 195
raab 7 kag 173 news 183
thanks 7 donaldjohntrump 163 cia 166
dominance 7 Coronavirus∗ 147 trump 164
key 7 boingboing 141 health 156
shitholecountry 7 startups 137 virus 155
- - walkaway 133 democrats 148
- - school 122 maga 147

Table 5.1: Top 10 hashtags in the largest connected component.∗ Translation
from Tamil language.

The right panel of Figure 5.6 displays the co-occurrence network related

to hashtags that are significantly used in both types of posts. In this case,

the network has the largest connected components of 2054 nodes that are

higher than in the previous cases being about 98% of the total number of

hashtags in the subset. The set of hashtags used in this case is also more

general and related either to COVID-19 (e.g., pandemics, WHO, health) or

to politics (e.g., trump, maga, democrats).

5.3 Characterizing Commenting Behaviour for

Questionable and Reliable posts

In order to understand how news is perceived, we investigate the commenting

behavior of users utilizing the sentiment expressed in the comments on ques-

tionable and reliable posts. We first pre-process the text of the comments

via lemmatization and we use the Bing Lexicon [35], a list containing around

6800 terms related to opinions and sentiments divided by category (Positive

or Negative), to obtain the sentiment of each comment. The sentiment si can

be simply computed considering the number of positive and negative terms,
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Figure 5.6: Projections of Post-Hashtag bipartite networks. Top Left: rep-
resentation of the projection that contains only questionable hashtags, i.e.,
they are only used in posts from questionable sources. Top Right: repre-
sentation of the projection that contains only reliable hashtags, i.e., they
are only used in posts from reliable sources. Bottom: representation of the
projection containing questionable and reliable posts which have at least one
hashtag in common.

c+i and c−i respectively, by means of the following equation:

si ≡
c+i − c−i
c+i + c−i

. (5.3)

Notice that si ∈ [−1, 1] for every i, where −1 means that the comment

contains only negative terms, 0 that terms are equally distributed between

positives and negatives and +1 that the comment contains only positive

terms.

By computing the sentiment of comments on questionable and reliable

posts, we obtain the distribution shown in Figure 5.7. Noticeably, there is

no difference between the sentiment of comments under Questionable and

Reliable sources. Furthermore, negative sentiment is what regulates user

comments, with less pronounced peaks in correspondence of positive and

neutrals. To assess the difference between the two distributions, we perform

a Kolmogorov-Smirnov test [18] that reveals no significant difference between

the twos (p=0.73).
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Figure 5.7: Sentiment distribution for Questionable (red) and Reliable (blue)
post’s comments.

To provide further insights for the commenting behavior of users under

questionable and reliable posts, we model the persistence of users comment-

ing repeatedly under a post of the same category. The modeling is performed

by means of Kaplan Meier estimates of two survival functions: the first relies

on the time span between the user’s first and last comment, i.e., the lifetime

of a user with respect to comments, whilst the second takes into account the

number of comments of users. Figure 5.8 shows Kaplan Meier estimates of

survival functions grouped by category for the two cases. Survival curves

based on comments lifetime appear very similar (Figure 5.8a) , while the

curves computed through the number of comments (Figure 5.8b) seem to

present a slightly lower survival probability for comments to questionable

posts. In spite of the latter observation, by performing a LogRank test [43]

we detect no significant difference between the two survival functions (p-

values equal to 0.81 and 0.54 respectively). Thus we can state that that the

two categories are not significantly different in terms of survival probabilities:

questionable and reliable sourced are perceived in the same way by users in

Gab.
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Figure 5.8: Panel a: Kaplan Meier estimates of survival functions computed
using user lifetime, i.e., time span between user’s first and last comment.
Panel b: Kaplan Meier estimates of survival functions computed using the
number of comments per user. Distributions are statistically indistinguish-
able in both cases, revealing the independence of comments’ persistence from
source questionability.
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Conclusions

In this thesis we presented an analysis concerning the users’ online dynamics

on Gab, a social media platform that is well known for being a safe place

for people with extreme opinions, using the COVID-19 topic as use case due

to its current importance and nature which, like many other health-related

topics, can strongly polarize the communities into well-separated factions.

We started by introducing the problem, the background and the current

state of the literature, underlying the importance of studying these dynam-

ics due to the strong relationship between the problem of online and offline

security and the spreading of misinformation and harmful ideas. We then

described the data sets used for this study, which are composed of all the com-

ments and posts from the period 01/01/2020−31/03/2020 together with the

classification of all the news outlets obtained from Media Bias/Fact Check,

a well-known authority in the field of fact-checking. In addition to this, we

described the data collection process with their API oriented structure, as

well as the pre-processing operation in order to clean and organize the data

in a suitable format for our analysis.

We described our analysis by introducing all the preliminaries and defi-

nitions useful for the experiments. We started from the concept of Networks

and how they were useful to obtain a Bipartite Graph which, together with

45
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the statistical validation approach applied on the edges, made us able to

create a network of hashtags that are connected if they appear on the same

post. We also described the Kaplan Meier estimator and the statistical tests

used during the analysis, i.e., Kolmogorov-Smirnov and Log Rank test.

After the introduction of the preliminary definitions, we described the

experiment that we conducted, starting with the investigation of the con-

sumption patterns of users. We characterized users’ engagement on posts in

terms of interaction and how it evolves during time as the pandemic arises.

Furthermore, we classified posts into Questionable and Reliable categories

depending on the questionability of the information source. We investigated

users’ endorsement to both categories in terms of social response and their

evolution over time, focusing on differences and similarities of users’ behav-

ior. We analyzed the hashtag networks from a topological perspective and

discussed the differences related to source type. Finally, we considered com-

ments from both categories and study whether the questionability of the

information source influences the distribution of the comments sentiment

and the persistence in commenting of users.

Our analysis showed that users prefer less cognitive demanding inter-

actions such as Likes and their attention respect to questionable and reli-

able sources changes over time, switching to the latter as the pandemic ad-

vances. In terms of hashtag associations through posts, the topological anal-

ysis reveals significant differences between reliable and questionable sources

in terms of both structure and semantic content. However, the distribu-

tion of the sentiment deriving from the analysis of the comments reveals a

rather similar pattern between reliable and questionable sources. Indeed,

both distributions showed their peak in correspondence of negative senti-

ments revealing that the perception of the news does not depend on the

source type. Thus, our results show the way users process information in a

segregated environment such as Gab is homogeneous and does not depend on

the source. The unconcern of Gab users with respect to the source in terms

of endorsement and sentiment dynamics seems to provide further evidence
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for a mechanism of reinforcement that tend to interpret every news within a

collective narrative that is typically found in echo chambers.

A series of possible additions can be made starting from this work. As an

example, it may be possible to study how different topics are perceived from

the users, without focusing only on the COVID-19 use case, and analyzing

how much they differ by accounting to the metrics proposed. Moreover,

sentiment analysis can be extended by searching for more specific sentiments.

In this way, the concept of Positive and Negative that we proposed can be

better characterized through their subdivision.
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Chapter 7

Appendix

7.1 Data Sets

7.1.1 Gab Posts Attributes

Column Description

id Post ID (Primary Key).

created at Date of the creation of the post.

in reply to id NULL if the post is not part of a thread, otherwise

valorised with the post for which it is replying to.

in reply to account id NULL if the post is not part of a thread, otherwise

valorised with the user account id for which it is re-

plying to.

language Language of the post.

url URL of the post.

replies count Number of replies to the post.

reblogs count Number of reblogs to the post.

favourites count Number of counts to the post.

content HTML content of the post

account.id id of the poster.

account.username Username of the poster.
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account.acct Account name of the poster.

account.display name Username displayed of the poster.

account.bot TRUE if the user is a bot, FALSE otherwise.

account.followers count Number of user followers.

account.following count Number of users being followed.

account.statuses count Account status id.

mentions.id NULL if the post is not part of a thread, otherwise it

contains the user id for which the post is replying to.

mentions.username NULL if the post is not part of a thread, otherwise it

contains the username for which the post is replying

to.

tags.name List of hastags for which the post was tagged with.

card.url NULL if the post is not part of any card in Gab,

otherwise it is valorised with its url.

card.type NULL if the post is not part of any card in Gab,

otherwise it is valorised with its type.

card.provider name NULL if the post is not part of any card in Gab,

othwerwise it is valorised with its provider name.

group.id NULL if the post was not published inside any group,

otherwise it is valorised with its id.

group.title NULL if the post was not published inside any group,

otherwise it is valorised with its title.

group.description NULL if the post was not published inside any group,

otherwise it is valorised with its description.

group.member count NULL if the post was not published inside any group,

otherwise it is valorised with the number of users

within.

expanded url Extended URL of the post.

domain Website domain of the post, i.e., the news outlet.

questionability Questionability assigned for the news outlet.
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7.1.2 Gab comments data set attributes

Column Description

id Comment ID (Primary Key).

created at Date of the creation of the comment.

in reply to id NULL if the comment is not part of a thread, other-

wise valorised with the comment for which it is reply-

ing to.

in reply to account id NULL if the comment is not part of a thread, other-

wise valorised with the user account id for which it is

replying to.

language Language of the comment.

url URL of the comment.

replies count Number of replies to the comment.

reblogs count Number of reblogs to the comment.

favourites count Number of counts to the comment.

content HTML content of the comment

account.id id of the commenter.

account.username Username of the commenter.

account.acct Account name of the commenter.

account.display name Username displayed of the commenter.

account.bot TRUE if the user is a bot, FALSE otherwise.

account.followers count Number of user followers.

account.following count Number of users being followed.

account.statuses count Account status id.

mentions.id NULL if the co is not part of a thread, otherwise it

contains the user id for which the comment is replying

to.

mentions.username NULL if the comment is not part of a thread, other-

wise it contains the username for which the comment

is replying to.
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tags.name List of hastags for which the comment was tagged

with.

card.url NULL if the comment is not part of any card in Gab,

otherwise it is valorised with its url.

card.type NULL if the comment is not part of any card in Gab,

otherwise it is valorised with its type.

card.provider name NULL if the comment is not part of any card in Gab,

othwerwise it is valorised with its provider name.

group.id NULL if the comment was not published inside any

group, otherwise it is valorised with its id.

group.title NULL if the comment was not published inside any

group, otherwise it is valorised with its title.

group.description NULL if the comment was not published inside any

group, otherwise it is valorised with its description.

Column Description

group.member count NULL if the comment was not published inside any

group, otherwise it is valorised with the number of

users within.

expanded url Extended URL of the comment.

domain Website domain of the comment, i.e., the news outlet.

questionability Questionability assigned for the news outlet.

7.1.3 Media Bias Fact Check Attributes

Column Description

domain News outlet name.

url URL of the news outlet.

reliability It can be questionable or reliable.
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7.2 Gab API

7.2.1 Getting the list of hashtags related with the one

given as input

Column Parameters

url https://gab.com/api/v1/timelines/tag/

{hashtag}

method GET

Description The following method returns a list of hashtag which

are correlated with the one given in input.

response A list of hashtags in string format.

7.2.2 Getting the details of a Post

Column Parameters

url https://gab.com/api/posts/{post_id}

method GET

Description The following method returns all the details about the

post identified with the input id.

response A JSON object describing the posts whose fields are

in the format described in Section 7.1.1.

7.2.3 Getting the comments of a given Post

Column Parameters

url https://gab.com/api/v1/statuses/{post_id}/

context

method GET

Description The following method returns all the details about the

post identified with the input id.
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response A list of JSON objects, each one containing all the

fields about a comment in the format described in

Section 7.1.2.


