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Abstract

The upcoming extremely large aperture telescopes like the Extremely Large Telescope
(ELT) will have Adaptive Optics (AO) systems that use Sodium Laser Guide Stars (Na-
LGSs) along with Natural Guide Stars (NGS) to correct for the atmospheric distortions
and allow a high sky coverage. Na-LGSs are extended sources due to the thickness of
sodium layer in the atmosphere. Moreover, on such large aperture telescopes, the image
of the Na-LGS appears elongated, specially on the subapertures farther away from the
laser launcher. To utilize the entire 3D volume of Na-LGS, a novel idea of Wavefront
Sensor (WFS), called Ingot-Wavefront Sensor (I-WFS), was proposed by Roberto Ragaz-
zoni. The idea has been realised as a roof-shaped extended prism by the AO group at
INAF-OAPd, where currently a test bench simulating ELT characteristics has been setup
to test the I-WFS performance.

My work on I-WFS focused on introducing on the test bench, testing and character-
izing a new OLED screen, which is used to reproduce the Na-LGS variability using the
sodium density profile collected using LIDAR. The work also focuses on characterizing
and optimizing the I-WFS response to varying Na-profiles and conditions.
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LIDAR Laser Imaging Detection and Ranging.
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1 Introduction

”Over and over in the history of
astronomy, a new instrument finds
things we never expected to see.”

— Rainer Weiss

It is often said that necessity is the mother of all inventions, but in the field of astronomy,
curiosity serves as the faithful driving force. Many of us have childhood memories of
gazing up at the night sky, our minds brimming with endless questions about the stars
and the Moon. Some individuals took these questions seriously and dedicated their lives
to uncovering the answers to their curiosities. In this process, they developed tools that
have laid the foundation of our understanding of astronomy. One of these tools, which
stands out as one of the most significant, is a telescope.

It was in 1611, a Greek mathematician named Giovanni Demisiani coined the term ’tele-
scope’, with two words ’tele’ meaning ‘far’ and ‘skopein’ meaning ‘to look’. Prior to this
incident, the first telescope was developed by Galileo Galilei by improving on the design
by Hans Lippershey. It was a very simple reflecting telescope, which provided a resolution
of about 10 - 15 arcsec[1]. With this limited resolving power, he made detailed obser-
vations of the phases of Venus, the valleys and mountains of the Moon, the four largest
Jovian satellites[2] and drawing of sun with sunspots[3].

Another significant advancement in telescope technology occurred when Isaac Newton
developed the reflecting telescope[4]. Over the next two centuries, many notable peo-
ple such as James Gilbert Baker, Sir William Herschel, William Parsons, and others
contributed greatly to improving the capabilities of telescope. During this period, sub-
stantial developments were also made in the materials and technologies used in telescope
components. For example, borosilicate glass, commonly known as Pyrex, was utilized in
the 60-inch Astrometric Reflector of the U.S. Naval Observatory [5]. Other important
advancements in technologies included the development of cameras for observatories to
capture images of celestial objects and the introduction of spectrographs to analyze their
light[6]. These instruments have certainly improved the capabilities of telescopes, but
only up to a certain point. Beyond this, the Earth’s atmosphere interferes with the light
wavefronts coming from celestial objects, limiting the effectiveness of these improvements
and pushed scientists to find some innovative way to counter the effects of the atmosphere
on wavefront. Dr. Horace Babcock came up with a solution that is called Adaptive Optics
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Introduction

(AO).

At the Mount Wilson Observatory, Babcock was working on several topics including
the photoelectric guider for telescope[7], the turbulence in atmosphere and the effect of
atmosphere on the wavelength of the light[8]. With his detailed studies and in the quest
to find solution to the atmospheric distortion, he published his design of an AO system
that was composed of a seeing sensor and a wavefront corrector[9].

The advancement in AO systems uncovered major limitations like the lack of sufficiently
bright reference stars or NGS near the targets under observation and efficient deformable
mirrors. This lack of nearby NGS hindered the effectiveness of AO in correcting atmo-
spheric distortions in star-poor regions of sky and achieving optimal imaging quality for
many celestial objects. It was not until the first laser light was operated in 1960 by
Theodore Maiman at Hughes Research Laboratory[10], that astronomers saw another ray
of hope to enhance the technology in AO for the regions with absence of NGS. Even after
the invention, it took more than 2 decades to use this technology at the telescope facilities.
Its use in the astronomical field has helped mature the AO technology to a greater extent
and this in-turn has helped different fields within astronomy to reach better detailing and
precision.

Laser is used to create Laser Guide Star (LGS) to reduce the impact of atmospheric
seeing[11]. This idea of integrating a laser with the telescope was first given by Linnik
[12], it was only in recent decades that astronomers have integrated lasers on the tele-
scopes. For example, ESO installed its first laser guide star on the telescope 4 of Very
Large Telescope (VLT) Unit in 2013[13]. The LGS provided with a much higher sky
coverage and probability of correction on the astronomical targets at optical and Near
Infrared (NIR) wavelengths. The improved AO with laser has become an important part
of almost all the observatories that host a 4m or larger class of telescope.
There are two main types of LGS: Rayleigh Scattering and Sodium. Around late 20th cen-
tury, the Rayleigh Scattering LGS has been the most commonly used, but its effectiveness
is limited due to its lower altitude. Since early 21st century, Sodium (Na) LGS has been
preferred over Rayleigh LGS, although it presents its own challenges. First, Na-LGS are
extended sources because of the thickness of sodium layer in the atmosphere, and second,
their brightness varies along their length over time, complicating their use as refernece
sources. This poses a significant problem for upcoming large telescopes, such as the Ex-
tremely Large Telescope (ELT) with its 39-meter aperture. The elongation of Na-LGS,
when a laser is launched from the side, is not negligible with such a large aperture, and
the small focal depth of currently used WFS compared to the length of Na-LGS leads to
defocused astronomical images.[14]. As a result, astronomers worldwide are working to
fully harness these extended sources to improve the correction for atmospheric distortions
and achieve high Strehl Ratios.

In this thesis, we will focus on a new class of WFS that is a tailor-made solution for
the elongated LGS. The novel idea of the innovative WFS, called Ingot Wavefront Sensor
(I-WFS), was put forth by [15], to further optimize the performance of AO on the next
generation of extremely large telescopes. In its current design, it is a 3-Dimensional ex-
tended prism design which is similar to the elongated shape of the LGS. The I-WFS is
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currently under testing at a bench located at INAF-OAPd.

The work discussed in this thesis is based on the tests performed to improve the In-
got test bench and its automated scripts, used to operate different components on Ingot
bench, in order to provide a solid validation for the I-WFS into realistic conditions, fo-
cusing in particular in its response to the NaLGS variability.

In chapter 2, we will discuss in detail about the atmospheric distortion and the different
parameters that affect the imaging of the telescopes despite huge diameter size and ad-
vance in technologies. We will discuss about the adaptive optics as a solution against the
effects of atmosphere on astronomy. We will also discuss about the different components
that make up the AO system.

In chapter 3, we will discuss about various wavefront sensors that are actively being used
at various telescope facilities and we will compare these actively used WFS with the I-
WFS to better understand the capabilities and advantages of this innovative tool.

In chapter 4, we will talk about the ELT and its main first-light instruments. We will
mainly focus on the Multi-Conjugate Adaptive Optics (MCAO) unit of the telescope called
Multiconjugate Adaptive Optics Relay for ELT Observation (MORFEO). Following this,
we will also go through the key science cases for the major areas of astronomy on which
the ELT will focus. Finally, we will also understand the need for LGSs in astronomy with
the help of some simulation results and discuss about the advantages of having an I-WFS
on the ELT.

Finally, in chapter 5, we will present in detail the Ingot test bench. We will discuss
about the alignment and calibration procedures, including the parameters to be satisfied
for alignment of the I-WFS with respect to the simulated LGS source. We will talk about
the various tests conducted for a thorough comparison between the OLED screens used on
the Ingot test bench to replicate the Na-LGS. We will also see how the defined procedures
perform in order to keep the I-WFS aligned to the Na-LGS source during movements
of the source. This chapter will also cover the process of simulating the time varying
Na-LGS on the OLED screen and investigate the results of alignment of I-WFS with dif-
ferent Na profiles. Finally, we will assess the sensitivity of the I-WFS to small changes
in the intensity of Na profiles. Through these tests, we will infer key characteristics and
properties of the I-WFS and the Ingot test bench. We will conclude the chapter with the
foreseen upgrades and next steps in the consolidation of the I-WFS.
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2 Adaptive Optics

”A man that looks on glass,
On it may stay his eye;
Or if he pleaseth, through it pass,
And then the heaven espy. ”

— George Herbert

In this chapter we will have a detailed introduction on atmosphere and how atmospheric
properties like absorption, dispersion and turbulence, limit our ability to use the huge
Earth based telescope to their full potential. We will then explore AO as a solution to
these limitations. A significant portion of this discussion will focus on the components
of AO and their limitations. Specifically, we will examine the reference sources used in
AO, highlighting their advantages and drawbacks, especially in the context of future large
telescopes. We will also review the most commonly used AO techniques, discussing the
scenarios in which each technique is most effective.

2.1 Diffraction and Airy Disk

During the observation of a target in the sky, we see it because its light wavefront reaches
our telescope. As the wavefront passes through the aperture of the telescope, it is focused
onto detectors positioned at the focal plane, enabling us to capture the image of the target
object.
In the absence of atmospheric interference, geometrically, one expect the image of a point
source to appear as a point when seen through a telescope but this is not the case in
reality. When the wavefront from a distant point source, such as a star, travels through
space and reaches the telescope, it is a smooth, undisturbed and planar wavefront as
shown in fig.2.1(a). As this wavefront encounters the aperture of the telescope, it acts as
an obstacle to the wavefront. This interaction of the wavefront with the aperture disrupts
the wavefront, resulting in a diffraction pattern on the focal plane, instead of a sharp
point. This is explained according to Huygens’ principle, which states that each point on
this wavefront acts as a source of secondary wavelets that spread out and interfere with
each other.
This enlargement of the point source image can be further understood with the Heisen-
berg’s uncertainty principle. According to the principle, when the wavefront passes
through the aperture of the telescope, it introduces an uncertainty in the direction of
motion of photons within the wavefront. The observed image typically consists of a
bright central spot surrounded by concentric rings with alternative bright and dark cir-
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Adaptive Optics

cles. This pattern is known as the Airy pattern, as shown in fig.2.1(b), named after
the distinguished astronomer and mathematician George B. Airy, who first provided its
mathematical description in 1835[16]. The radius of the bright central spot is given by:

θAiry = 1.22
λ

D
(2.1)

where:

• λ represents the wavelength of the light, and

• D represents the diameter of the telescope.

((a)) ((b))

Figure 2.1: The fig 2.1(a) shows a wavefront from a star, considered as a point source, at
infinity reaching the aperture of the telescope in absence of atmosphere. The wavefront
is focused on detector producing an image of the point source. This image is seen as an
airy disk on the detector. Fig.2.1(b) shows the airy disk produced by a point source. The
airy disk image is taken from [17].

The phenomenon, diffraction, is inherent to the wave nature of light and limits the ability
of the telescope to resolve the point source as a true point. A telescope limited by diffrac-
tion is called diffraction limited. The equation 2.1 gives the resolution of a diffraction
limited telescope, it means two sources are said to be resolved by a diffraction limited
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2.2 Atmosphere and Astronomy

telescope if the central peak of airy disk by the second source lies at the first minimum
of the airy disk by first source or the separation between the two peaks is equal to θAiry

given by the telescope.

In real world conditions, telescope aperture is not the only obstacle for the wavefront.
Atmosphere also plays a crucial role. Starting right from the edge of the atmosphere until
the wavefront reaches the telescope, it faces several changes in direction due to changes
in refractive index of media and turbulence at different altitudes and that is why aber-
rations are introduced on the wavefront. It is important to understand the effects of
atmosphere on the electromagnetic radiation before trying to figure out the solutions. In
the next section we will understand how distortions are introduced to the wavefront by
the atmosphere of the Earth.

2.2 Atmosphere and Astronomy

The atmosphere is composed of various atoms, gas molecules, and dust particles that are
essential for sustaining life on Earth and providing the necessary conditions for millions of
organisms to thrive. For astronomers and to astronomical observations, the atmosphere
stands as a huge challenge. The same components that make the atmosphere vital for life
such as oxygen, nitrogen, and water vapor, are also cause of three major characteristics
which distort and diminish the clarity of images captured by ground based telescopes.
These three characteristics are:

1. Scattering: During the day and on moonlit nights, scattered sunlight is the main
source of sky radiation, making it difficult to observe faint celestial objects. The
airglow on moonless nights makes for most of the atmospheric radiation between
0.5 µm and 2.5 µm, which is caused by emissions from hydroxyl (OH) molecules in
the upper atmosphere. The presence of this background radiation sets a practical
limit for us to detect faint objects from Earth’s surface, as it introduces a lot of
noise that competes with the weak signals from distant celestial sources[1].

2. Absorption: The composition of atmosphere makes it really hard to understand
the interactions of atoms and molecules. All these atoms and molecules have spe-
cific wavelengths that they can absorb but sometimes it occurs at broader range of
wavelengths due to higher degrees of freedom like rotational and vibrational. This
absorption makes the atmosphere opaque to certain wavelengths and transparent to
others across the whole spectrum, as shown in fig.2.2.

3. Turbulence: As the Earth revolves around the Sun, the surface and the atmosphere
heats up during the day and cools down at night. During this heating and cooling
cycle, there is energy transfer between the layers of atmosphere, giving rise to smaller
scale turbulent air masses at different altitude in the atmosphere. These turbulent
air masses differ from each other in properties like size, temperature, pressure and
density. This also affects their respective refractive indices. When the wavefront
passes through these air-masses with different refractive indices, it faces a change in
the direction of propagation. As the whole wavefront passes through the different
air-masses, the changes in the direction of propagation are different and so the
wavefront is distorted, as shown in fig 2.3(a) and produces speckle patterns as shown
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Adaptive Optics

Figure 2.2: The image shows the opacity of atmosphere as a function of wavelength.
Image is taken from [18].

in fig 2.3(b). This phenomenon can be well explained using Snell’s Law [19], which
was given by Willebrord Snell in 1621. According to Snell’s Law, when a light ray
transitions from one medium to another, its direction of propagation changes. This
change in direction is proportional to the ratio of the refractive indices of the two
media, as expressed in the equation 2.2.

n1 sin θ1 = n2 sin θ2 (2.2)

where:

• n1 is the refractive index of the medium one,

• n2 is the refractive index of the medium two,

• θ1 is the angle of incidence, measured between the normal and the incident ray
at the boundary between the two media,

• θ2 is the angle of refraction, measured between the normal and the refracted
ray at the boundary between the two media.

The refractive index in vacuum, nvacuum is 1 and that in the atmosphere close to the
surface of the Earth, nair is 1.0003. As discussed earlier, the air-masses in the atmosphere
have different properties and thus have different refractive indices. The refractive index
of these air-masses with different properties can be determined by using Cauchy-Lorentz
Law, which is given by equation 2.3,

n ≃ 1− 77.6× 10−6

T

(
1 + 7.52× 10−3λ−2

)(
P +

1810PH2O

T

)
(2.3)

where:

• n is the refractive index of the medium,

• T is the temperature in Kelvin,

• λ is the wavelength of the light in nm,

• P is the atmospheric pressure in millibar,
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2.2 Atmosphere and Astronomy

((a)) ((b))

Figure 2.3: The fig 2.3(a) is a representation of the impact of atmospheric turbulence on
starlight as it passes through the atmosphere. The planar wavefront from a distant star
become distorted due to atmospheric turbulence. This distortion due to the atmosphere
and the telescope result in an image with bright and dark spots known as speckles. A
speckle pattern captured during a lab experiment is depicted in fig.2.3(b).

• PH2O is the pressure of water vapor.

The simplified version of Cauchy-Lorentz Law is computed by eliminating the negligible
factor of PH2O, the expression so computed is called Gladston’s Law. It is given by the
equation 2.4.

n− 1 ≈ 77.6× 10−6P

T
(2.4)

As discussed earlier, Earth has a thick atmosphere composed of many layers and each one
with its own properties. Considering this challenging structure of the atmosphere where
the temperature, density and pressure vary not only vertically with the height but also
horizontally in the same layer. Given this complexity, it is insufficient to assume the atmo-
sphere as a simple, smooth gradient for astronomical purposes. So to understand better
the turbulence in different layers of atmosphere, it is important to consider statistical
approach. Though there are several theories to understand and describe the atmospheric
turbulence like Kolmogorov theory, Richardson’s theory [20], Obukhov-Corrsin theory [21]
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and many others, in the thesis we will focus on Kolmogorov theory of turbulence because
it is one of the most widely used theory of turbulence that gives good explanation about
energy cascade and also serves as a foundational basis for many other turbulence theories.

2.2.1 Kolmogorov Theory of Turbulence

We always consider the atmosphere as a wrap of gas around the Earth. According to
classic studies, the motion of a fluid medium can be divided in two regimes, which are:

1. Laminar: In this kind of flow, the different layers of the fluid flow over each other
with different speeds without mixing up or breaking the flow of the medium.

2. Turbulent: In this flow, the particles in the medium show an irregular flow with
no defined layers.

The type of flow of a medium is defined by Reynolds’ number. It was first given by
Osborne Reynolds in 1883, explaining the conditions under which the laminar flow of
water would change to turbulent flow in a pipe [19]. The Reynolds’ number is given by
the equation 2.5,

Re =
ρuL

µ
(2.5)

where:

• Re is the Reynolds number. It is a dimensionless quantity,

• ρ is the fluid density in kg/m3,

• u is the flow velocity in m/s,

• L is the characteristic length in m,

• µ is the dynamic viscosity of the fluid in N·s/m2.

In case of atmosphere we neglect the fluid density ρ, so the equation 2.5 becomes,

Re =
uL

µ
(2.6)

The type of flow of a liquid is determined by the value of Reynolds’ number. When the
value Re < 500, in that case the flow is a laminar flow and the flow is dominated by the
viscosity of the medium. In case when Re > 2000, the flow is termed as the turbulent
flow [22]. The turbulent flow is characterized by increased mixing of the medium, high
dissipation energy and formation of eddies and vortices.
When we insert the average values of u, L and µ as per the conditions in the atmosphere,
we can find the nature of flow of the atmosphere. The typical values of u, L and µ are
10 m/s, 15 m and 15 x 10−6m2/s respectively. We obtain the value of Reynolds’ number
≈ 107. This is much higher the critical value of Reynolds’ number, 2000, giving us solid
results that the atmosphere is highly turbulent.

To understand atmospheric turbulence, A.N. Kolmogorov gave a model in 1941 to de-
scribe the energy spectrum distribution within the atmosphere [23]. He stated that the

12



2.2 Atmosphere and Astronomy

large scale motions or eddies, also called outer scale, L0, are induced in the atmosphere
by convection. These large scale motions have very high Reynolds number compared
to the critical value and thus they are very unstable. Due to instability, kinetic energy
from these large scale motions is transferred to smaller scales through an energy transfer
process known as energy cascade process. The small scale structures, also called inner
scale, l0, so generated are statistically homogeneous and isotropic, also their behaviour
is independent of the large scale structures [24]. As the spatial scale reduces in size, the
Reynolds number also gets smaller with each transfer of energy. The typical value of l0
is less than 10 mm [25] while the size of L0 is of few tens of meters [26]. When the value
of Re < Recritical, the kinetic energy is converted into thermal energy and the cascade
transfer of energy comes to a halt. Fig. 2.4 depicts a thematic representation of this scale
to scale energy transfer.

Figure 2.4: This plot shows the one-dimensional energy cascade in turbulent flow. Showing
a relation between turbulent kinetic energy, Ek and the wave number, k. It illustrates
the transition of eddies from production to dissipation, focusing on the inertial subrange
where energy is transferred from large scale motions to small scale motions without any
loss. The slope of -5/3 in this subrange is characteristic of the Kolmogorov spectrum,
representing the distribution of energy across different scales of eddies. The plot is taken
from [27].

Apart from the size of scales, the energy spectrum also depends on two other parameters,
they are: the rate of energy dissipation per unit mass, and the kinematic viscosity. In the
inertial subrange, l0 << L << L0, the effects of viscosity are negligible, and the turbu-
lence structure is mainly governed by the energy per unit mass.
The energy spectrum for the eddies in inertial subrange can be derived through dimen-
sional analysis. When the wave number k = 2π/L, the one-dimensional energy spectrum
is given by,
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Ek ∝ k−5/3 (2.7)

When it is integrated over three spatial coordinates, we have the three-dimensional energy
spectrum Ek ∝ k−11/3.

Using the Kolmogorov theory of turbulence, Tatarski in 1961 gave a statistical model
of wavefront distortion by the turbulent atmosphere [28]. He applied structure functions
to Kolmogorov theory to describe the variation of refractive index. Originally, the ex-
pressions for velocity structure functions were derived but the atmospheric aberrations
are affected by the refractive index and the temperature. The structure function for
temperature and refractive index are given as equation 2.8 and 2.9, respectively.

DT (r1, r2) = C2
T |r1 − r2|2/3 (2.8)

Dn(r1, r2) = C2
n|r1 − r2|2/3 (2.9)

where:

• |r1 − r2| denotes the distance between the two points r1 and r2,

• C2
T is the temperature structure function constant,

• C2
n is the refractive index structure function constant.

To describe the statistics of wavefront aberrations, the power spectral density (PSD) is
used. It is denoted as Ψ(κ). The PSD is a measure that shows how much different spatial
frequencies contribute to the overall distortion of the wavefront [29]. In the context of
the Kolmogorov model, it helps us understand how these distortions are distributed. It
is given by the equation 2.10.

Ψ(κ) = 0.033C2
Nκ

−11/3 (2.10)

In the atmosphere, the parameter C2
N influence the distortions in wavefront. These dis-

tortions generally decreases as one goes higher from the ground except for the regions
that show strong wind shear or sharp temperature changes. An example of C2

N profile
variation with height can be seen in fig 2.5.

Depending on the behavior of the parameter C2
N the atmosphere can be divided into

three distinct layers. The first layer extends only a few tens of meters from the ground.
The turbulence in this region is most intense and strongly affected by daily temperature
variations. The second layer reaches up to about 1,000 meters and also experiences daily
temperature influences but with much less intensity than the first turbulence layer. The
third layer stretches up to approximately 20,000 meters. At this stage, the air density
is lower and turbulence is mostly influenced by seasonal cycles rather than daily fluctu-
ations. These are the three regions where the atmospheric turbulence is high and this
caused high fluctuations in the refractive index.

The observations and the results from the Kolmogorov theory show consistency with
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Figure 2.5: The plot shows a C2
N profile as a function of height. It is based on data taken

at Mt. Graham with (SCIntilation Detection And Ranging) SCIDAR on 24th November,
2004. The plot is taken from [29].

their results [30], so using Kolmogorov theory, we can know the effects caused by the
atmospheric turbulence on seeing. We will talk about seeing and its parameters briefly in
section 2.2.2.

2.2.2 Seeing Parameters

Until now we learned that the atmospheric turbulence affects the image quality. But
it becomes more important to figure out and relate the parameters affecting the image
quality with the results from Kolmogorov theory of turbulence.

The effects of the atmospheric turbulence on the astronomical images are expressed using
seeing. Seeing can be refereed to the quality of the night sky. It is given by the Full
Width at Half Maximum (FWHM) of the point spread function (PSF) of a celestial body.
The main parameters that affect the seeing are:

1. Fried Radius: This parameter was first introduced by D.L. Fried in 1966 [31]. This
parameter can be defined as volume of the atmosphere over which the wavefront can
be considered unperturbed. The fried radius, r0 - shown in fig 2.6, is expressed in
the terms of C2

n, as shown in equation 2.11.
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r0 =

[
0.424π2λ2(cosΦ)−1

∫ ∞

0

C2
n(h) dz

]−3/5

m (2.11)

where:

• λ is the wavelength of the observed light,

• Φ is the zenith angle,

• C2
n is the refractive index structure constant from Kolmogorov theory of tur-

bulence,

• z is the height above the telescope.

If the aperture of the telescope is smaller or equal in size to r0, in that case the
telescope captures a clear image as for the telescope of such a small aperture, the
wavefront will be planar. But for a telescope with an aperture larger than r0 and
no adaptive optics, in those cases the resolution of telescope is limited to λ/r0. The
value of fried radius depends on the wavelength of the light observed. Usually the
values are around 15 cm for V band and 40 cm for K band.

Figure 2.6: The plot schematically explains the Fried Radius, r0 and the isoplanatic angle,
θ0. These are the parameters that affect the image quality [32].

2. Isoplanatic Angle: Isoplanatic angle, θ0, is defined as the angular separation
between two sources in which the distortion in the wavefront is less than one radian
[33]. Within this angle, the wavefront affected by the atmospheric turbulence is
similar that allows for effective correction. The Isoplanatic angle shown in image
2.6 is given by the equation 2.13 [34].

θ0 = 0.314

(
λ2∫∞

0
C2

n(h)h
5/3 dh

)3/5

(2.12)
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or in simple terms it can be given as:

θ0 = 0.314
r0
H

(2.13)

where, H is average turbulence height

Typically the value of θ0 is a few arcsecs.

3. Coherence Time: The coherence time, τ0, is the time period during which the
atmospheric distortion is considered constant. It is given by:

τ0 =
r0

vwind

(2.14)

where:

• r0 is the Fried parameter and,

• vwind is the wind speed in the turbulence layers.

Coherence time is usually of the order of milliseconds in IR regime and heavily
depends on the altitude and atmospheric conditions. The inverse of τ0 gives the
greenwood frequency, fG.

In addition to the parameters that influence seeing, there are several metrics used to
measure image quality and clarity. Two of the most widely used metrics are discussed
below:

1. Strehl Ratio: It is defined as the ratio between the peak intensity of current seeing
of the PSF and that of the only diffraction limited instrument, shown in Fig 2.7. It
is given by the equation

Strehl Ratio, SR =
PSFseeing(0, 0)

PSFdl(0, 0)
(2.15)

where:

• PSFseeing is the peak value of observed PSF and,

• PSFdl is the peak value of PSF in ideal conditions.

The ideal value of SR is 1. It varies between 0 an 1, anything less than 1 indicates
the poorer quality of the image.

2. Signal to Noise Ratio (SNR): The SNR refers to the strength of signal received
by the detector compared to the noise. This parameter is dependent on the quality
of the instrument. It is calculated using the formula 2.16

SNR =
S√

S +N
(2.16)

where:

• S is the total signal detected. It is measured in photon counts.
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Figure 2.7: The plot shows a comparison between the diffraction pattern and the seeing
disk of a source. This gives us Strehl Ratio [32].

• N is the total noise. It includes contributions from various sources such as sky
background, dark current, and readout noise.

We will see in detail how to calculate SNR in section 5.3.4.3.

Now having knowledge of the factors that affect the wavefront, we can now discuss the
idea of AO in the next section and show AO has revolutionized the imaging at telescopes
with large aperture.

2.3 Adaptive Optics as a Solution

As we learned in previous sections, the image quality of a telescope depends on its aperture
and the atmospheric conditions. Ideally, a diffraction-limited telescope should achieve
a resolution of θ ∼ λ/D, but the atmospheric turbulence degrades this resolution to
θ ∼ λ/r0, making the telescope seeing-limited. A larger aperture captures more light,
enabling it to collect more photons and therefore increase the SNR. However, it does not
guarantee better resolution due to the impact of atmospheric distortions.

To exploit the capabilities of large aperture telescopes we need AO. AO is the technique
to read the distortions in an incoming wavefront and correct them in real time. The idea
of AO was first put by Babcock in 1953 [9] when he used guider instruments to solve for
the shift of a star image. During his experiments he found two major limitations, that
are requirement of a reference source and size-limited field of view (FoV). The idea to use
AO took over two decades before it was put to use on a telescope [35] and now it is being
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used at most of the telescopes with a large aperture. One example of how AO corrections
improves the quality of astronomical imaging is shown in fig 2.8.

Figure 2.8: This plot shows how AO can be useful to improve the image quality. It can
be clearly seen that with No AO on the telescope, only two stars appear in the image.
On the other side when AO is used, a total of 4 stars can be seen [36].

Figure 2.9: This plot shows an exemplar comparison between the seeing limit and diffrac-
tion limit as a function of wavelength. The red band represent the seeing limit for different
values of the Fried parameter, r0, and the blue band shows the diffraction limit for tele-
scopes with apertures from 4m to 8 m [18].
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The visible wavelengths are more influenced by the diffraction limit of the telescope, which
restricts its resolution. AO tries to fill this gap and pushes a seeing-limited telescope to
a diffraction-limited telescope, as shown in fig 2.9, which is immensely useful for shorter
wavelengths.

The AO is composed of several independent technologies put together. We will understand
better about the components that make up the AO in next section.

2.3.1 Main Components of Adaptive Optics

The correction of the wavefront by using AO is a complex task as it is required to be done
in real-time, which is of the order of milliseconds. AO uses distortion as a tool to reduce
distortions from the wavefront. It is possible by using component that introduces equal
but opposite distortion to generate a planar wavefront. To do so, the aberrations are
first calculated using a real-time computer and then the signals are sent to the wavefront
corrector that corrects the aberrations in the incoming wavefront. This correction has to
be introduced to the wavefront in time equivalent or less than the coherence time, τ0. The
wavefront when enters the telescope is first corrected and then it reaches the telescope
scientific camera, as shown in fig 2.10.

The components that make up the AO are:

• Wavefront Sensor: TheWavefront Sensor (WFS) plays a crucial role in an AO sys-
tem by detecting distortions in the incoming light wavefront caused by atmospheric
turbulence. It measures the phase variations, where these distortions appear as de-
viations from the ideal wavefront shape. This information is then used for real-time
correction to restore image quality. Several types of WFS have been developed over
time, each designed for different sensing needs, such as the Shack-Hartmann [38] and
Curvature WFS [39], which are commonly used to address both low- and high-order
aberrations. More detailed descriptions of these sensors will be provided in section
??.

• Real-Time Computer: Real-time computers are named so for their speed to pro-
cess the wavefront read by the WFS. These computers analyze incoming wavefront
distortions in real-time and adjust deformable mirrors within milliseconds to coun-
teract atmospheric turbulence [40].

There are two main ways to reconstruct a wavefront:

– Zonal Reconstruction: In zonal reconstruction, the pupil of telescope is divided
into several smaller regions and then the wavefront is measured separately for
each of these regions. Then all the local wavefronts are combined to reconstruct
the final wavefront.

– Modal Reconstruction: The modal reconstruction uses mathematical functions
to describe the entire wavefront as sum of coefficients. One example of such a
mathematical function is Zernike polynomials [41].

In modal mode, the wavefront is treated as functions which are given by the
equation 2.17,
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Figure 2.10: This shows a schematic diagram of an adaptive optics system. Distorted
wavefront from a distance source enters the telescope. When the wavefront reaches the
beam-splitter, it directs a part of the signal to a wavefront sensor. The wavefront sensor
then analyzes the distortions and sends feedback to a wavefront reconstructor or real-
time computer. This system send signal to adjust the shape of the deformable mirror
in real time. The shape of deformable mirror corrects the wavefront, so compensating
for atmospheric aberrations. The corrected wavefront is then sent to the high-resolution
scientific camera. The image is taken from [37].
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W (x, y) =
∑
n

CnPn(x, y) (2.17)

where:

∗ W (x, y) represents the reconstructed wavefront,

∗ Cn are the linear combination coefficient for each mode,

∗ Pn(x, y) are the polynomial terms representing the wavefront for a single
mode.

Equation 2.17 is more of a general equation for the wavefront reconstruction. A
more detailed explanation of the wavefront reconstruction function was given
by Noll in 1976 using the aberrations from Kolmogorov theory of turbulence
where the term Pn are the Zernike polynomials. Zernike polynomials, first
introduced by Frits Zernike in 1935 [42], are a set of polynomials defined on a
unit circle [43]. It is given by the equation 2.18.

W (ρ, θ) =
∑
n

CnmZnm(ρ, θ) (2.18)

Znm(ρ, θ) = ρn cos(mθ) (2.19)

where

∗ Znm(ρ, θ) represents the Zernike polynomials,

∗ n represent the radial order of Zernike polynomials

∗ m represents the azimuthal frequency.

The modal wavefront reconstruction is one of the most used methods for its
properties like error propagation and computational time.

Once the wavefront is measured by the RTC, it calculates the necessary corrections
and directs these adjustments to wavefront corrector.

• Wavefront Corrector: A wavefront corrector which is usually a deformable mirror
(DM), adjusts high-order or just low-order aberrations in the wavefront based on the
number of actuators it has. These actuators are located behind the reflective surface
of the mirror and defines the degrees of freedom (DoF) for the DM. Higher number
of actuators helps the mirror to finely shape itself for precise wavefront correction.
The actuators can be thought as tiny pistons that push or pull on the mirror’s thin
reflective sheet, altering its shape in real time based on the signal received from
real-time computer.

Apart from the piston actuators, there are some other technologies that are used
in DMs, such as Piezoelectric actuators [44], Electrostrictive materials [45], Liquid
crystal arrays [46], voice-coil actuators [47].
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• Reference Source: Reference star or guide star are the bright sources of light
which are used to correct for the atmospheric distortions. There are two types of
reference stars: Natural Guide Stars (NGS) and Laser Guide Stars (LGS). The
reason why the target source itself is not used as the reference is that many as-
tronomical objects are too faint or extended which makes it difficult to accurately
measure wavefront distortions. So a bright reference stars provide a reliable source
for wavefront sensing and correction. A detailed discussion on reference stars will
be provided in section2.3.3.

2.3.2 Limitations of Adaptive Optics

AO was developed to mitigate the shortcomings with the atmospheric turbulence and
to a large extent astronomers have been successfully able to achieve it. As it has been
said that every technology has both pros and cons, AO has its own cons that affect the
wavefront distortion or do not completely reduce the effects of atmospheric turbulence
from the wavefront. Some of the shortcomings of AO are:

• Time Lag in Corrections: The wavefront reconstructor is a real-time computer
but still there is some time lag seen between the measurement of the wavefront
distortion and sending signal corrections to deformable mirror [48].

• Cone Effect (Focal Anisoplanatism): During the wavefront correction with a
LGS, the wavefront from the LGS samples only a cone rather than a full cylinder
of turbulence. Due to this cone effect, some part of the atmosphere is not corrected
for atmospheric distortion, as shown in fig 2.11, specially for large telescopes and
this reduces the performance of AO.

• Limited Sky Coverage: Due to anisoplanatism, shown in fig 2.12, we only have
a limited sky coverage . AO and the LGS drastically reduces this effect..

2.3.3 Reference Sources

To correct for the atmospheric distortion, an AO system needs bright guide stars. During
the introduction phase of AO to astronomy, Natural Guide Stars (NGS) were mostly used
to serve the purpose but due to limitations, a new class of guide stars, Laser guide star
was born. We will discuss about both in detail in following section. We will also discuss
about another class of guide star which is currently being explored in section 2.3.3.3.

2.3.3.1 Natural Guide Star

A NGS is a natural star, which is used by the AO system to mitigate the effects of at-
mospheric distortions. In order to be used as a reference star, the star has to be bright
enough to be detected by the wavefront sensor. For the MORFEO system at the Ex-
tremely Large Telescope (ELT), the typical limiting magnitude for natural guide stars in
the V-band is around 16-17 [50]. These constraints limit the sky coverage of a telescope.
Sky coverage changes from one point on sky to another drastically. The number of the
presence of NGS varies from a maximum in the galactic plane to the minimum at galactic
poles. We will also discuss about the distribution of NGS in details in chapter 4.
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Figure 2.11: This figure shows the cone
effect, where a Na-LGS only corrects a
part of the atmosphere. Therefore some
turbulence remains uncorrected for the
actual star that is being observed. This
partial correction reduce the accuracy of
adaptive optics [49].

Figure 2.12: The image shows how the
atmosphere affects stars differently de-
pending on their position in the sky.
Only a part of the wavefront coming
from the off-axis star can be corrected
for atmospheric distortion [49].

Figure 2.13: Two figures depicting the limitations of Adaptive Optics.

Because of the limited sky coverage of the NGS, we need to look for other sources that
can help AO systems achieve their true potential. For the same, a new guide star, LGS,
made its way to the telescopes.

2.3.3.2 Laser Guide Star

The first use of LGS was done by the US Military [51]. Later on astronomers also got
access to this technology. The LGS are created by firing a laser, positioned close to the
telescope, to the sky. The laser fired, excites the atoms in the atmosphere, creating a
LGS. Currently there are two types of LGS in use: Rayleigh scattering and Sodium LGS.

Rayleigh Scattering In Rayleigh Scattering, the LGS is created at a height 10-20 Km
from the ground [52]. The LGS is obtained as light back-scattering effect due to fluctua-
tions in air density. The Rayleigh scattering is more efficient at short wavelengths. This
kind of LGS gets fainter with increase in the altitude as the atmosphere gets more and
more thinner.
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Rayleigh scattering has been found to be inefficient for correcting atmospheric turbu-
lence due to its low altitude [53]. This only allows for partial correction of distortions
and the higher-altitude layers of the atmosphere remain uncorrected. The cone effect
associated with Rayleigh scattering results in a narrower sampling of region. This leads
to incomplete wavefront sampling and limits the accuracy of adaptive optics corrections.

Sodium Laser Guide Star The sodium LGS or Na-LGS is created by exciting the
sodium atoms using a laser of 589 nm wavelength which corresponds to the D2 sodium
transition, this causes the atoms to emit light and form a Na-LGS. The layer of sodium
atoms, which is present in the mesosphere at an altitude of about 89 - 92 km, is a result
of ablation of meteorites. Due to disintegration, the sodium atoms are distributed at this
altitude. The thickness, which is about 10-15 km, and density of sodium layer varies with
time which can fluctuate due to variation in meteoroid activity, atmospheric dynamics
and also depends on seasonal variations [54].

Flux of Na-LGS depends on sodium column density which varies with time from about 2
x 1013ph/s/m2 to 20 x 1013ph/s/m2. The flux shows over 10-20% fluctuations over few
minutes of time . The variation in ground return flux is shown in fig 2.14, the results are
from a simulation conducted on the data taken on october 23, 2006 at Starfire Optical
Range (SOR, located at 35oN, 160oW) [55].

Figure 2.14: The plot shows variation in the ground return flux Φ along the South-North
meridian. X-axis shows telescope’s angular deviation from the zenith ζ and y-axis shows
the flux received. Image taken from [55].

Though Na-LGS are extremely potential reference sources, it still has several shortcomings
for astronomical purposes, which are:

• The turbulence of the atmospheric layers above the LGS can not be corrected.
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• The cone effect also exist with the Na-LGS.

• Na-LGS also does not allow to determine the tip-tilt because the beam travels twice
through the same atmospheric layers in a time smaller than the coherence time,
bringing the tip-tilt correction to a value closer to zero [56] [57].

• The Na profile in the atmosphere is under constant change within the night.

• Due to the finite distance of LGS, a static aberration is introduced as the telescopes
are designed to focus at infinity.

• Another big problem with Na-LGS is its elongation. Because the thickness of sodium
layer in the atmosphere varies between 10-15 km, the LGS appears as a elongated
source and not a point source for which most of the wavefront sensors are designed
[58].

2.3.3.3 Orbiting Configurable Artificial Star

ORbiting Configurable Artificial Star or ORCAS is a concept for next generation of artifi-
cial guide star. In this, a satellite or a source could be placed in the orbit of the Earth. This
source would be able to generate artificial stars at all the wavelengths, providing better
correction even for the thinnest layer of the atmosphere. The most important property of
this kind of artificial source will be that it would provide a stable and consistent reference
point for future AO systems [59].

2.3.4 Adaptive Optics Techniques

AO systems help us improve the imaging quality. A single AO system called SCAO [60]
can only correct for a limited FoV as it measures distortions using a single guide star
which can only provide corrections for a small volume of atmosphere. To increase the
FoV, several techniques have been devised over time. Some of them are Ground-layer
AO (GLAO) [61], Multi-Conjugate AO (MCAO) [62], Laser Tomography AO (LTAO)
[63] and so on several others. For the purpose of this thesis we will focus on SCAO and
MCAO, these are explained in sections 2.3.4.1 and 2.3.4.2 respectively.

2.3.4.1 Single-Conjugate Adaptive Optics

Single Conjugate Adaptive Optics (SCAO) is the most basic form of adaptive optics used
in ground-based telescopes to correct for atmospheric turbulence in real-time, as shown
in fig 2.15. It employs a single DM, this DM is conjugated to a specific altitude in the at-
mosphere, where corrections are applied to restore the wavefront closer to its undistorted
state [34].

SCAO is highly effective in producing high-resolution images for small FoV but it is
a highly time consuming process to observe each of the target in the sky individually.
Also the effectiveness of SCAO is limited by the size of the isoplanatic angle which is
typically around 10-20 arcseconds. It means that only objects within this narrow field of
view near the guide star can be corrected for the distortions. SCAO has the advantage of
delivering a high SR, > 70% in best seeing conditions [64],but only for a small FoV, until
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the effect of cone effect start impacting the AO performaces. These limitations have led
to the rise of other AO techniques such as MCAO.

2.3.4.2 Multi-Conjugate Adaptive Optics

The Multi-conjugated Adaptive Optics or MCAO technique was first introduced by Beck-
ers in 1988, [65] to overcome the shortcomings of SCAO. This technique uses multiple
reference stars to correct for aberrations over a large FoV. Also to correct for multiple
guide star, multiple DMs is used on the telescope. The whole system relies on use of a
combination of both NGS and LGS as planned for ELT. As MCAO uses multiple targets
and DMs, it also has the capabilities to effectively reduce anisoplanatism [66]. Depending
on what is being focused by each DM, MCAO can be divided into two. They are:

Figure 2.15: This figure is the representation of Single-Conjugated Adaptive Optics
(SCAO). The image is taken from ESO website [49].

Star Oriented MCAO In Star-Oriented MCAO, each guide star is treated indepen-
dently by a WFS. Each WFS measures the wavefront distortions caused by the atmosphere
along the line of sight to its respective guide star. These measurements are then combined
using tomographic reconstruction techniques to estimate the 3D distribution of turbulence
at different altitudes [67].
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Figure 2.16: This figure is a simple representation of Multi-Conjugated Adaptive Optics
(MCAO). The image is taken from ESO website [49]

Figure 2.17: In this figure, star-oriented MCAO is shown in the image on left and layer-
oriented MCAO is shown in the image on right. The images are taken from ESO’s website
[49].
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Since the WFS collects data from multiple stars, star-oriented MCAO provides a complete
picture of atmospheric distortions. This method allows corrections over a broader area of
the sky and can effectively expand the corrected FoV to several arcminutes.

Layer Oriented MCAO: Layer-Oriented MCAO system focus on the atmospheric
layers rather than each individual star. In this approach, multiple guide stars contribute
their wavefront signals to common WFS for each atmospheric layer. The system gathers
wavefront data from several stars simultaneously to focus on correcting turbulence in
specific atmospheric layers. In layer-oriented MCAO each layer corresponds to one DM
that compensates for the distortions at that altitude.

Layer-Oriented MCAO systems are more efficient than star-oriented ones, as they reduce
the complexity by collecting the data for each layer. This method also allows for a more
effective use of faint guide stars, eventually broadening the coverage of the sky but its
accuracy with the correction might be less as the guide star can not fully sample the entire
volume of atmospheric turbulence.

Though currently most of the telescopes use SCAO, MCAO is specifically beneficial for
large telescopes, for example MACAO for VLTI and Gemini[68]. Currently the MCAO
system for ELT, MORFEO, is in development phase, we will discuss more about the
system and its capabilities in chapter 4.

29





3 Wavefront Sensors

Wavefront sensors (WFS) are essential tools that measure the shape and phase of an
optical wavefront after it travels through the turbulent layers of Earth’s atmosphere. By
detecting and measuring the effect of atmospheric distortions in real time, WFS enable
precise operation of AO systems, significantly reducing the blurring effects caused by
atmospheric turbulence. They allow ground-based telescopes to reach high-resolution
imaging levels similar to those of space-based telescopes. By repeatedly making the
necessary measurements to the wavefront, they allow to continuously adjust mirror shapes
to compensate for atmospheric turbulence, which by producing small scale distortions can
degrade image quality.
In this we will chapter explore various types of wavefront sensors most commonly used
at telescopes, examining their characteristics and limitations, particularly when a laser
is launched from the side of the telescope. Finally, we will introduce a novel wavefront
sensor currently in the testing phase, which has the potential to advance atmospheric
correction techniques and improve the overall performance of AO systems using Na-LGS
technology.

3.1 Wavefront Sensors in Use

Several types of wavefront sensors are currently being used in modern adaptive optics
systems. Each one of them has a specific method of measuring and reconstructing the
shape of the wavefront. Depending on the telescope, the type of aberration to be corrected
and the application, different sensor are opted. The simplest WFS is a Quad-Cell WFS
and the most commonly used WFS include the Curvature WFS, Shack-Hartmann WFS,
and Pyramid WFS which we will discuss in the following sections.

3.1.1 Quad Cell Wavefront Sensor

The Quad-Cell Wavefront Sensor is a simple design used to evaluate the tip-tilt of an
incoming wavefront. It works by splitting the light into four beams using detectors ar-
ranged in a square grid, as shown in fig 3.1. These detectors are placed in the telescope’s
focal plane, where the diffraction-limited PSF would ideally focus without any aberra-
tions. By measuring the intensity of light in each of the four sections, the sensor can
track spot movements which are directly proportional to the first derivative of the shape
of the wavefront. This allows the system to estimate the overall tilt or deviation of the
wavefront by measuring the signal along x, SX, and y, SY, direction, they are given by the
equation
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Figure 3.1: The plot shows the working principle of a Quad-Cell WFS, with light spot
distribution across A, B, C and D quadrants and on the right, the resulting response
curve SX, showing the linear range and saturation points. The image is taken from Maria
Bergomi’s PhD Thesis[69].

Sx =
(B + C)− (A+D)

A+B + C +D
(3.1)

Sy =
(A+B)− (C +D)

A+B + C +D
(3.2)

where A, B, C and D are the intensities in the quadrants as shown in fig 3.1.

While Quad-Cell sensors provide coarse measurements, making them less effective in
environments with very high atmospheric turbulence. So the technology is mostly used
for basic optical alignment tasks and used in Shack-Hartmann WFS and Pyramid WFS.

3.1.2 Shack-Hartmann Wavefront Sensor

The Shack-Hartmann Wavefront Sensor (SH-WFS) is based on Quad-Cell WFS concept
and known for its ability to detect both low- and high-order aberrations by applying it
across multiple subapertures. It works by dividing the incoming wavefront into smaller
sections using an array of lenslets which focus each portion onto a detector. Each spot
reflects the local tilt of the wavefront that enables high-precision measurements. If the
wavefront is undistorted, the focused spots align perfectly with the grid, as shown in fig
3.2. Any kind of distortions in the wavefront can cause the spots to shift. This shift in
the wavefront allows the sensor to determine the local wavefront slope and reconstruct
the overall wavefront for correction.

Major challenge with SH-WFS arises when using fainter stars as reference sources as the
lenslet array results in significant loss of light radiation. This problem can be solved
by utilizing the LGS technology, but LGS comes with their own cons. As Na-LGS are
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Figure 3.2: The figure on the top shows a flat wavefront forms a regular grid of focused
spots on the detector while a distorted wavefront causes the spots to shift from their ideal
positions, indicating local wavefront slopes is depicted by the image on the bottom. The
image is taken from Vallerga et. al 2005 [70].

extended sources with some orientation based on the sky region with respect to the tele-
scope. The problem is even more pronounced in case of large telescopes where Na-LGS is
being used or planned to use. The LGS appears elongated in the subapertures positioned
far from the laser launch site at the edge of the pupil. This elongation results in reduced
sensitivity when measuring the first-order derivative of the local wavefront. The degree
of spot elongation depends on the position of the subaperture within the pupil and the
orientation of the LGS [71]. As the subapertures move farther from the laser source, the
elongation becomes more pronounced, leading to variability in sensitivity across the pupil.
This differential elongation is shown in fig 3.3

For example, for a 40-meter diameter telescope, with an average sodium layer height of
H = 92 km and a thickness variation of ∆H = 10 km, the spot elongation can reach 6.5
arcsec when the LGS is launched from the center of the telescope aperture. Whereas, if
the laser is projected from the edge of the telescope aperture, the elongation can increase
to double that value [73]. In the most extreme case, when observing from the subaperture
farthest from the laser launcher, the elongation ratio between the long and short axes of
the spot becomes significantly large. This leads to a photon noise variance approximately
600 times greater along the long axis, causing a substantial reduction in the SNR [18].

3.1.3 Curvature Wavefront Sensor

The Curvature Wavefront Sensor was first introduced by Roddier in 1987 [74]. It stands
out from other types of wavefront sensors due to its ability to detect the second derivatives
of the wavefront. Its unique design, shown in fig 3.4, consists of two detectors—one placed
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Figure 3.3: This is a schematic diagram of the Shack-Hartmann WFS with Na-LGS. It
shows the spot elongation effect in the Na-LGS image caused by the height difference, ∆H,
and orientation of the laser with respect to the telescope. The lower image highlights the
resulting elongated spots on the WFS, which are used to measure wavefront distortions.
The image is taken from Lombini et al. 2021 [72].

before the telescope’s focal plane and the other after it. In this configuration, the sensor
captures the light distribution at both the intrafocal and extrafocal planes. Based on
the geometric approximation, a wavefront with positive curvature1 forms an image in
the intrafocal plane, while a negative curvature2 wavefront produces the opposite effect,
creating the image in the extrafocal plane [34]. This configuration allows the Curvature
WFS to provide a different approach to measuring wavefront distortions, setting it apart
from more conventional methods.

1Positive curvature refers to a wavefront that converges before the focal plane. It focuses the light
inwards resulting in a brighter image at the intrafocal plane.

2Negative curvature refers to a wavefront that diverges beyond the focal plane, focusing light outward.
It results in a spread-out image at the extrafocal plane.
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Figure 3.4: This figure depicts a curvature WFS. The image is taken from Simone Di
Filippo’s PhD thesis [75].

3.1.4 Pyramid Wavefront Sensor

The pyramid wavefront sensor (P-WFS) was invented by Roberto Ragazzoni in 1996 [76].
It is made of a pyramid-shaped prism placed at the focal plane of the optical system.
The incoming light is divided into four separate beams by this pyramid, and each beam
is directed onto different regions of a detector. This produces four different images of the
telescope pupil. The intensity of each of the four images is proportional to the number
of photons that reach each face of the pyramid. The distance between the centers of the
pupils is determined by the focal length of the collimator and the vertex angle of pyramid,
as shown in fig 3.5, and is given by the equation 3.3.

dcenters = β(n− 1)fob (3.3)

Figure 3.5: The diagram of the Pyramid Wavefront Sensor (P-WFS), showing the
pyramid-shaped prism with an angle β at the tip. This prism splits the incoming light into
four beams, which are directed towards different areas of a detector to measure wavefront
distortions. The image is taken from Simone Di Filippo’s PhD thesis [75].

The principle of the P-WFS is based on splitting the wavefront into multiple parts and
measuring the differences in light intensity across the four beams for each sub-aperture.
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When the wavefront is flat, the P-WFS splits the incoming light into four beams, with
equal amounts of light directed to each corresponding sub-aperture. This gives uniform
distribution of light across the pupil. When aberrations are present in the wavefront,
the PSF at the tip of the pyramid changes, this alter the distribution of light among the
sub-aperture in the four pupils observed on the detector. In the case of a simple wavefront
tilt, the light focus shifts toward one facet of the pyramid. As a result, intensity of each
beam becomes proportional to the number of photons hitting its respective pyramid face.
This variation in light distribution allows the sensor to measure wavefront distortions by
analyzing the differences in intensity between the beams [77].

3.2 Ingot-WFS as Future Alternative

We have learned in sec 2.3.3.2 that Na-LGS is not a point reference star but it is a long
time-varying cylindrical source. These Na-LGS will make up an important component of
AO systems of the upcoming telescopes . With existing WFSs we face some shortcomings
in handling the Na-LGS properly and utilize their full potential, for example we have
seen in the previous sections how using SH-WFS and P-WFS have reduced sensitivity to
first-order derivative of local wavefront. The reduction is dependent on the position of
sub-aperture on the pupil and the LGS elongation.

One of the concepts behind I-WFS is the Scheimpflug Principle, describing the relation
between the object plane, lens plane and the image plane. It was introduced by Carpen-
tier in 1901 [78]. This principle describes the geometric relationship between the object
plane, the lens plane, and the image plane in an optical system. It is extremely useful
when the object plane is tilted or not parallel to the lens plane. This principle ensures
that despite the angular misalignment, the planes can intersect along a common line, al-
lowing for optimal placement of a detector along a plane where the entire image is in focus.

This is specially important to understand the Na-LGS system in large telescopes. The
Na-LGS is formed in the mesosphere at around 80-100 km of altitude [13] and usually
in large telescopes the laser is launched from a position either near the edge or center
of the telescope aperture. The Scheimpflug principle becomes relevant due to the non-
perpendicular angle at which the laser beam is launched into the sky. Because of this
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Figure 3.6: This is the initial six-face design of the I-WFS. This figure also shows how
the intensity of light varies in pupils with varying thickness of sodium profile. The image
is taken from [79]

geometry, the image plane of the LGS and the typical focus plane of objects at infinity
are not perfectly aligned.

Understanding the Scheimpflug principle helps to solve this by ensuring that the wave-
front sensor can be placed correctly on the effective focal plane of the Na-LGS image. The
system can effectively correct for the elongation and distortions in the laser guide star
image. This allows the adaptive optics system to capture sharp, well-defined wavefronts
from the elongated Na-LGS.

Utilizing this geometrical approach tailored for Na-LGS, a new WFS was proposed by
Roberto Ragazzoni in 2017 [15]. The original WFS consisted of reflective and refractive
surfaces in an elongated prismatic shape, it is called the Ingot wavefront sensor (I-WFS).
The shape of the I-WFS is such that it receives the light from every portion of the LGS
and directs it on the detector. Initially the I-WFS was designed as a six-faced prism, as
shown in fig 3.6, where each face was supposed to focus on the light from specific portion
of the LGS and then guide it to the detector forming six corresponding pupils. This
design had its own drawbacks related to the thickness of the LGS. The actual size of LGS
varies with its thickness and due to this variation, the six-faced I-WFS might not be able
to accommodate the length of the source.

To overcome the issue of length accommodation of source on WFS, another improved
design was proposed by Ragazzoni in 2019 [80]. The design of I-WFS is based on evolu-
tion of the P-WFS. The new design of I-WFS, shown in fig 3.8, consists of a reflecting
roof, giving it 3 faces. The roof-shaped ingot prism splits the Na-LGS into three different
regions, two are reflected off from the top roof and the third region reaches the detector
unperturbed by the prism, i.e. transmitted [81]. The three beams are then re-imaged
to form three pupil images. These three pupils are called A, B and C of which A is
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transmitted pupil and B and C are reflected pupils from the roof of the Ingot prism.

Figure 3.7: The image shows the divide of
each pupil on the Na-LGS as seen on the
I-WFS. The image is taken from [82]. Figure 3.8: This is a schematic

representation of I-WFS. Image
is taken from Portaluri et al.
2020 [81].

The main advantage of this design is that it is adaptable to the time-variable size variation
of the Na-LGS. To accommodate the elongated LGS, we just need a roof prism of adequate
length to match the full extent of the LGS image [83]. The ratio between the flux in the
transmitted pupil and that in the reflected pupils can be adjusted by moving the prism
along the direction of the edge between the reflective faces, as shown in fig 3.9.

Figure 3.9: This image depicts the response of three-face I-WFS to varying sodium profile.
The image is taken from Simone Di Filippo’s PhD thesis.

Since the design of I-WFS is inspired by P-WFS, the process to calculate the signals is
similar. The signals Sx and Sy, are defined along the x and y directions, respectively,
where x represents movements perpendicular to the elongation direction and y represents
movements along the elongation direction. They are given by the equations 3.4 and 3.5.
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Figure 3.10: The figure depicts the ingot prism setup showing the reflected pupils, B and
C, and the transmitted pupil, A captured by the detector. The image is taken from [84].

Sx =
B − C

A+B + C
− Bref − Cref

Aref +Bref + Cref

(3.4)

Sy =
A

A+B + C
− Aref

Aref +Bref + Cref

(3.5)

The signals are calculated for each pixel. It is to be noted that in order to calculate the
signal we subtract the reference signal calculated at the calibration position of the I-WFS
[85].

In chapter 5, we will discuss about I-WFS and the bench setup in details.
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4 Impact on Astronomy

As discussed earlier, currently the AO systems are being used at almost every telescope
with a larger aperture than 4 m to improve their imaging capabilities [17]. Similarly the
upcoming large telescopes like ELT, GMT and TMT will need advanced AO systems to
correct for large FoV. In this chapter we will focus on ELT and different instruments that
will be used for the first light of the telescope. We will also discuss about the fact why
we need LGSs on MCAO module, specifically discussing the ELT case.

4.1 ELT: A Step Forward

The Extremely Large Telescope or ELT is currently under construction at Cerro Arma-
zones in Chile’s Atacama Desert. Situated at an elevation of 3,046 m above the sea level,
it offers optimal atmospheric and climatic conditions for astronomical research. Cerro
Armazones’ high transparency of atmosphere and low levels of water vapor make it one of
the best locations in the world for ELT like infrared and optical observation telescope [86].

The optical system of ELT is designed to deliver very high resolution and sensitivity.
The primary mirror (M1) which has a 39 m diameter is composed of 798 hexagonal seg-
ments each measuring 1.5 m across and 5 cm thick. This design enables the mirror to
maintain its shape under varying gravitational forces and temperatures. In addition to
the primary mirror, the ELT optical design includes three other mirrors: the 4.25 m di-
ameter secondary mirror (M2), the 3.7 m tertiary mirror (M3), and the 2.4 m adaptive
optics mirror (M4). When the light radiation reaches the primary mirror, it is directed
onto the convex M2 mirror, which reflects it onto the M3 mirror. Then from M3, the light
passes to M4, which can adjust its shape in order to correct atmospheric distortions and
telescope vibration. From here the corrected wavefront reaches the scientific instruments
[87].

The ELT is equipped with several highly advanced scientific instruments each designed to
perform specific tasks. Some of them are shown in fig 4.1. The main scientific instruments
are:

• MICADO: MICADO or Multi-AO Imaging Camera for Deep Observations, is the
ELT first light near-infrared imaging camera designed to work in conjunction with
the adaptive optics system of the telescope. It will provide diffraction-limited imag-
ing in standard, astrometric, and coronagraphic modes and long-slit spectroscopy
at near-infrared wavelengths [89]. It will image a field of view of nearly 1 arcminute
at the diffraction limit of ELT [90]. With this high-resolution, it will be capable of
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Figure 4.1: The figure shows a 3D model of the ELT Nasmyth B platform with MORFEO
and MICADO. The image is taken from Busoni et al. 2023 [88].

capturing faint objects that were previously out of reach for ground-based observa-
tories. MICADO will be the first instrument to be installed at ELT and will operate
in SCAO mode, focusing on limited scientific cases. After that, it will be coupled
with MORFEO enabling the MCAO correction and exploiting its capability in all
the scientific topics.

• HARMONI: High Angular Resolution Monolithic Optical and Near-infrared In-
tegral field spectrograph or HARMONI is an instrument that combines imaging
and spectroscopy capabilities covering a wide range of wavelengths from 470nm to
2450nm with resolving powers from 3300 to 18000 [91]. It will provide detailed
spectral information for every pixel in the field of view, making it ideal for studying
the dynamics and chemical composition of stars, galaxies, and nebulae.

• ANDES: Armazones High Dispersion Echelle Spectrograph or ANDES which was
formely known as HIRES is designed as a modular spectrograph with two separate
sections—one for visible light and the other for near-infrared. It can capture light
from a wide range of wavelengths from 0.35 to 2.4 µm at a very high resolution R
100,000 [92].

• METIS: Mid-infrared ELT Imager and Spectrograph or METIS, is a mid-infrared
instrument capable of imaging, coronagraphy, and high-resolution spectroscopy. It
can image in the L/M band (3–5 µm) using medium-resolution slit spectroscopy and
has a coronagraph for high-contrast imaging. For the N band (7.5–13.5 µm), it offers
low-resolution slit spectroscopy and high-contrast imaging using the coronagraph. It
also has a high-resolution spectroscopy mode in the L/M band (R ≈ 100,000) using
an integral field unit (IFU), which can cover a wider range of wavelengths with the
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help of a coronagraph placed in front of it. The instrument’s main science focus
is on the detection and characterization of young exoplanets and proto-planetary
disks [93].

We can understand the capabilities of ELT from the fact that the ELT will gather 15
times more light than the Gran Telescopio Canarias and combined with AO, it will be
able to produce images with much higher resolution. The advanced optical system of ELT
and collection of scientific instruments are designed to provide a clearer and deeper view
of the universe than ever before. Together the above mentioned instruments make the
ELT an instrument that will help to answer important questions about our cosmos and
lead to new discoveries. We will discuss some of these scientific cases in section 4.3.

4.2 MORFEO

Like other telescopes, the ELT is also affected by Earth’s atmosphere, which distorts
the light entering the telescope. To overcome this challenge, the ELT is equipped with
an advanced AO system that compensates for atmospheric turbulence, allowing it to
achieve near-perfect image resolution. The AO system on ELT is called MORFEO (Multi-
conjugate adaptive Optics Relay For ELT Observations) [94].

A key component of this system is the ELT’s M4 mirror which is the largest adaptive
mirror ever built with over 5,000 actuators that can reshape it thousands of times per
second. In addition to the M4 mirror, MORFEO is equipped with two more deformable
mirrors (928 mm and 1225 mm diameter) that work together with M4 to correct at-
mospheric turbulence at different altitudes. This system, combined with the MICADO
camera, enables the ELT to capture extremely detailed images of celestial objects, even
in areas of the sky where there is no natural guide star to be used for correcting the
atmospheric distortion with the SCAO system. MORFEO will use a combination of 6
LGSs and 3 NGSs to give a uniform correction over large FoV providing the corrected
beam to MICADO. It is required to provide a uniform correction over a 1-arcmin field of
view, with a Strehl Ratio of 30% (goal 50% in best conditions) in K band under ESO’s
median atmospheric conditions and with 50% sky coverage, allowing MICADO to exploit
the full resolution potential of the ELT in 0.8 - 2.4 µm wavelength coverage [88].

4.3 Science Cases of MORFEO

ELT with its large aperture of 39 m and highly advanced instruments is expected to
achieve an angular resolution of approximately 8 mas in the J-band and 14 mas in the K-
band when operating at its diffraction limit [87]. This kind of high resolution will enhance
the scope of new discoveries in various fields of astronomy. The main science areas that
the ELT will focus on includes planets and planetary systems in the Solar System and
outside, first generation stars, black holes specially focusing on Sagittarius A, galaxies
and cosmology and dark matter. Some of these cases are discussed in detail below, using
the White Book of MORFEO [95] as a reference.
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Figure 4.2: The image is a schematic representation of MOREFEO. The main components
of MORFEO are a NGS WFS module to correct the aberrations with NGS, LGS WFS
module that utilize 6 Na-LGS and 3 deformable mirrors. It will work in conjunction with
MICADO, the camera. The image is taken from [94].

• Bodies in Solar System
The ELT, equipped with MCAO, will be able to resolve and study around 950
asteroids larger than 40 km in size, analyzing their shapes and compositions. It will
also be used for resolving faint asteroids and Kuiper belt object with magnitudes
below 15 in the H band. Another key target in this list will be Pluto, whose
unexpected geological activity at low temperatures raises questions about its internal
processes.

• Massive Planets in Young Protoplanetary Disks
The combined capabilities of MORFEO and MICADO will enable the ELT to search
for protoplanets around young stars, even those with magnitudes as low as 13-14
in the visible range. MCAO will also enable high-contrast imaging in regions as
close as 10-50 AU from the central star, providing an opportunity to investigate
planet formation processes at distances where the development of gas giants and
other planetary bodies is usually expected.

• Population-III Stars
A more detailed study of old stellar populations can be done with ELT. The strength
of He-II in galaxies observed at redshift> 3 could confirm the presence of population-
III stars.

• Astrometry
Astrometry will prove to be a highly useful tool to characterize the physical and or-
bital properties of astroids in the Solar System. It will eventually help astronomers
understand the Solar System better. Also when the high quality imaging by MOR-
FEO + MICADO is used with astrometry and radial velocity, it will deliver unique
results to understand the giant planet population.
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• Young Stellar Population
Young stellar populations in the Magellanic clouds can be well studied with ELT
with narrow band filters. This can be eventually used to derive the luminosity
function, deriving initial mass function which can help understand the star and
planet formation processes.

• IMBH in Globular Cluser
MICADO and MORFEO together can achieve an astrometric precision of 0.05
mas. Globular cluster (GC) like 47 Tucanae can be the observed for detection
of a Intermediate-Mass Black Hole (IMBH). Detection of IMBH in these cluster
could provide answers to the formation of super massive black holes and dynamics
and evolution of GC.

• High-Redshift Galaxies and the Early Universe
One of the key scientific goals is to explore galaxies at redshift greater than 10,
during the epoch of re-ionization. The use of near-IR filters will also facilitate the
precise measurements of spectral slope and properties of high redshift galaxies.

4.4 Need of Laser Guide Star

As discussed in the previous section, MCAO at the ELT will utilize both NGSs and LGSs
to achieve better correction over a large FoV. Using only NGS limits the capabilities of a
telescope with large aperture.

The distribution of bright stars suitable for use as NGS is not uniform across the sky.
This uneven distribution limits the use of NGS for correcting distortions, especially in the
star-poor regions of the universe where fewer stars are visible.

We know MICADO on ELT will operate in both SCAO and MCAO mode, the limit-
ing magnitude for both AO techniques are < 16 and < 22 respectively in R band. SCAO
will use a single NGS while MCAO will use three NGSs and 6 LGSs. To understand how
many NGSs are available for deep-field observation to both AO techniques, we used the
same technique described in Portaluri et al. [96].

We focused on one of the main fields where ELT will make the difference in terms of
new discoveries: the detection and analysis of the high-redshift universe. We all know
that to ”see” new galaxies (i.e. far/faint), we need to exploit the AO system in all its
potentiality, pointing in very dark regions of the sky. This could be a limit for the appli-
cability of the AO correction, so in order to have the idea of accessibility of deep-fields,
we investigated 8 famous surveys, reported in the table 4.1, selecting those that would be
visible from the ELT coordinates by using STAROBS 1.
Therefore, we performed a simulation using TRILEGAL [97], a population synthesis code
that simulates the stellar photometry of our Galaxy, giving as input parameters, the in-
formation about the coordinates in the sky (RA and dec), the MORFEO technical field of
view ( 120 arcsec) and the photometric band used by the ELT AO sytem (R band). We
looked for how many stars could be available in those area of the sky in order to under-

1STAROBS
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stand if the SCAO is applicable (if there are object with the already discussed magnitude
limit) or whether we need for the MCAO correction. The number of stars available for
SCAO and MCAO for deep field observations are reported in the table 4.1.

Survey Name RA [o] DEC [o] SCAO MCAO
References (surveys)

NDWFS-Bootes 217.500 34.5000 0 8
[98]

NDWFS-Cetus 31.8708 -4.7356 4 37
[98]

CDF-S 53.1167 -27.8083 2 7
[99]

GOODS-S 53.1250 -27.8056 1 14
[100]

SubaruDF 201.1625 27.4906 4 11
[101]

COSMOS 150.1167 2.2058 3 55
[102]
HUDF 53.1625 -27.7914 0 2
[103]

CFHTLS-D2 150.1167 2.2083 2 50
[104]

Table 4.1: The table shows the most studies deep field surveys by GMCAO. They are
mentioned with their right ascension and declination of their central pointing and column
4 and 5 gives the number of stars in the limiting magnitude for SCAO and MCAO,
respectively.

From the results it is clear that the number of NGS available for deep field observations
are limited for SCAO and with such small number of NGSs, astronomers can not take full
advantage of ELT. We also highlight that the MCAO mode of MORFEO (using both NGS
and LGS) provides clear advantage with a uniform SR over complete FoV, as shown in
fig 4.3 and this would be the preferable choice for the majority of scientific investigations.
With this analysis, we pointed toward the direction on the fact the performance of the
MORFEO system is crucial for the ELT and our project on a newWFS that could improve
the AO correction system is absolutely timely and worthily. Given also the difficulties
and problems that a SH-WFS operating on an ELT will have with the Na-LGS source, as
discussed in section 3.1.2, the I-WFS will be a highly suitable alternative. Further tests
and simulations regarding the sensitivity and linearity of the I-WFS when dealing with
aberrated wavefronts are still necessary and specially a direct comparison of the perfor-
mance of the I-WFS with other sensors is still missing. However, the tests conducted on
the I-WFS until now are promising in showing the abilities of this sensor in sensing the
entire 3D volume of the Na-LGS.

In the next chapter we will go through some of the tests conducted on the I-WFS and
based on the results understand its characteristics in response to the varying Na-LGS
profiles.
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Figure 4.3: The figure on the left shows the MICADO wide FoV with a white square
box, blue box represents the vignetting avoidance zone and the pink area shows the
low resolution technical FoV. In the same image, yellow stars show the LGS and green
represent the NGS. Using both NGS and LGS, MORFEO SR map in K band is shown in
the figure at right. The image is taken from private communication.
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5 Ingot Test Bench Insights

The Ingot-WFS test bench located at INAF-OAPD serves as a testing ground for Ingot
in mimicking realistic parameters for and ELT telescope. In this chapter, we will provide
a detailed overview of the test bench setup, highlighting the components and their roles
in ensuring accurate and reliable testing. We will examine the tests conducted over the
past few months, analyzing the methodologies used and the outcomes achieved. Finally,
we will discuss these results and discuss their implications for future tests.

5.1 The Ingot Bench

The Ingot test bench is made by several optical and mechanical components. The setup
has been organized so that the LGS can be simulated and imaged using the Ingot-WFS
with a camera.

The bench, shown in the fig.5.1, is set up to closely replicate the large telescopes in
the future that include:

• The ratio between the separation of the LLT and the diameter of the entrance pupil.

• The dimensions of the image on the Ingot-WFS prism.

• The telecentric nature of the image space on the Ingot-WFS prism.

• The aspect ratio of the LGS, which compares spot elongation to the Full Width at
Half Maximum (FWHM).

The current optical layout, shown in fig.5.1, of the Ingot-WFS bench, is composed of the
following components:

• OLED Screen: An OLED is used on the setup that is used to replicate the Na-
profiles for testing. OLEDs have been the choice of the group because there is no
emission recorded when its pixels are turned off, it is well explained in sec.5.3.4.2.
The OLED is mounted on a stage that is briefly described in the sec.5.1.2.

• Collimating Achromatic Doublets: We use two collimating achromatic dou-
blets, each with a focal length of 200 mm. One of the doublet is used for the
incoming LGS light, and the other one is used to refocus the light onto the Ingot
prism.

• Diaphragm: The system includes a diaphragm that serves as the aperture stop or
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pupil, with a clear aperture of 25 mm. Positioned to ensure image space telecen-
tricity, it is located at the focal point of the camera doublet.

• Pupil Re-imager: This component consists of a wide-aperture photographic ob-
jective with a focal length of 50 mm, used for re-imaging the pupils onto the camera.

• Ingot Prism: The Ingot prism is made out of a hexagonal light pipe, which is
commonly used for beam homogenization. Its external surfaces are aluminized to
create a reflective roof with a 120-degree apex angle, to match the pupil separation
requirements of ELT.
The Ingot prism is mounted on a H-811.I2 6-Axis Miniature Hexapod from Physik
Instrumente, shown in fig.5.2(b), more about the positioning system is explained in
sec.5.1.1. Hexapod is used to align the Ingot prism to the LGS.

• Camera: The camera in use is the Prosilica GT3300 from Allied Vision, featuring
an 8-megapixel CCD sensor with 5.5 µm pixels. The exposure time for capturing
frames has been configured to 1250 ms. For computational purposes, the captured
frames are subjected to (2,2) binning.

• Stray Light Suppression: To reduce the effects of stray light, a black cover has
been added over the test bench as shown in fig.5.2(c)

Figure 5.1: Ingot bench with the Optical Components mentioned
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((a)) 811.I2 6-Axis Minia-
ture Hexapod from Physik
Instrumente

((b)) Hexapod with Ingot
mounted on Top

((c)) Ingot Bench and other
Reflective Surfaces Covered
to avoid Stray Light

Figure 5.2: Components from the Ingot Bench

The Ingot-WFS bench is made with readily available hardware components in the lab,
except for the hexapod which This optical bench is a 1:1 re-imaging relay, which means
that that the source on the OLED screens is re-imaged with the same size on the Ingot
prism.

5.1.1 Hexapod and Its Movements

Hexapod is one of the most important tool on the ingot bench. As discussed earlier, it is
a H-811.I2 6-Axis Miniature Hexapod from Physik Instrumente on which the Ingot prism
is mounted. It provides 6 degrees of freedom that are called as X, Y, Z, U, V and W,
as shown in fig.5.3. The whole movement of Ingot prism depends on the hexapod’s pivot
point which has been set at the tip of the ingot prism and based on this pivot point, a
coordinate system is defined for the movement of hexapod along the 6 degrees of freedom.
X, Y and Z define the coordinates of movement and U, V and W defines the angular
rotation around the coordinate axis. The movement along these axes is The ranges and
resolution of hexapod 1 along all the axis are given in the table 5.1.

Table 5.1: Range and Resolution of H-811.I2 6-Axis Miniature Hexapod.

Axis Range Resolution

X ± 17 mm 0.2 µm
Y ± 16 mm 0.2 µm
Z ± 6.5 mm 0.08 µm
U ± 10 ° 2.5 µrad
V ± 10 ° 2.5 µrad
W ± 21 ° 5 µrad

1The values have been taken from the Instrument Datasheet.
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Figure 5.3: Image shows the Ingot prism mounted on the hexapod. This image also
displays the movement axis X, Y and Z.

5.1.2 Stage for OLED Screen

The OLED screen is mounted on a stage designed for positioning of Na-profile to achieve
ELT parameters like distance and angle. Circular rotating stage makes the base, which
allows angular adjustment of the source with respect to the optical path. Currently it is
set at an angle of 2o. Above the circular stage, a horizontal stage facilitates movement
along the X direction of hexapod. Providing better adjustment on the setup. It is shown
in fig.5.4(a).

((a)) Rotatory stage used for rotation of screen
and as base of other stages.

((b)) Stage from Thor labs on which OLED is
mounted.

Figure 5.4: Components from the Ingot Bench
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On top of the horizontal stage, there is a versatile stage from Thor Labs that enables
movement in along the Y and Z directions. This stage allows the OLED screen to move
horizontally towards and away from the Ingot prism, corresponding to the Y direction
movement of the hexapod. The vertical movement with respect to the setup helps to
set a position of Na profile in the Z direction of the hexapod. Currently both horizontal
and vertical scales are set at 5.1 mm, as shown in fig.5.4(b) This multi-axis configura-
tion ensures that the OLED screen can be precisely positioned for seamless and optimal
functionality of experimental setup.

5.2 Calibration and Alignment Procedures

Before the Ingot test bench came to life several simulations were done to understand the
Ingot-WFS performance and the three pupil shape. All this gave us understanding to
set up the bench and develop procedures that exist today for testing of Ingot-WFS. It
includes procedures like pupil analysis procedure, calibration procedure and the alignment
procedure.

5.2.1 Pupil Analysis Procedure

When the light from the LGS on the OLED is directed to the Ingot prism, it is split into
three distinct beams. One of these beams is transmitted straight through the Ingot prism,
while the other two are reflected by the Ingot prism’s sides. All three beams eventually
reach the detector, where the final image is captured and then analyzed using a Python
script. The image, as we know, consists of 3 pupils in round shape. When these pupils are
analyzed using the python script, it takes into account the coordinates, given in number
of pixels of the camera. These coordinates are used to to define the location (center: x
and y coordinates) and the size (radius: r) of all the pupils and given as an array (x,y,r).
Based on the pupils detected, the procedure can run in two different ways, they are:

• Autodetection True, used when all the three pupils are detected. It employs
Canny-Edge algorithm[105] and Hough Circle Transform[106] to identify the coor-
dinate position (in pixels) and radius of the 3 pupils.

• Autodetection False, uses some already defined set of coordinates for the centers
and radii of all the three pupils. It is used by the python code when all the pupils
are not detected by the Canny-Edge algorithm. These defined coordinates are the
expected coordinates where the aligned pupils would be located. During my work
the set coordinates for the pupils have been:

A = (431., 179., 131.)

B = (293., 419., 131.)

C = (570., 419., 131.)

These set coordinates can be manually defined by the user and set as preferred. Both
the detection procedures are run by the same python script. It starts with Autodetection
True but if it fails to detect the three pupils, the Autodetection False is used with the
defined coordinates.
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Once the coordinates are obtained, the pupils are extracted, rotated and flipped to com-
pensate the rotation effect by the ingot face. Following this the three pupils are averaged.
The final pupil so found are used to compute the signals at each pixel with equations
defined in previous chapters. The complete procedure is explained in details in Difilippo
et.al 2022 [75].

5.2.2 Calibration and Alignment Procedure

The alignment procedure and the calibration procedure are two different procedures well
explained in Radhakrishnan Santhakumari et al. 2020[107], Simone Di Filippo’s PhD
thesis[108] and Tania Sofia Gomes Machado’s thesis[18] work.

Before jumping to the alignment and calibration procedure, it is important to know that
we utilize six specific parameters known as observables. These observables depend on
the flux and position of the three pupils and form the basis for assessing and correcting
the ingot’s alignment. The six observables that help do calculations for calibration and
alignment procedure and quantify the alignment are:

• Observable 1, is calculated by the flux difference between pupils C and B, nor-
malized to the combined flux of all three pupils:

(C −B)

(A+B + C)
(5.1)

Figure 5.5: Observable 1 and Observable 2 calculated using flux of 3 pupils

• Observable 2, is calculated by normalizing the difference between the flux of trans-
mitted pupil A and the combined flux of reflected pupils B and C, normalized to
the combined flux of all three pupils:

A− (B + C)

(A+B + C)
(5.2)
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• Observable 3, is calculated by the distance between the centers of pupils A and
B, measured in pixels, is given by:

A−B =
√

(XA −XB)2 + (YA − YB)2 (5.3)

Figure 5.6: Distance between the center of Pupil A and Pupil B : Observable 3

• Observable 4, is calculated by the distance between the centers of pupils A and
C, measured in pixels, is given by:

A− C =
√

(XA −XC)2 + (YA − YC)2 (5.4)

Figure 5.7: Distance between the center of Pupil A and Pupil B : Observable 4

• Observable 5, The vertical distance between the centers of pupils B and C, mea-
sured in pixels, is given by YB - YC.
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Figure 5.8: Observable 4 that checks if the centers of Pupil B and C falling on same row.

• Observable 6, is calculated as the difference of the sum of Sx in two regions that
corresponds to the top-left (region 1) and top-right (region 2), as shown in fig.5.9.

Figure 5.9: This is the SX signal being calculated using the difference between the average
of two red boxes shown here.

All these observables have target values and boundaries around the target values that
have to be met for the Ingot to reach alignment. The values have been mentioned in the
table 5.2.
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Observables Target Values Boundary Values
Flux (C-B)/(A+B+C) 0% ±0.5%

Flux (A-B-C)/(A+B+C) -33.3% ±0.4%
Distance (A - B) 277 pixels ±1 pixel
Distance (A - C) 277 pixels ±1 pixel

Vertical Distance (YB − YC) 0 pixels ±1 pixel
Sx1 − Sx2 0 0.1%

Table 5.2: Target values and boundary values for each observable.

To perform a test, we run the calibration procedure, followed by the alignment procedure
but if the parameters of tests are similar, in that case the calibration taken earlier can also
be used. This is because the calibration procedure during the run creates two matrices
which are called Interaction Matrix (IM) and Calibration Matrix (CM). The matrices
are made to adjust the hexapod’s six degrees of freedom based on discrepancies between
measured observables and their target values. The creation of CM and IM employs a
linear approximation which is similar to the one used in AO closed-loop systems. The
two matrices are calculated in the following way:

1. To obtain the calibration we start with the hexapod in a position close to the
identified aligned position to expedite the computation and have a more reliable
matrix.

2. From here we calculate the six observables that are defined in the table 5.2.

3. It is followed by moving the hexapod in each of 6 degrees of freedom. The movement
along each axis is a push and a pull. At every step a set of observables is calculated
i.e. along each axis there will be two set of observables calculated, one during the
push and other during the pull. Push is called positive degree of freedom and pull
is negative degree of freedom.

4. For each degree of freedom, we calculate the difference between the observables
obtained from the positive and negative degree of freedom with respect to those
computed in step 2.

5. The results from step 4 are then used to construct the IM. The two IMs (one from
the push and one from the pull) are combined into a single IM as the average of the
two matrix, shown in fig.5.10, This final IM is pseudo-inverted to produce the CM.

We put to use this calibration to reach the alignment position. We initiate the alignment
procedure with an initial movement of the hexapod, which is considered the 0th iteration.
From this iteration, we use an extraction algorithm that computes the observables from
the three pupils of the ingot. These observables are then compared to predefined target
values, as mentioned in Table 5.2. If the observables fall within the boundary values of the
target observables, the system has reached an aligned position and must remain within
these boundaries for two additional iterations, i.e., the ingot must stay in the aligned
position for three consecutive iterations to be recognized as aligned. If this condition is
satisfied, the process terminates. If not, the CM is used to calculate a new position for
the hexapod, which then moves accordingly. It is to be noted that all the six axis of
movement on hexapod are moved simultaneously to reach the computed aligned position.
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Figure 5.10: Interaction Matrix

This procedure repeats, with continuous checks against the boundaries to ensure proper
alignment.

We use a python script to manage these iterations with a while loop. The script handles
the iteration process, checking if the alignment criteria are met after each movement of
the hexapod.

The alignment procedure goes on for 40 iterations unless the Ingot is aligned to the LGS. If
the Ingot is not aligned after 40 iterations, a new calibration is automatically performed to
obtain a fresh CM, using the current source displayed on the screen. This newly generated
CM is temporary and used only for the ongoing alignment process. This re-calibration
step is conducted only once. If an additional 40 iterations with the temporary CM still
fail to achieve alignment, the system exits the loop and is flagged as misaligned.

5.3 OLED Screens

There was requirement of a screen that could replicate the Na-profiles on it. To meet
the requirements the group opted for an OLED which stands for Organic Light Emitting
Diode. Initially, an OLED SSD 1306, which we call Old screen, was used for initial
testing of all the procedures for Ingot-WFS setup, but it could not replicate the LGS with
varying contrast, which are detailed in the following subsection. So, a different OLED
model, the SSD 1327, we call New screen, was acquired and installed on the Ingot test
bench alongside the previously used screen. Thus, when I began my work, there were two
screens on the bench, both are thoroughly described below.

5.3.1 Old Screen: SSD 1306

Old screen is an OLED with 128x64 pixels in dimensions. The size of each pixel is
0.15x0.15 mm2 and the pitch size is 0.17x0.17 mm2. We use a bitmap written in C#, to
produce the LGS on the old screen. This bitmap is made up of a 16×64 matrix, with
each entry represented in hexadecimal format. Each entry corresponds to a block of 8
adjacent pixels. Therefore, instead of having 128 entries for the 128 columns, there are
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only 16 entries per row, with each entry representing a set of 8 pixels in that row.
But controlling the LGS profile on the screen by making changes in the code and uploading
to Arduino takes some time. To resolve this issue, a function has been integrated with
the python script. This has allowed seamless control of the old screen from the python
script itself.
In the python script, the function is defined by a string (VS, TU, TD, HS, LL, LR,
#D, C), which sends the command directly to Arduino. The characters on the string
are:

1. Vertical Shift (VS): This represents the displacement of the source’s center in
rows, where negative values move down and positive values move up with respect
to the center of the screen.

2. Thickness Upwards (TU): It is the number of extra rows above the source’s
center.

3. Thickness Downwards (TD): It is the number of extra rows below the source’s
center.

4. Horizontal Shift (HS): Displacement of the source’s center in columns, where
negative values move left and positive values move right with respect to the center
of the screen.

5. Length Leftwards (LL): It is the number of extra columns to the left of the
source’s center.

6. Length Rightwards (LR): It is the number of extra columns to the right of the
source’s center.

7. Discontinuities (#D): It shows the number of random vertical column interrup-
tions, ranging from 0 to 7.

8. Contrast (C): It helps to adjust the brightness of the display, ranging from 0 to
255.

These parameters control the LGS on the screen.
On the Old Screen, we have used two different uniform sources. They are:

1. Standard Source: This source, on the python script, is defined by (0, 2, 2, 0, 7,
7, 0, 255). It made a source a source with thickness of 5 rows and a length of 128
pixels. We call this source as standard source old screen.

2. Short Source: This source, on the python script, is defined by (0, 4, 4, 15, 8,
0, 0, 255). It made a source a source with thickness of 9 rows and a length of 72
pixels. We call this source as short source old screen.

Although the old screen was very useful for many tests on the bench, it was not ideal
for setting up contrast. Changing the contrast affected the entire screen equally, either
brightening or dimming all active pixels together. As a result, it could not accurately
represent the sodium atom density profiles on the screen, which needs different brightness
levels for different pixels.
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So a new OLED screen was looked for and placed on the stage along with the old screen,
as shown in fig.5.11

((a)) Standard source on old and new
screen ((b)) Short sources on old and new screen.

Figure 5.11: The images shows both the screens placed on the linear stage on ingot bench.

5.3.2 New Screen: SSD 1327

LGS is not a uniform source because the sodium density in the atmosphere keeps on
varying and also varies with the altitude. Keeping this requirement in mind to test the
Ingot, a new OLED screen, which we call New Screen was chosen with 128x128 pixels in
dimensions with each pixel measuring 0.19x0.19 mm2 and pixel pitch of 0.21x0.21 mm2.
This screen has a 16-level gray scale, which means that each pixel on the screen can be
assigned with a different brightness from 0 to 15 using the python script. For this we use
a bitmap written in C# to produce the LGS on the new screen. The bitmap is made up
of a 128x128 matrix with each entry represented in hexadecimal format. The 128 entries
are one for each pixel in a row on the screen.

Controlling the LGS on the New screen with C# code takes up a lot of space avail-
able as screen memory because every time we make change in the code it is required to
upload it to the Arduino which also takes some extra time of around 40 seconds every
time we use it. In order to make it efficient, the length of the source in this screen is
kept fixed and the variable intensity of the pixels is used to turn some pixels off in case a
shorter source is required . Rest of the features of the screen like the vertical position on
the screen, thickness of the source and the uniform brightness of the source is defined by
the string (RD, TU, TD, C). The characters in the string are defined as:

1. Row Decenter (RD): This represents the displacement of the source’s center in
rows, where negative values move down and positive values move up.

2. Thickness Upwards (TU): It is the number of extra rows above the source’s
center row.

3. Thickness Downwards (TD): It is the number of extra rows below the source’s
center row.

4. Contrast (C): This parameter changes the entire intensity of the screen with values
ranging from 0 to 255. The screen also has capability to lighten up each pixel with
a different contrast, it is explained in sec.
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With this function we have used two different uniform sources on the new screen. They
are as follows:

1. Standard Source: We call this source standard source new screen.

• The length of this source which is set from C# is 116 pixels. The length is kept
116 pixels so that the length of standard source old source is equal to standard
source new screen. The 116 pixels are the first 116 starting from the right end
of the screen, as shown in fig.5.11(a)

• Other parameters of the source, on the python script, are defined by (-37, 2,
2, 255). It made a source a source 37 pixels below the zero on the screen with
thickness of 5 rows with brightness of 255. From now on we call this -37 pixel
position as the zero position on the new screen

2. Short Source: We call this source short source new screen.

• The length of this source which is set from C# is 58 pixels. This length of 58
pixels is equal to the length of short source old source. The 58 pixels that made
this source were the first 58 pixels starting from left, as shown in fig.5.11(b) It
was made so to accommodate this source at the same position as short source
old screen by moving the linear stage.

• Other parameters of the source, on the python script, are defined by (-37,3,3,255).
It made a source a source 37 pixels below the zero on the screen with thickness
of 7 rows with brightness of 255.

For now, we have decided to keep the length fixed on the new screen. We simulate a
shorter source by turning off the pixels at the ends which effectively adjusts the length
without changing the code.

The above explained uniform sources were used in the initial tests to verify if the screen
was good enough to be used on the bench. Once we were sure of its capabilities, we also
used the sodium profiles on the screen.

5.3.3 Na Profiles on New Screen

The data that is used to replicate the sodium profiles on the new screen is the actual data
of sodium density variation at different altitude in the atmosphere. The LIDAR (Laser
Imaging Detection and Ranging) on the 6 meter Large Zenith Telescope in Canada was
used to collect the sodium density at different altitudes[109].

The complete dataset consists of 16 datasets collected throughout July of 2010. Each
of the dataset consist of 30 profiles obtained with an integration time of 10 seconds. It
offers a vertical resolution of 126.5 meters. Also each dataset comprises of 198 height
levels with lowest level in atmosphere corresponds to 80 km of altitude. The counts per
height level varies to a maximum value that varies depending on the profile, and these
counts are binned into 16 levels to ensure compatibility with the new screen gray scale
settings.

In order to replicate the sodium profiles on the new screen we binned the 198 height
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levels to 116 levels and maximum counts to 16 level gray scale, to accommodate the
whole profile on the screen without loosing the data points. This is done by a python
script that reads the dataset and then bins it for the profile. This is followed by communi-
cating this command with the Arduino and thus replicating the profile on the screen[110].
Example of this Na profiles are shown in Fig.5.26.

5.3.4 Old Screen vs New Screen

As we have already discussed , the old screen posed the limitation with setting different
contrast to different pixels simultaneously, the new screen was brought and placed on the
adjustable stage to resolve this issue. We could not directly replace the old screen with
the new screen so we did some tests and calculated the flux and SNR (Signal to Noise
Ratio) at the aligned position for a detailed comparison.

5.3.4.1 Alignment with Old and New Screen

If both the screens are to be compared, the first step would be to see if we are able to
align the source on both the screens. But before alignment of the source, when we first
kept the new screen on the setup, we observed some patterns on the transmitted pupil.
While looking for the problem we found that there was some angular emission from the
side of the new screen that was facing the ingot. To resolve this we placed a tape on that
side which stopped the angular emission which can be seen in the fig.5.12

((a)) Three pupils before the tape
was placed on the screen.

((b)) Tape placed on the
side of the screen

((c)) Three pupils after the tape
was placed.

Figure 5.12: These images show how the angular emission from the side of the New Screen
is altered by the presence of tape.

To compare the alignment of sources on both screens, short sources with same charac-
teristics were replicated on both screens. These uniform sources were made so that we
could just move the linear stage and place both the sources at almost the same position
on the bench, as shown in fig.5.11. Both the sources were made with similar dimensions
Comparison can be seen on the Table 5.3.
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Table 5.3: Comparison of Source Sizes and Illuminated Areas

Short Source Old Screen Short Source New Screen

Length (pixels) 72 58
Width (pixels) 9 7
Total Area of Source (mm2) 14.58 14.66

This gave us proof that the sources on both the screens were similar in area. Now for
the alignments, we calibrated and aligned the old screen using the short source. Then,
we repeated the process with the short source new screen. For all the calibration and
alignment during this test we used an exposure time of 500 ms.

The final alignment frames and final alignment position are shown in 5.13 and 5.4 respec-
tively.

Table 5.4: Final Alignment Positions of Short Source on Old Screen and New Screen

Alignment Axis OLD Screen New Screen

X 0.016 0.779
Y 9.213 5.811
Z 0.087 0.863
U 0.240 0.236
V -0.034 0.019
W 0.030 0.039

5.3.4.2 Background Emission

As a further test, it was crucial to determine if there was any emission from the other
screen (if it was left switched on) and the unused pixels from the screen which was used
to create the source, as this could interfere with the calculations. Such emissions are gen-
erally very low, but if they are high, they could interfere with the experiment by affecting
pupil measurements and intensities. It could potentially introduce some errors in the data.

To conduct the background emission test, we completely disconnected the old screen
from power supply and turned on the new screen without creating any kind of source on
it. A total of 5 frames were taken with an exposure time of 2 seconds. The same test
was conducted when the new screen was disconnected from power supply and old screen
was connected but no source was replicated i.e. all the pixels were turned off. Also in
this case, 5 frames with an exposure time of 2 seconds were taken. The test was repeated
when none of the screens was given the power supply, again 5 frames were taken at an
exposure time of 2 seconds.
To make the calculations, the 5 frames were averaged to create a master frame for all
the three tests. Then on the master frame total counts in the frame were calculated, the
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((a)) Detected pupils at the alignment position for old screen

((b)) Detected pupils at the alignment position for old screen

Figure 5.13: Final Alignment frame for short source on both the screens

results were:

Emission with no source on new screen and old screen not connected = 9.39× 107

Emission with no source on old screen and new screen not connected = 9.37× 107

Emission with no screen connected = 9.32× 107

The results of emission when one of the screens was turned off was found to be similar and
it was just 1.07% higher than emission calculated when none of the screen was connected.
This gives us results that there is no significant background emission from any of the
screens or the pixels that were not being used. So it can be said that there is very
minimal emission from the OLED screen when it is turned on with no source on it.

5.3.4.3 Flux and SNR

For a good comparison between the screens the flux and SNR was calculated. Though
the data collection was similar for both the screens, there is not a lot of data available for
old screen for the comparison because a part of the screen suffered a damage during its
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removal from the stage. The data collection and computations for both the screens were
done as follows:

Old Screen: For the calculation of flux and SNR of the old screen, two frames taken
at an aligned position with the short source were used. These frames were already dark-
subtracted and binned (2,2) relative to the original frames captured by the camera. Two
frames were captured with an exposure time of 500 ms each, then averaged to produce a
master signal frame. To calculate the noise, 100 dark frames were captured using the same
exposure time of 500 ms, and these were also averaged to create a master dark frame. The
noise for each pixel is then given as the standard deviation of each pixel values across the
100 dark frames. The error associated to the SNR is computed as the standard deviation
of the SNR across each pupil and is reported on Table 5.5. The master dark frame was
then binned (2,2) to match the dimensions of the master signal frame.

Using the master signal and noise values, the SNR map was calculated using the fol-
lowing formula:

SNR =
Signal√

Signal + Noise2
(5.5)

From the SNR map, shown in fig.5.14(a), we determined the minimum SNR, maximum
SNR, mean SNR, and standard deviation of SNR for each pupil. The results of these
calculations are shown in Table 5.5. Additionally, we calculated the flux in each pupil
from the total number of counts on the master signal frame. These flux results are
mentioned and compared with the flux values for the new screen in Table 5.6.

New Screen: For the calculation of flux and SNR of the new screen, 100 signal frames
were taken at an aligned position. The master dark was obtained in a similar manner
as for the old screen, by capturing and averaging 100 dark frames. However, for the
new screen, we subtracted the master dark from each signal frame individually before
averaging all 100 dark-subtracted signal frames to create the master signal frame. Both
the master dark and master signal frames were then binned to (2,2) because that is the
dimension that we always use for all kind of tests. Using this master signal and the master
dark, the SNR map was calculated using the formula 5.5.

The SNR map for new screen is shown in fig.5.14(b), and the SNR comparison with
old screen is shown in Table 5.5. Also the flux was calculated in all the pupils on the
binned master signal by summing up the total counts in the pupils. The flux results are
shown and compared in the table 5.6.
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Table 5.5: Comparison of SNR values between Old Screen and New Screen. We report
the minimum SNR, maximum SNR, mean SNR, and standard deviation of SNR for each
pupil.

Old Screen New Screen

Pupil Min SNR Max SNR Mean SNR Min SNR Max SNR Mean SNR

Pupil A 0.92 31.28 21.00 4.69 47.40 31.07
Pupil B 0.00 45.97 25.70 3.25 49.64 31.82
Pupil C 0.00 47.47 25.72 1.69 53.81 32.52

Pupil Old Screen Std SNR New Screen Std SNR

Pupil A 5.01 9.38
Pupil B 12.28 11.43
Pupil C 11.16 13.84

Table 5.6: Comparison of Flux values between Old Screen and New Screen

Old Screen New Screen

Pupil A Flux 2.7× 107 5.9× 107

Pupil B Flux 4.4× 107 6.4× 107

Pupil C Flux 4.5× 107 7.0× 107

Total Flux in All Pupils 1.2× 108 2.0× 108

((a)) SNR map of Old Screen ((b)) SNR map of New Screen

Figure 5.14: Comparison of SNR maps between Old Screen and New Screen

5.3.4.4 Effective Brightness

Now we know that the new screen produces higher flux on the camera detector and gives
higher SNR than old screen in our setup, but it does not give us the idea of how bright
is the new screen compared to the old screen.
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Figure 5.15: In this image, the OceanView Spectrometer can be seen in the optical path
of the bench. It was used to collect the spectra of the screens.

To assess the brightness of the screens, we used the Oceanview HDX spectrometer, as
shown in Fig.5.15 , which operates over a wavelength range of 200-1100 nm with an op-
tical resolution of 1.1 nm. The spectrometer was placed in the optical path immediately
after the collimating achromatic doublet lens. First, we captured dark frames for each
screen by turning off all the pixels on the screen being measured, while the other screen
was disconnected from the power supply. The same procedure was repeated for both
screens. This was followed by capturing the spectra of the screens. During the whole
process we ensured that each screen was placed at same position on the bench. During
the measurement of one screen’s spectrum, the other screen was turned off, and all pixels
on the screens were illuminated.

For screen spectra data and dark spectrum, we set the integration times to 8 seconds for
the new screen and 14 seconds for the old screen. Afterwards, the dark and spectra of
new screen were re-scaled to an integration time of 14 seconds. Figures X and Y show
both the raw spectra and the dark-subtracted spectra for each screen. To determine
which screen is brighter, we utilized the quantum efficiency plot of the Prosilica GT33002

camera, shown in fig.5.15, which covers a range from 350 nm to 1050 nm. Since the
tabular quantum efficiency data was not available, we employed WebPlotDigitizer[111] to
trace the curve and extract the quantum efficiency values in tabular form. This process
was repeated three times, and the average values were used as the quantum efficiency for

2The values have been taken from the Instrument Datasheet.
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Figure 5.16: Raw Spectra of both old and new screen with all the pixels lighten-up.

Figure 5.17: Dark Subtracted Spectra of both old and new screen.
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each wavelength.

Figure 5.18: Quantum Efficiency Plot of Prosilica GT3300 from the

Figure 5.19: Quantum Efficiency Plot of Prosilica GT3300 retrieved using Webplotdigi-
tizer.
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During the spectral analysis of the screens, some intensity values turned negative after
dark subtraction. For the calculation of effective counts, these negative values were set
to zero. To find the effective flux recorded by the camera for each screen, we used the
equation 5.6:

Effective Flux =
∑
i

(
I(λi)×

QE(λi)

100

)
(5.6)

where:

• I(λi) represents the intensity counts at wavelength λi,

• QE(λi) represents the quantum efficiency of the camera at wavelength λi (given as
a percentage).

The plots and the results for the computation of effective flux of both the screens:

Figure 5.20: Effective spectra of screens as detected by the camera Prosilica GT3300.

Effective Flux for New Screen: = 1.5× 106counts*nm

Effective Flux for Old Screen: = 4.1× 105counts*nm

Brightness Ratio (New Screen / Old Screen): = 3.54

So it is evident from the results that the new screen is brighter than the old screen.

From all the results it was concluded that new screen, when compared to the old screen,
has a higher effective flux and ability of replicating variation in source intensity, which
enables better replication of the Na-LGS. So the old screen was completely removed from
the stage and now only new screen is on the stage, as displayed in the figures below.
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5.4 Vertical Shifts of LGS Source

((a)) New Screen placed on
the linear stage

((b)) Ingot bench from the
New Screen

((c)) New Screen as seen
from the pupil

Figure 5.21: The pictures after the old screen was removed from the bench and only new
screen remains on the bench.

5.4 Vertical Shifts of LGS Source

On the Ingot bench, as discussed earlier, we follow specific defined alignment procedure.
The alignment procedure starts with obtaining a calibration with the source when I-WFS
is placed at a position close to the alignment position. This is followed by starting of the
alignment process as explained in section 5.2.2. Following the same alignment procedure,
we performed numerous tests with the standard source new screen and the ingot aligned
successfully in different conditions. However, we also aimed to evaluate the accuracy of
the I-WFS in detecting vertical movements of the source on the screen and to determine
the maximum distance from the starting point at which it could effectively detect and
properly align.

To perform this test, we first obtained a calibration using the standard source at an
exposure time of 500 ms. Next, the source was aligned at various vertical positions based
on the calibration data from the new screen of the standard source. The vertical displace-
ments were measured in pixels relative to the initial position of the standard source. This
approach allowed us to quantify the positional changes accurately and ensure consistent
alignment across different vertical positions.

We chose a random sequence for the initial movements and then repeated the sequence
three times. The series followed was as follows:

0 → +3 → +6 → +9 → +11 →+13→+12 →+10→+7→+5→+8→+4→+1→+2→ -1→
-4→ -6→ -7→ -5→ -2→ -3

For example, the initial alignment was performed at position 0. After this, the source
was shifted upward by 3 pixels, and realignment was conducted at this new position.
Subsequently, the source was moved up by another 3 pixels, reaching a position that
was +6 pixels above the initial standard source position. This pattern of incremental
shifts continued as outlined in the series, allowing for systematic alignment across varying
vertical displacements.

We repeated the series three times and then plotted the movement in pixels on the screen
against the alignment position of hexapod. We plotted the mean of three aligned position
and for error also calculated the standard deviation at each position. The plots, as shown
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in fig.5.22, 5.23 and 5.24, were only made for X, Y and Z alignment positions of the
hexapod because there was almost no movement seen on the U, V and W axis. It is to be
noted that due to an error in acquiring the data at +5 vertical position, only two aligned
images are considered for plotting the data.

Figure 5.22: The x-axis shows the Vertical Position of the LGS source [in pixels = 0.21
mm], while the y-axis represents the mean X-axis position of the hexapod in millimeters
after alignment, illustrating how the LGS source’s vertical displacement affects the hexa-
pod’s final position.
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5.4 Vertical Shifts of LGS Source

Figure 5.23: The x-axis shows the Vertical Position of the Laser Guide Star (LGS) source
[in pixels = 0.21 mm], while the y-axis represents the mean Y-axis position of the hexapod
in millimeters after alignment, illustrating how the LGS source’s vertical displacement
affects the hexapod’s final position.
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Figure 5.24: The x-axis shows the Vertical Position of the Laser Guide Star (LGS) source
[in pixels = 0.21 mm], while the y-axis represents the mean Z-axis position of the hexapod
in millimeters after alignment, illustrating how the LGS source’s vertical displacement
affects the hexapod’s final position.

Figure 5.25: Linear fit performed on the Z-Axis Alignment Position
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5.5 Na Profiles

With this vertical movement, we were able to determine that using the same calibration
we can align the source 13 pixels above and 7 pixels below the position where the cali-
bration was taken.

When describing the ingot bench in section 5.1, it was noted that the optical bench
features a 1:1 re-imaging relay.

When we conducted the tests of vertical movement of the source on the screen, the
corresponding movement was observed on the Z-axis, this axis represents the vertical
movement of the hexapod. We performed the linear fit on the mean values of Z-axis
alignment position, visible in fig 5.25.

Slope of the Linear Fit: = −0.21190mm/px

Error of Linear Fit: ±0.00022mm/px

In section 5.3.2, we discussed that the pitch scale of New Screen is 0.21 mm. Therefore
for this vertical position test, one position of the source and the following one is separated
(vertical shift) by a distance of 0.21 mm. The results of linear fit also helped us determine
if our test bench is 1:1 re-imaging relay as our designed one.
Since the slope of the linear fit and the pitch scale of the screen are equal, we can infer
that a movement of 1 pixel will give us a similar movement of hexapod along z direction.
This confirms that our optical bench has a value 1 magnification, as in its design. This
information can be used in simulations of our test-bench.

5.5 Na Profiles

During the tests, we discovered that we could align the standard source on the new screen
at any position under specific favorable conditions. Since the I-WFS is for Na-LGS, we
needed to test if we could align I-WFS with a more realistic Na-LGS source on the screen,
including profile variations.

To test this capability, we used the real sodium density profile data that was collected
using the LIDAR (Laser Imaging Detection and Ranging) on the 6 meter Large Zenith
Telescope in Canada. The specifications are more clearly discussed in the sec 5.3.3

Testing all the profiles in a loop would be a little complicated as the first test so we
opted for 3 random profiles from the data that was collected on the night of 10th July,
2010. We call the 3 Na-Profiles as Case1, Case2 and Case3, as shown in Fig.5.26.
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((a)) Na Profile Case 1 ((b)) Na Profile Case 2 ((c)) Na Profile Case 3

Figure 5.26: Different Na-Profiles from the data collected using the LIDAR (Laser Imaging
Detection and Ranging) on the 6 meter Large Zenith Telescope in Canada. Also it can
be seen here how the altitude and density of real profile is binned and accommodated to
the standards of sources on the screen.

Once the Na profiles were binned, it was time to replicate them on the new screen. To
perform this we used a python script that would read the profile from the files, bin it
and then communicate it with Arduino. Using the python script we could control the
brightness of all the pixels on the screen separately. The images of Na profiles when
replicated on the screen are shown in fig.5.27.

((a)) Na Profile Case 1 ((b)) Na Profile Case 2 ((c)) Na Profile Case 3

Figure 5.27: The 3 cases of the Na Profiles on the Screen

To align the Ingot-WFS with the Na-profiles we took a calibration with the standard
source at an exposure time of 1250 ms. Then the standard source new screen, Case 1,
Case 2 and Case 3 were put on the screen and aligned in a random order, keeping in mind
not to run the alignment test for the same source simultaneously. The alignment data
was collected three times for all the four sources. The mean and standard deviation was
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5.5 Na Profiles

then plotted for X, Y and Z axis alignment position of hexapod. The plots that we got
are:

Figure 5.28: Mean and Standard Deviation on X-Axis Aligned Position for the Standard
Source and the three Na-Profiles.

Figure 5.29: Mean and Standard Deviation on Y-Axis Aligned Position for the Standard
Source and the three Na-Profiles.
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Figure 5.30: Mean and Standard Deviation on Z-Axis Aligned Position for the Standard
Source and the three Na-Profiles.

Based on the results, it can be concluded that the I-WFS is able to align with various
Na-profiles and detects the expected variations among them. The plots clearly show that
changes in intensity at specific points in the source can influence the alignment position.
The change in movement that we expect from the I-WFS is along the Y-axis, a clear
movement can be noticed in the alignment position of Y-axis showing us a focus adjust-
ment of the order of 1.8 mm from standard source to case 1. This shows that variations
in intensity impact the Y-axis alignment, while having much smaller effect on the other
axes (0.06 mm shift on Z-axis and 0.08 in X-axis).

Although the results show that the Ingot can detect small increases in intensity in all
tested sources, the exact sensitivity to these changes are uncertain. To address this un-
certainty and quantify the sensitivity more precisely, we conducted some sensitivity tests
on the I-WFS. In these tests we focused on measuring the alignment position shifts as
a response to varying intensity at one position on uniform profiles to establish a clearer
understanding of how each axis responds to changes as the source changes. The results
and analysis of these sensitivity tests are discussed in detail in the next section.

5.6 Sensitivity to LGS Profile Variation

Characterizing the sensitivity of the Ingot is very important information as it will help
us say how small of a intensity variation along the LGS profile can be detected by it. To
perform this test, we made user given profiles using a python code. There we by hand
gave the input intensity for each pixel. This gave us a free hand to make simple profiles
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5.6 Sensitivity to LGS Profile Variation

and test them.

Using this python script, we created a total of 16 profiles based on four different uni-
form profiles. In our case, we took four uniform profiles with intensities of 8, 12, 13,
and 14. For each of these uniform profiles, we introduced peaks rising from the uniform
intensity to the highest intensity of 15 and then back to the uniform intensity, forming a
gaussian of intensity rise. On each uniform profile, we created a peak on the right end
(right peak), a peak in the center (central peak), and a peak on the left end (left peak).
So for each intensity that we chose, we had a total of four profiles, which are as follows:

1. Uniform profile at that intensity

2. A right peak on the uniform profile.

3. A central peak on the uniform profile.

4. A left peak on the uniform profile.

The profiles have been named 6.03%, 1.50%, 0.66% and 0.18% based on the relative
increase in intensity compared to uniform source of intensity 8, 12, 13 and 14. All the
profiles that we created for the each uniform intensity level can be seen in the Fig.5.31.
While making these profiles we kept in mind to keep the peaks centered on the same
pixels. For example, the center on the right peak at intensity 8 and the center on the
right peak at intensity 13, are at the same position. The same applies to all the other
peaks and profiles. To test these profiles, we first obtained the calibration using all the
uniform profiles. These calibrations was then used for the alignment procedure of the
uniform source along with the three intensity peaks based on that uniform source. To
ensure the reliability and consistency of our results, all the tests were repeated three times,
each with an exposure time of 1250 ms.

The plots we made illustrate the left, central and right peaks on the x-axis and the
alignment position relative to the alignment position of the uniform source of that intensity
on the y-axis. For instance, the relative alignment position of right peak with intensity
6.03% was taken based on the uniform source with intensity 8. In the same way, the
relative alignment position of right peak with intensity 0.18% was taken based on the
uniform source with intensity 14.
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((a)) Uniform Source of intensity 8 with three
6.03% intensity peaks.

((b)) Uniform Source of intensity 12 with 3
1.50% intensity peaks.

((c)) Uniform Source of intensity 13 with 3
0.66% intensity peaks.

((d)) Uniform Source of intensity 14 with 3
0.18% intensity peaks.

Figure 5.31: In the plots above, the uniform sources and the intensity peaks on the uniform
sources are shown. The bottom x-axis of all the plots shows the pixels on the screen, the
x-axis on the top shows the height where this profile is expected on the sky, and on the
y-axis we have the 16-level gray scale of the new screen. The gray scale goes from 0 to
15, thus giving 16 levels.
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Figure 5.32: The plot shows the relative X-axis alignment positions of peaks on the source
compared to the uniform sources for different intensity profiles. The x-axis represents the
positions of the left, central, and right peaks. The y-axis shows the relative alignment
positions in millimeters. The different colored markers correspond to the intensity profiles
with peak increases of 6.03%, 1.50%, 0.66%, and 0.18%. The red line indicates the
alignment position of the uniform source for reference.

81



Ingot Test Bench Insights

Figure 5.33: The plot shows the relative Y-axis alignment positions of peaks compared
to uniform sources for different intensity profiles. The x-axis represents the left, central,
and right peaks, while the y-axis shows the alignment positions in millimeters. Colored
markers indicate intensity profiles with peak increases of 6.03%, 1.50%, 0.66%, and 0.18%.
The red line represents the uniform source alignment position.
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Figure 5.34: The plot shows the relative Y-axis alignment positions of peaks compared
to uniform sources for different intensity profiles. The x-axis represents the left, central,
and right peaks, while the y-axis shows the alignment positions in millimeters. Colored
markers indicate intensity profiles with peak increases of 6.03%, 1.50%, 0.66%, and 0.18%.
The red line represents the uniform source alignment position.

From the results, it is evident that changes in the X and Y-axis alignment positions are
more consistent than changes in the Z-axis alignment. This consistency aligns with our
expectations, as variations in peak intensities at the same positions should predominantly
affect the X and Y axes.
We found that changes made around the center of the source produce minimal differences
in the alignment position. This indicates that, with a uniform source, the alignment
remains nearly the same as the source with a central peak, unless the rest of the source is
very dim and a very bright peak is introduced, as seen with the 6.03% intensity increase.
In contrast, the left and right peaks produce significant changes in alignment positions.
Even a small intensity peak increase of 0.66% is easily detectable, demonstrating the
sensitivity of the I-WFS to changes in peak intensity and position.

5.7 Next Steps

Currently, work is on-going to replicate realistic sky conditions on the Ingot bench, where
the Na-profile on the screen changes continuously following realistic Na profiles and the
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Ingot with subsequent iterations keeps itself aligned to these changing sources. Add-on
to this will be to include mixed misalignments of the LGS source. Also there work in
progress in order to introduce changes on the optical setup to accommodate a DM on
optical path and get closer to the ELT parameters. The introduction of the DM will
allow to simulate the atmospheric turbulence and close the loop on the bench, verifying
the correction of distortion using the Ingot-WFS.
Other future plans also include conducting comparisons and evaluations with different
WFSs, introducing a SH-WFS of the bench, providing valuable insights into the strengths
and limitations of I-WFS.
Also, we are planning to introduce a custom ingot prism with enhanced characteristics in
terms of material, optical quality, coating characteristics, geometrical properties. Finally
the team plans to test it on a real medium-sized telescope, equipped with a side laser
launcher, allowing us to evaluate its performance under real observational conditions.
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6 Conclusions

The wavefront sensors are key element in an AO system and use reference sources to
correct for atmospheric turbulence. When a bright star is available but at an angular dis-
tance from the target larger than the isoplanatic angle, the distortions in the wavefront
can only be partially corrected. In such cases LGSs are used and in particular Na-LGS will
be used on upcoming large telescopes. One of the main limitations with Na-LGS is due
its elongated geometry originated by the thickness of the Sodium layer. This thesis work
focuses on investigating and analysing and characterizing the I-WFS proposed by [15] to
solve the problem of elongation, which is decreasing the WFS performance while using
with Na-LGS with an extremely large telescope . Currently, a 3-pupil design of I-WFS
is under testing at INAF-OAPd Ingot test-bench. It is an extended, roof-shaped prism
designed to capture the entire 3D focal volume of the Na-LGS. The Ingot test-bench is
designed to simulate the characteristics of ELT and includes an OLED screen to replicate
the Na-LGS source, located on the edge of the telescope.

I started from existing calibration and alignment procedures and improved them for the
purposes of this thesis work. As a first step, in order to test the I-WFS response to the
Na-LGS in a more realistic way, we needed a new OLED screen providing more flexibility
in operation and reproducing the Na-LGS. For this purpose, we introduced a new OLED
screen, allowing to reproduce the intensity variability throughout the profile and change
in time, according to real LGS profiles data acquired on-sky. As a first step I characterized
this screen and found that the brightness, the SNR and Flux of the New screen was higher
than the Old screen, avoiding to introduce any issues related to a lack of light reaching
the I-WFS connected to the used screen. The brightness has been found to be 3.5 times
brighter than the Old Screen. Afterwards, we focused in the I-WFS and found that if
calibrated once with a uniform standard source the I-WFS is able to align even when the
source is moved vertically on the screen. Collection of data for this tests also helped us
prove that the Ingot optical bench has 1:1 re-imaging relay as it was designed and tested
for in simulations. The New screen was chosen based on its ability that each pixel can be
assigned a different brightness and during my work, we successfully reproduced Na-LGS
on it using the sodium density profile data from LIDAR. We tested the I-WFS with ran-
domly chosen sodium profiles on the screen and I-WFS successfully aligned in accordance
with the theoretical predictions. Further, we aimed at characterizing the sensitivity to
respond at small variations in the profile and we found that the I-WFS is able to respond
to as small as 0.66% peak in intensity in any part of the source.

So far these results have helped us proving, understanding and characterizing the re-
sponse of I-WFS to variable Na-LGS profiles on the test bench. In the next future, the
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Conclusions

Ingot bench will be integrated with a DM which will help us test the system in closed-
loop, with the DM used to apply and to correct the turbulence. Also, we are planning to
introduce a SH-WFS on the bench for further comparison of performance. Final step of
the experiment will be to have the I-WFS ready for on-sky testing.
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J.-L Lizon, Pierre Gigan, Francoise Delplancke, and Roland Reiss. Macao-vlti: an
adaptive optics system for the eso interferometer. 02 2003.

[69] Maria Bergomi. PYRAMID WAVEFRONT SENSORS FOR ASTRONOMY AND
FOR THE HUMAN EYE. Ph.d. thesis, Padova, Italy, 2012.

[70] J. Vallerga, Jason McPhate, Anton Tremsin, Oswald Siegmund, Bettina Mikulec,
and Allan Clark. Optically sensitive medipix2 detector for adaptive optics wave-
front sensing. Nuclear Instruments and Methods in Physics Research Section A:
Accelerators, Spectrometers, Detectors and Associated Equipment, 546:263–269, 07
2005.

[71] L. Schreiber, E. Diolaiti, C. Arcidiacono, T. Pfrommer, R. Holzlöhner, M. Lombini,
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Hörmann, Eckhard Sturm, and Richard Davies. The MICADO first light imager for
the ELT: overview of the SCAO module at its final design. In Laura Schreiber, Dirk
Schmidt, and Elise Vernet, editors, Adaptive Optics Systems VIII, volume 12185,
page 121854S. International Society for Optics and Photonics, SPIE, 2022.
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