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Abstract

This study aims to estimate the effect of the COVID-19 Pandemic on anti-scientific sentiments,

exploiting movie reviews as a metric of public opinion. Using a Differences-in-Differences ap-

proach, we test whether the Pandemic led to a change in the general public’s perception of scien-

tific documentaries. We find that the pandemic led to discernible shifts in the public’s receptivity

to scientific content. Indeed, ratings for scientific documentaries decreased by an additional 0.47-

0.76 following the onset of the public health emergency, relative to other movies. Similarly, the

pandemic led to a further 0.028-0.033 increase in the probability of a science-related documentary

review having an angry sentiment, when compared to other genres. These shifts suggest that the

pandemic may have contributed to the emergence or expansion of an increasingly popular anti-

science movement, characterized by the disbelief of science and the scientific process.

Keywords: anti-science, COVID-19, pandemic, emotion detection, movies reviews
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Chapter 1

Introduction

In the wake of the COVID-19 pandemic, a remarkable phenomenon emerged: the rise of move-

ments characterized by anti-scientific sentiments and the propagation of scientific misinformation.

In this study, we aim to identify and analyze whether these behaviors and propagandistic tenden-

cies during the pandemic can be identified and quantified through the examination of scientific

documentary reviews. Our research seeks to shed light on the extent to which public perceptions of

science may have been influenced by such movements during this unique period of global upheaval.

This paper attempts to unravel the connections between the pandemic and public perceptions

of science by examining documentary viewers’ reactions, their evolving evaluations of scientific

content, and the emotions conveyed in their reviews. We will examine whether the pandemic acted

as a catalyst for increased interest in science, or whether it led to new forms of skepticism and

criticism.

To address these questions, we use a differences-in-differences model. In our study, we focus

primarily on evaluating two different aspects of the reviews: their numerical ratings and the pres-

ence of expressions of anger within them. The rating component reflects users’ ratings on a scale

from 1 to 10. To analyze the emotional state, specifically the presence of anger, we will use a

machine learning algorithm in this paper. The process of this emotion classification task will be
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explored in more detail in the following chapters.

The reviews we use for this analysis were created exclusively for this paper. For both the movies

and the science documentaries, we use data from two of the largest English-language review sites:

IMDB and Rotten Tomatoes. In the following chapters, we will go into further details on the

specific criteria used to construct this new dataset.

With this analysis, we aim to offer insights into the transformation of science in the public eye

and the potential impacts that a shock like the Pandemic can have on individuals’ response to the

scientific knowledge.
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Chapter 2

Context

2.1 Theoretical Framework

In order to analyze the effect of the COVID-19 pandemic on attitudes towards science, it is first

necessary to think about the possible mechanisms through which this Public health emergency

might affect public perceptions. First, by directly increasing the attention given to scientific matters.

Second, by serving as a catalyzer for the pre-existing populist trend, which in turn can affect societal

beliefs about science.

The mechanism through which populists movements could impact mass opinions on science

has been an extensive topic of interest. In Mede et al. (2021) the authors discuss the relation of

populist movements and science. They define populism as a political ideology that pits ªthe peopleº

against ªthe elite.º They argue that science-related populism is a new, specific type of populism that

targets scientists and the scientific establishment. Science-related populists often view scientists as

out-of-touch with the concerns of ordinary people and as being motivated by self-interest rather

than the public good. They may also distrust scientific expertise and promote alternative sources of

knowledge, such as personal experience or common sense.

Another important change, which began to occur in the 1960s, was identified by social scientists
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is the decline in traditional forms of citizen or lay participation, such as elections (Kostelka, 2017),

giving space to nontraditional forms of participation in many realms of society, a process which

was labeled ªparticipatory turnº. This phenomenonº refers to, among other things, the increasing

emphasis on public participation in scientific decision-making. The ªparticipatory turnº opened the

space traditionally destined to the scientific debate to alternative epistemologies, such as traditional

knowledge.

Mede et al. (2021) argue that these trends have created a more open and contested space for

science, which has made it more vulnerable to populist attacks.The authors then propose a definition

of science-related populism as a set of ideas that frames the relationship between scientists and the

public as an antagonistic one. They argue that science related populism is characterized by some

core beliefs, like:

1. Scientists are out of touch with the concerns of ordinary people.

2. Scientists are motivated by self-interest rather than the public good.

3. Scientific expertise is unreliable and should be distrusted.

4. Alternative sources of knowledge, such as personal experience or common sense, are equally

valid or even more valid than scientific knowledge.

2.2 Existing Evidence

Evidence suggests that adverse macroeconomic shocks can create a demand for populism in Eu-

rope. Gavresi et al. (2023) find that when individuals are faced with recessions during their earlier

adult life, they tend to participate less in the political scene of their country, and the ones who do,

tend to support populist parties or leaders. These individuals also tend to have a lower trust in the

government.
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Empirical evidence of a relationship between anti-science sentiments and populist movements,

as predicted by Mede et al. (2021), also exist. Rao et al. (2021) examine the relationship between

political partisanship and these anti-science attitudes in online discussions about COVID-19, using

a dataset of over 4 million tweets collected during the early months of the COVID-19 pandemic in

the United States.

They find that political partisanship is strongly associated with anti-science attitudes in online

discussions about COVID-19. Republicans are more likely than Democrats to express anti science

views, even after controlling for other factors such as age, gender, education, and income. Anti-

science attitudes are more likely to be expressed in certain states. The authors found that anti-

science attitudes are more common in states that voted for Donald Trump in the 2016 presidential

election. They also found that anti-science attitudes are associated with a variety of other outcomes.

People who express anti-science views are more likely to have lower levels of trust in science and

public health institutions, and they are more likely to be vaccine hesitant.

The authors argue that these findings suggest that political partisanship is a major factor driving

the spread of misinformation and disinformation about COVID-19 and science in general. This

research sheds more light on the direct and substantial relationship between the populist movement,

strongly influenced by Trump in the United States, and the prevalence of anti-scientific beliefs

among its followers.

In summary, evidence exists that adverse shocks can potentially lead to polarization and to the

rise of populist movements (Gavresi et al, 2023). Furthermore, Rao et al. (2021) offer insights into

how the polarization and political identification with populist parties is correlated to anti-scientific

views. Although it is expected that an adverse shock like the COVID-19 pandemic could potentially

lead to increased resentment and anger directed at the scientific community and scientific principles,

little is known about the true effects of this event on political views and sentiment towards science.

The contributions of this paper are twofold. First, it provides concrete information on how the
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pandemic affected public opinions on scientific content. Second, it shows that movie reviews can

accurately be used to provide insight on public sentiments on politically loaded questions. In the

context of a trend towards decreased public availability of data sources reflecting real-time user per-

ceptions, with Twitter and Reddit APIs closing down, this is a particularly important contribution

for research in social sciences.
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Chapter 3

Natural Language Processing

Natural Language Processing (NLP) is the realm of developing machinery capable of comprehend-

ing and manipulating human language or language-like data, encompassing written, spoken, and

organized forms. This discipline originated from computational linguistics, a field employing com-

puter science to unravel linguistic principles. However, NLP distinguishes itself by focusing on the

practical engineering aspects of creating technology to perform useful tasks.

NLP comprises two interrelated subfields: Natural Language Understanding (NLU), which

delves into semantic analysis and discerning the intended meaning within text, and Natural Lan-

guage Generation (NLG), dedicated to machine-based text creation. While NLP is separate from

speech recognition, it is often intertwined with it to transcribe spoken language into text and vice

versa.

NLP plays a pivotal role in our daily lives and continues to gain importance as language tech-

nology permeates various sectors, including retail and healthcare. Conversational agents like Ama-

zon’s Alexa and Apple’s Siri utilize NLP to comprehend user queries and provide responses. The

most advanced agents, such as GPT-3, are capable of generating sophisticated prose on diverse

subjects and empowering chatbots to hold coherent conversations.

Leading technology companies like Google employ NLP to enhance search engine results,
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while social networks like Facebook use it to identify and filter hate speech.

Natural Language Processing has garnered immense attention due to its versatile applications,

including text generators capable of crafting coherent essays, chatbots that mimic sentience, and

text-to-image programs that can generate photorealistic representations of described concepts.

Recent years have seen computers undergo a transformative change, capable of understand-

ing not only human languages but also programming languages, complex biological and chemical

sequences resembling linguistic structures. AI models’ latest advancements have unlocked its po-

tential to explore these areas; deciphering input text’s meanings and producing meaningful and

expressive output.

3.1 Emotions

Emotion recognition is a language-related task inside the realms of NPL. When dealing with emo-

tion recognition, there are usually two common approaches to determine the set of emotions that

will be used, Plutchik’s wheel of emotions or Ekman’s six basic emotions.

Plutchik’s wheel of emotions is a model of human emotions that organizes eight primary emo-

tions and their related emotions into a circular pattern. The wheel of emotions is divided into four

pairs of opposite emotions, with each pair representing a different dimension of emotion. For ex-

ample, joy and sadness are opposites on the dimension of valence (positive vs. negative), while

anger and fear are opposites on the dimension of intensity (high vs. low).

Plutchik also believed that the primary emotions can be combined to form more complex emo-

tions. For example, the combination of joy and trust results in love, while the combination of anger

and disgust results in hatred. Plutchik argues that these emotions are universal across cultures and

innate and have a set of characteristics like being identifiable through facial expressions and other

nonverbal cues, having a distinct physiological profile and that they all serve important adaptive
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functions.

In this paper, the Plutchik’s Wheel of Emotions will be utilized.

3.2 Detecting Emotions in Texts

3.2.1 Lexicon Based Approach

A lexicon-based approach can be utilized to determine the emotional content of a text. This tech-

nique is based on the presence and frequency of specific words from predefined emotion lexicons.

This approach relies on the assumption that certain words are strongly associated with particular

emotions. Lexicons are dictionaries or lists of words that have been manually or automatically

labeled with specific emotions, each word in the lexicon is associated with one or more emotions.

To perform emotion recognition using lexicons, the process involves analyzing the input text,

such as a movie review, to detect the presence of emotion words from the lexicon. The frequency

and context of these words can also be considered. Once the emotion-associated words are iden-

tified in the text, they can be assigned scores or weights based on their relevance or intensity. For

example, a word like "ecstatic" may contribute more to the ’joy’ score than a less intense word like

"happy."

In Strapparava et al (2008), the authors implemented an algorithm that would check lexical and

semantic features in news headlines. It achieved good results in fine-grained emotion identification.

Their method was able to identify the correct emotion category for a headline with an accuracy of

around 80%.

In Balahur et al (2011) EmotiNet was introduced, a knowledge base of concepts with associated

affective values. EmotiNet is a knowledge base that contains over 10,000 concepts with associated

affective values. Each concept in EmotiNet is annotated with a set of affective labels, such as

happiness, sadness, anger, fear, surprise, and disgust.
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The authors then used EmotiNet to develop a method for detecting implicit expressions of

sentiment in text. Balahur et al. (2011) argue that commonsense knowledge can be used to detect

implicit expressions of sentiment. The authors evaluated their method on a dataset of news articles

and found that it was able to detect implicit expressions of sentiment with an accuracy of over 70%.

Another common iteration of the lexicon approach is the use of Latent Semantic Analysis

(LSA). LSA is a technique of analyzing relationships between a set of corpus and the terms con-

tained within it, by producing a set of concepts related to the corpus and terms, creating a set of

patterns. In Gill et al (2008) a combination of LSA and Hyperspace Analogue to Language (HAL)

was used to calculate the semantic similarity between texts and emotions keywords from blogs

texts.

3.2.2 Machine Learning Based Approach

The Machine learning approach, which was used in this paper, involves training models to automat-

ically identify and classify emotions within textual data. These methods do not rely on predefined

word lists, but rather learn patterns and relationships to detect emotion.

Specifically in supervised machine learning approaches, the algorithms depend on a labeled

training data, which then the model can infer a function, which can be used for mapping new

unlabeled data. The labeling processing is usually manually annotated by humans and, although a

very time-consuming task, represents an essential step into deploying a successful machine learning

model. In the last few years, there have been works in the sphere of NLP that use automatics

labeling via a collection of hashtags in Twitter messages. In Saravia et al (2018) a set of hashtags

was constructed to collect a dataset of English tweets from the Twitter API, considering the hashtag

appearing in the last position of a tweet as the ground truth.

When dealing with supervised learning algorithms, it is usual to find both the categorical and

the dimensional approaches. Categorical approach is the most commonly used in emotion recog-
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nition, it classifies text into predefined sentiment categories. This approach simplifies sentiment

assessment by reducing the complexity of emotions and opinions expressed in text to a few discrete

labels. It is often employed in applications where a quick determination of sentiment is sufficient.

Conversely, the dimensional approach can be seen in work like Hasan et al (2014), in which

they propose an automatic classifier for text messages to identify their emotional states. They use

the Rusell’s Circumflex Model of Affect as an emotion model and train the model to detect multiple

emotions within the text.
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Chapter 4

Dataset

4.1 Dataset Description

4.1.1 Labeled Data

For the pre-labeled dataset, we use the data gathered by Saravia et al (2018). The authors con-

structed a set of hashtags to collect a dataset of English tweets from the Twitter API belonging to

six emotions, including sadness, joy, love, anger, fear and surprise.

The authors then manually reviewed 16,000 unique tweets and assigned the appropriate emo-

tion. Some basic numbers from this dataset are shown below:
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Figure 4.1: Labeled Data Summary

The pre-labeled dataset used in this paper has already been preprocessed based on the approach

described in their paper.

4.1.2 Movies Reviews Data

This paper collected data from two prominent English-language movie review platforms, namely

the Internet Movie Database (IMDB) and Rotten Tomatoes, using a custom web scraping algorithm

to create two distinct datasets.

The first dataset was constructed by selecting the top 500 titles with the highest number of user

reviews on IMDB, all of which were released between 2010 and 2019. The selection of 500 movies

was made with the belief that this quantity accurately represents what is popular worldwide. This

notion is reinforced by the dataset’s inclusion of a diverse array of movie genres, further solidifying

its representativeness. You can find a graph depicting the distribution of reviews by movie genre

in Annex I. The dataset encompasses 19 distinct genres and exhibits a well-balanced distribution

among them.

User-written reviews for the 500 movies were scraped from both IMDB and Rotten Tomatoes,
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resulting in a dataset of 351,702 reviews.

For the second dataset, our focus was on documentaries with a scientific emphasis, covering

topics such as climate change, environmental issues, biology, and medicine. We utilized IMDB’s

keyword search functionality, which allows users to tag movies with specific keywords that they

believe apply to that movie. These keywords are then rated by other users on the basis of their

"usefulness". By searching for keywords like "science," "nature," and "environment," we compiled

a list of pertinent documentaries released between 2010 and 2019. This dataset consists of 60

documentaries. The number 60 was selected due to a lack of written user reviews for periods

preceding and following the pandemic beyond number 61. To further expand our review pool, we

cross-referenced this list of documentaries in Rotten Tomatoes.

Some basic numbers from these datasets are shown below:

Figure 4.2: Unlabeled Data Summary

Our novelty dataset comprises a total of 390,398 reviews, encompassing 560 distinct movie

titles. Among these, 500 reviews stem from what can be argued as the most prominent movies

from the period spanning 2010 to 2019 in terms of popularity. Additionally, there are 60 science

documentaries included in the dataset.

Interestingly, the scientific documentaries exhibit a higher average rating when compared to

the top 500 movies. Furthermore, on average, the reviews associated with scientific documentaries

tend to contain fewer characters.
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4.2 Data Pre-Processing

Data pre-processing is a critical and foundational step in the field of machine learning. It in-

volves a series of operations and techniques applied to raw data before it can be effectively used

to train machine learning models. The primary objectives of data pre-processing are to improve

data quality, ensure data compatibility with the chosen algorithms, and enhance the overall model’s

performance.

4.3 Tokenization

Tokenization is the process of dividing a text into smaller, meaningful units called tokens. The

result generally consists of tokenized text in which words may be represented as numerical tokens

for various uses.

These tokens are the building blocks in the NLP, most of the preprocessing and modeling hap-

pens at a token level.

4.3.1 Feature Extraction

Once tokenization is complete, the next step in emotion recognition involves feature extraction.

This process transforms the tokens into numerical representations that can be used for machine

learning algorithms. Two common feature extraction techniques used in emotion recognition are

Bag-of-Words (BoW) and Term Frequency-Inverse Document Frequency (TF-IDF).

Bag-Of-Words (BoW)

BoW is a simple and effective method for feature extraction. It represents each document as a

vector of word frequencies. The idea is to create a vocabulary of all unique words in the entire

dataset and count how often each word appears in a document.
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In the context of emotion recognition, BoW can be used to create a document-term matrix

where each row represents a document and each column represents a unique word. The cell values

indicate the frequency of each word’s occurrence in the document. While BoW discards word order

and grammar, it provides a straightforward way to capture the emotional tone conveyed by specific

words.

Term Frequency - Inverse Document Frequency

TF-IDF is a more advanced feature extraction method that combines term frequency (TF) and

inverse document frequency (IDF).

In the context of natural language processing, the TF-IDF vectorization process is a pivotal step

in converting textual data into a numerical representation. This technique facilitates the transforma-

tion of a collection of text documents into a structured matrix. During this process, the vocabulary

of terms is established, and each document’s term frequency is evaluated. Importantly, TF-IDF

takes into account not only how frequently a term occurs within a specific document, but also how

unique it is across the entire corpus of documents.

This process yields a high-dimensional matrix where each document is represented as a vector,

with each element of the vector corresponding to the TF-IDF weight of a specific term within that

document. The result is a numerical representation that encapsulates the semantic content of the

text data, enabling further analysis and machine learning applications without the need for specific

implementation details or library references.

Mathematically we have:

TFij =
fij

nj

Where fij is the frequency of a term i in document j, nj is the total number of words in

document j.
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IDFi = 1 + log

(

N

ci

)

Where N is the total number of documents in the corpus. ci is the number of documents that

contain word i.

wij = TFij ∗ IDFi

Where the term wij is the TF-IDF score of term i in document j.

When computing the TF-IDF for every word in a document, we can generate a matrix with the

shape ’number of words’ x ’number of documents’ The TF-IDF gives a single value for one word,

but a matrix of values when considering the many documents.
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Chapter 5

Classifiers

In this paper, we employed four distinct classifiers: Logistic Regression, Support Vector Machines,

Random Forest, and Naive Bayes. These choices were made based on their well-established ef-

fectiveness in numerous text classification studies and their proven track record in a wide range of

applications.

5.1 Logistic Regression

The term "logistic regression" itself was coined by Joseph Berkson in 1944 when he described

a method for analyzing binary data. But the method gained more prominence in the late 20th

century, notably through the work of David A. Cox and Emanuel Parzen. The development of

computing technology and its growing accessibility in the mid-20th century facilitated the practical

implementation of logistic regression for classification tasks.

Logistic regression’s significance in the realm of machine learning and data science was further

solidified through the groundbreaking work of Leo Breiman and Jerome Friedman in the 1980s.

Their research on classification and regression trees, which are closely related to logistic regres-

sion, brought attention to the broader field of classification algorithms and paved the way for its
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application in various domains, including economics, medicine, and social sciences.

Logistic regression is used primarily for binary classification tasks, although it can be extended

to handle multi-class classification as well. Unlike linear regression, which predicts continuous

values, logistic regression models the probability of an input belonging to one of the classes. It em-

ploys the logistic function, also known as the sigmoid function, to transform a linear combination

of input features into a value between 0 and 1, which can be interpreted as a probability.

Logistic regression can be applied to emotion recognition tasks by mapping input features, like

text sentiment, to the probability of a particular emotion being present. In the context of emotion

recognition, it serves as a simple yet effective model for classifying emotions into categories. By

training on labeled datasets that associate input data with specific emotions, logistic regression

learns the relationships between input features and the likelihood of each emotion. This allows the

model to make probabilistic predictions, indicating the probability of an individual expressing a

given emotion based on their input data.

The multi-class logistic regression model can be expressed as follows for each class k:

P (Y = k) =
eβ0k+β1kX1+β2kX2+...+βnkXn

∑K

j=1 e
β0j+β1jX1+β2jX2+...+βnjXn

Where K is the number of classes (in our case, K = 6).

P (Y = k) is the probability that the text belongs to class K.

X is a vector of text features, we can use different techniques for creating this vector, such as

TF-IDF or word embeddings.

β0k is the intercept for class K and β1k, β2k, . . . , βnk are the coefficients associated with each

feature in X for class K.

The coefficients β0k, β1k, β2k, . . . , βnk are estimated from the training data. The class with the

highest probability after applying the function is the predicted emotion class for the text.
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5.2 Support Vector Machine

The concept of SVM dates back to the early 1960s when Vladimir Vapnik, a Russian mathematician

and computer scientist, began exploring the idea of a "maximally flat" decision boundary for binary

classification problems. This work laid the theoretical foundation for what would later become

the SVM. Vapnik, along with Alexey Chervonenkis, introduced the Vapnik-Chervonenkis (VC)

dimension, a critical concept in the analysis of the model’s capacity to generalize from training

data.

The modern formulation of SVM for classification tasks, known as the "hard-margin" SVM,

was introduced by Vapnik et al. (1995). This paper presented the idea of finding a hyperplane

that maximizes the margin between two classes in a binary classification problem. The margin

is defined as the distance between the hyperplane and the nearest data points of each class. This

concept led to the development of the mathematical optimization problem that SVM seeks to solve.

Support Vector Machine (SVM) is a powerful and widely used machine learning algorithm for

classification and regression tasks. It operates by finding the optimal hyperplane that best separates

data points in a high-dimensional feature space. The key idea behind SVM is to identify a decision

boundary that maximizes the margin between different classes, where the margin is the distance

between the hyperplane and the nearest data points, known as support vectors. SVM is effective

in handling both linearly separable and non-linearly separable data, thanks to kernel functions that

can transform the feature space to a higher dimension.

The formula for SVM in binary classification is as follows:

hθ(x) = θTx+ b

Here, hθ(x) is the decision boundary theta is the weight vector, x is the feature vector for the text,
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and b is the bias term.

For multi-class classification, it is practice to use the one-vs-all approach. You train K binary

classifiers, one for each emotion. For the k-th classifier (where k = 1, 2, . . . , K) we transform the

problem into a binary classification problem where class k is treated as the positive class, and all

other classes are treated as the negative class.

To predict the class for a given text, you apply all K binary classifiers to the text and choose the

class that maximizes h(k)(x):

y = argmax
k

h(k)(x)

The choice of the kernel function also plays a major role, as it determines how data is mapped

into a higher-dimensional. The linear kernel is the simplest of all SVM kernels. It computes the dot

product between two feature vectors in the original feature space. The polynomial kernel transforms

the data into a higher-dimensional space using polynomial functions of the original features. The

Radial Basis Function kernel, also known as the Gaussian kernel, maps the data into an infinite-

dimensional space using a Gaussian function. The sigmoid kernel applies the sigmoid function to

transform the data.
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Figure 5.1: SVM Different Kernel Function Options

In this paper, we conducted a test on our data and explored the performance of the various

kernel functions. Our objective was to determine the most effective kernel for accurately predicting

categories within our labeled dataset. We identified the linear kernel as the optimal choice due to

its superior performance in predicting the results.

5.3 Random Forest

The foundation of Random Forest can be attributed to the work on decision trees, which dates

back to the 1960s and 1970s. The idea of using multiple decision trees for classification, known

as "bagging" (Bootstrap Aggregating), was introduced by Breiman (1996). This work laid the

groundwork for the ensemble approach that would later become the Random Forest. The term

"Random Forest" and the specific algorithm that we know today were introduced by Breiman in a

subsequent paper titled published in 2001.

24



Random Forest is a powerful and versatile ensemble machine learning algorithm that is widely

used for both classification and regression tasks. It operates by constructing multiple decision trees

during the training phase and combines their outputs to make predictions.

A decision tree is a graphical representation of a decision-making process or a classification

system that resembles an upside-down tree. It consists of nodes and branches. It starts with a single

node at the top, known as the root node, which represents the entire dataset. From this root node,

branches extend to other nodes, which represent decisions or tests on specific features or attributes

of the data. The final nodes, called leaf nodes, contain the outcome or the predicted class or value.

The process behind Random Forest is as follows: Randomly select N subsets of the training data

(with replacement). Each subset is used to train a decision tree. For each subset, grow a decision

tree by recursively splitting the data based on the most discriminative features. The Gini impurity

or entropy may be used as splitting criteria. Repeat this process N times to build N decision trees.

These trees form the Random Forest.

To make a prediction for a given text, pass it through each decision tree in the forest. Each

decision tree independently assigns a class label (emotion) based on the text’s features.
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Figure 5.2: Random Forest Decision Process

These predictions can be aggregated by either:

Majority Voting: Each tree’s vote contributes to the final prediction, and the class with

the most votes is the predicted emotion.

Probability Averaging: Each tree provides a probability distribution over the classes,

and the final prediction is based on the average probabilities.

It is worth nothing that for the purpose of this analysis, we conducted experiments with a variety

of decision tree quantities within the Random Forest ensemble, specifically considering values such

as 25, 50, 100, 150, 200, and 300. Subsequently, we assessed the outcomes associated with each

of these hyperparameters and ultimately selected the one that demonstrated better performance at

the prediction at hand. In our specific case, the optimal choice was a model featuring 100 decision

trees.
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5.4 Naive Bayes

The term "Bayesian" originates from Thomas Bayes, an 18th-century British statistician and the-

ologian. His work laid the groundwork for Bayesian probability theory, which is at the core of

the Naive Bayes classifier. Bayes’ theorem, published posthumously in 1763, provided a way to

update probability estimates based on new evidence, making it a fundamental concept in the field

of probability and statistics.

However, the transition of Naive Bayes into a machine learning model for classification oc-

curred in the mid-20th century, as computing power and data availability increased. One of the

earliest papers that highlighted the use of Naive Bayes in classification was published by Duda et

al. (1973). Their work demonstrated the effectiveness of Naive Bayes in distinguishing patterns

and objects within a scene.

In the context of emotion recognition, Naive Bayes calculates the probability of an input text

or data belonging to a particular emotional category. It does this by learning from labeled datasets

where text or features are associated with specific emotions.

The formula for the probability that a given text belongs to a particular class is calculated using

Bayes’ theorem:

P (C|X) =
P (X)P (C) · P (X|C)

P (X)

Where C is the set of possible class labels. X is the feature vector representing the text. xi represents

the count of a specific word or token in the text. P (C) is the prior probability of a class (the

probability of a text belonging to a specific emotion without considering the text itself).

P (X|C) is the conditional probability of observing the feature vector X given the class C.

When using the Naive Bayes assumption, which assumes that the features are conditionally

27



independent given the class, the formula simplifies to:

P (C|X) ∝ P (C) ·
n
∏

i=1

P (xi|C)

In practice, you estimate P (C) and P (xi|C) from the training data and classify the text into the

class with the highest probability.

5.5 Results

The performances of the classifiers were then compared in terms of accuracy, precision, recall and

f1-measure. For all classifiers, a training set comprising 80% of the data was used for training,

while the remaining 20% was reserved for testing and making predictions.

Accuracy measures the overall correctness of a classifier’s predictions. It is the ratio of correctly

classified instances to the total number of instances in the dataset. While accuracy provides a

general sense of a classifier’s performance, it can be misleading when dealing with imbalanced

datasets where one class dominates.

Precision measures the accuracy of a classifier specifically for the positive class. It is the ratio of

true positive predictions to the total number of positive predictions, and it quantifies the classifier’s

ability to avoid false positives. High precision indicates that the classifier makes fewer incorrect

positive predictions.

Recall measures a classifier’s ability to identify all positive instances. It is the ratio of true

positive predictions to the total number of actual positive instances in the dataset. High recall

suggests that the classifier captures most of the positive instances and avoids false negatives.

The F1-measure is the harmonic mean of precision and recall. It combines both precision and

recall into a single score, which is particularly useful when you want a balanced measure of a
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classifier’s performance.

Figure 5.3: Results from the classifier (%)

In summary, each of the four classifiers was evaluated for its performance on the emotion

classification task. SVM stands out as the top performer, offering high accuracy, precision, recall,

and F1-score. Logistic Regression and Random Forest also provided reliable results, demonstrating

balanced precision and recall. On the other hand, Naive Bayes, while offering good precision,

exhibited lower recall and F1-score.

Next we will take a look at the individual F1-Score for each emotion in our group:

Figure 5.4: F1-Score for the emotions
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Starting with the emotion "Sadness," all classifiers showcased strong performance. Logistic

Regression, SVM, and Random Forest exhibited F1-Scores of 0.91, highlighting their efficacy in

capturing the essence of sadness in the corpus. Meanwhile, Naive Bayes, with an F1-Score of 0.80

has a performance slightly below the others.

Looking at "Joy", the classifiers maintained their proficiency. Logistic Regression and Random

Forest each achieved solid F1-Scores of 0.87. SVM excelled, with the highest F1-Score of 0.90,

asserting itself as the top performer in this emotional category. Even Naive Bayes, with an F1-Score

of 0.75, displayed a good performance.

However, when confronted with the emotion of "Love," classifiers presented varying results.

SVM emerged as the leader with an F1-Score of 0.76, effectively identifying instances of love. In

contrast, Logistic Regression and Random Forest, with F1-Scores of 0.69 and 0.75, respectively,

maintained decent classification capabilities. Yet, Naive Bayes faced considerable challenges, man-

ifesting in a notably lower F1-Score of 0.11, suggesting limitations in capturing the nuances of this

particular emotion.

The emotion "Anger" brought about a solid performance from all classifiers, with SVM again

attaining the highest F1-Score of 0.88, closely followed by Logistic Regression and Random Forest,

which achieved F1-Scores of 0.84 and 0.86, respectively. Naive Bayes exhibited a slight lag behind

the other classifiers with an F1-Score of 0.53.

In the context of "Fear," the classifiers delivered robust performance, with Random Forest

emerging as the top performer, boasting an F1-Score of 0.85. Logistic Regression and SVM also

secured solid F1-Scores of 0.78 and 0.83, respectively. Conversely, Naive Bayes faced difficulties

in capturing expressions of fear, resulting in a lower F1-Score of 0.40.

Lastly, for the emotion of "Surprise," the classifiers displayed varying performance. Random

Forest excelled with the highest F1-Score of 0.78, indicating its effectiveness in recognizing in-

stances of surprise. SVM also performed well with an F1-Score of 0.72. In contrast, Logistic
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Regression and Naive Bayes faced challenges in capturing surprise-related content, with Logis-

tic Regression yielding an F1-Score of 0.58 and Naive Bayes not being able to identify a single

document for this emotion.

In summary, the F1-Scores for each emotion classification revealed the varying capabilities

of the machine learning classifiers. SVM consistently demonstrated strong performance across

multiple emotions, while Logistic Regression and Random Forest also delivered solid results in

most cases. Naive Bayes, on the other hand, faced challenges in certain emotion classifications.

These findings underscore the importance of selecting an appropriate classifier based on the specific

emotional content analysis requirements and comprehending the strengths and limitations of each

algorithm in different emotional contexts.

With all these results in mind, the SVM classifier was chosen for the subsequent application to

unlabeled datasets encompassing Movies and Documentaries reviews. This decision will facilitate

the prediction of underlying emotions associated with our reviews and serve as a pivotal component

in modeling our outcomes.

We can take a further look at the data and examine the confusion matrix for the SVM classifier,

which reveals the predicted outcomes in comparison to the actual labeled emotions (the true out-

comes), it becomes apparent that the classifier exhibits higher confusion rates between emotions

such as ’love’ and ’joy,’ as well as ’surprise’ and ’fear.’ This observation is further supported by the

individual emotion F1-scores, where ’love’ (0.76) and ’surprise’ (0.72) received the lowest scores

among all the emotions recognized.
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Figure 5.5: SVM Confusion Matrix

One plausible explanation for this outcome is the limited amount of labeled data available for

both ’love’ and ’surprise.’ The classifier heavily relies on the training data it has access to, and when

these emotions are underrepresented, it may struggle to discern them accurately. Consequently,

this imbalance in the data distribution can lead to reduced performance in distinguishing ’love’ and

’surprise’ from other emotions in the classification process. However, the model still achieved a

0.76 and 0.72 F1-Score in ’love’ and ’surprise’ respectively. Which when dealing with categorical

data is still considered a very good score.

You can find the confusion matrixes from the other classifiers used in the Annex I.
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Chapter 6

Empirical Strategy

This paper aims to estimate the effect of the COVID-19 pandemic on the reviews ratings of sci-

entific documentaries and the presence of an angry sentiment in these reviews. However, a naive

comparison of the post-Pandemic ratings of scientific documentaries to those of other movies would

not estimate a causal relationship, because of nherent differences in how the two groups of movies

are rated. Similarly, analyzing a change in the ratings of scientific documentaries before and after

the Pandemic, would also not yield a causal effect: because movie ratings might change with time,

regardless of the genre.

We will use a Differences-in-Differences (DiD) framework, comparing the changes in ratings

of scientific documentaries to that of other movies, before and after the pandemic. Scientific docu-

mentaries are designated as the treatment group and the top 500 movies dataset was selected as the

control group.

This approach allows us to filter out time-invariant differences in the ratings of documentaries

and other movies, as well as time-varying trends that affect all movies in the same manner. It thus

establishes a causal effect of the Pandemic on the public’s perception of scientific documentaries,

provided that no time-varying differences exist in the ratings of scientific documentaries and other

movies.
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We estimate the following model:

yi,t = β0 + β1Pandemic + β2Scientific + β3(Pandemic ∗ Scientific) + ei,t

Here, the dependent variable yi,t corresponds to the quality of the reviews: either measured in

ratings, or through a dummy for whether the review is flagged as containing angry emotions. In

the equation, ‘Pandemic’ is a binary variable equal to 1 if the review was made during or after the

pandemic, namely the years spanning from 2020 to 2022 and 0 otherwise. Therefore, β1 represents

the effect of a review being made during or after the Pandemic on yi,t , compared to reviews made

before this event. On the other hand, ’Scientific’ is another binary variable, equal to 1 if the review

pertains to a scientific documentary and 0 otherwise. β2 thus measures the differences in yi,t ,

between scientific documentaries and other movies.

The coefficient β3 measures the effect of the interaction between the treatment status and post-

treatment period. That is, how the gap in yi,t between scientific documentaries and other movies

changed with the onset of the Pandemic.

The validity of the DiD approach hinges on the equal trends assumption, which posits that there

are no time-varying differences between the treatment and control groups. To put it differently,

without any intervention, both the treatment and control units would have maintained their parallel

trends, and any unexpected events occurring in the post-treatment period would have affected them

similarly.

While this assumption cannot be definitively proven, we can assess its validity through some

key methods:

Comparative Analysis of Pre-Intervention Changes: Analyze changes in the outcomes

of the treatment and control groups in the periods leading up to the program’s imple-

mentation. If the outcome trends exhibit parallel movement before the intervention’s
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commencement, it suggests that these trends would likely have continued similarly in

the absence of the program.

Placebo Test Involving a Sham Treatment Group: Implement a placebo test by intro-

ducing a sham or fake treatment group that was not impacted by the Pandemic. A

placebo test yielding a result of zero impact provides support for the equal-trend as-

sumption.

Placebo Test Involving a Sham Outcome: Conduct a placebo test by using a simulated

or fake outcome measure. A placebo test result of zero impact bolsters confidence in

the equal-trend assumption.

Using an Artificial Treatment Date: Apply the difference-in-differences estimation

method using a "fake" or artificial treatment date. This date is chosen in such a way

that, in theory, it should have no real impact on the outcomes of interest.

These methods were employed to demonstrate the robustness of our model in the subsequent

chapter, which presents the results.

6.1 Rating Model

Our primary outcome variable for this model is the review ‘Rating’ which represents the user

rating of the documentaries and movies in our dataset. These ratings, as mentioned before, have

values between 1 and 10. The coefficient β3 will measure how the gap in ratings between scientific

documentaries and other movies changed with the Pandemic, in absolute terms.
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6.2 Emotion Model

For the second model, we will use ’Angry’ as the outcome. We then apply the same DiD model as

in the rating model, but because we have a binary dependent variable, all the coefficients now have

to be interpreted as a change in the probability of having a review with angry sentiment.

The coefficient β3 will measure how the gap in probability of having an angry review between

scientific documentaries and other movies changed with the Pandemic. Thus allowing us to ex-

amine whether the pandemic has heightened individuals’ expressions of anger towards scientific

content and whether this phenomenon is reflected in the reviews.
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Chapter 7

Results

7.1 Testing the Parallel Trend Assumption

The DiD method hinges on the assumption that, in the absence of treatment, the treated and control

groups would follow parallel trends over time. This assumption is fundamental for making causal

claims about the treatment effect.

One way to assess the parallel trend assumption is through visual inspection of the pre-treatment

period data. Plotting the outcome variable for both groups over time can reveal any noticeable

deviations in trends. Any abrupt changes or divergences in the trajectories may suggest issues with

the assumption.
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Figure 7.1: Parallel Trends - 12 years on Rating

Figure 7.2: Parallel Trends - 12 years on Emotion (Angry)
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Figure 7.3: Parallel Trends - 6 years on Rating

Figure 7.4: Parallel Trends - 6 years on Emotion (Angry)

The figures presented above offer valuable insights into the temporal trends of both movie

and documentary ratings. Prior to the year 2020, the ratings for both movies and documentaries

exhibited similar trajectories, suggestive of parallel trends. However, post-2020, a notable deviation

becomes evident. In particular, the ratings for scientific documentaries show a pronounced decline

of more than one point on the rating scale.

Turning our attention to the graphs depicting the expression of anger, we again observe parallel

trends leading up to 2020. However, a sudden surge in the frequency of angry emotional expres-
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sions becomes apparent within the treatment group after the year 2020. This sharp increase may

signify a change in the emotional responses of individuals to certain stimuli or circumstances.

7.2 Differences-in-Differences Results

The regression results represent a comprehensive analysis of the impact of the pandemic on sci-

entific documentaries reception and the resulting audience response, conducted through different

models:

Models 1 and 2 focus on evaluating the effects on movie ratings, whereas models 3 and 4 exam-

ine the occurrence of angry sentiment within the reviews. In terms of time periods, it’s important

to note that 2020 serves as the initial ’post-treatment’ year for all models, marking the onset of

the pandemic’s impact. Models 2 and 4 encompass a specific time frame, spanning from 2017 to

2022, which encapsulates three years prior to the pandemic and three years afterward. On the other

hand, Models 1 and 3 cover the entire dataset period, extending from 2010 to 2022, providing a

comprehensive perspective on the long-term impact assessment.
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Figure 7.5: DiD Regression for the 4 models

Several noteworthy observations can be made from the regression coefficients:

Science Movie Effect: The coefficient for "Science Movie" in both Model 1 and Model 2 shows

a positive impact on ratings, signifying that viewers tend to rate scientific documentaries higher than

other movies. However, in Model 3 and Model 4, this variable indicates a positive effect on the

probability of evoking anger in reviewers.

After 2020 Effect: The "After 2020" variable has a negative coefficient in model 1 what would

indicate an adverse impact of the pandemic on movie ratings, however in model 2, when looking

at a shorter time period we see that there is actually an increase after the pandemic, although by a

small figure. In model 3 the Pandemic seems to have generated an increased likelihood of reviews

containing expressions of anger, and in model 4 the coefficient has no significance.

Constant: The constant term in all models represents the baseline rating or likelihood of anger

in reviews in the pre-pandemic period. It’s significantly different for each model, showcasing the

nuances in baseline audience sentiment or ratings for different time periods and outcomes.
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Interaction Effect: The "Science Movie:After 2020" interaction term, which is the term of

interest for this paper, in both Model 1 and Model 2 displays a negative coefficient, suggesting

that the negative effect of the pandemic on ratings is stronger for scientific documentaries. The

coefficients in both models are significant at the 1% level.

The same interaction term in Model 3 and Model 4 indicates a positive effect, implying that the

increase in the likelihood of a review being angry during or after the pandemic was stronger for

scientific documentaries. Again, the coefficients in both models are significant at the 1% and 5%

level, respectively.

In summary, these regression results provide valuable insights into the changing landscape of

audience responses to scientific documentaries during and after the pandemic. They demonstrate

not only the pandemic’s negative impact on scientific documentaries ratings, but also its potential

to elicit anger in audience reviews.

7.3 Robustness

7.3.1 Placebo Tests

Using a placebo test in a DiD model is a statistical technique employed to assess the robustness of

the main findings and to help ensure that the estimated treatment effect is not due to random noise

or other confounding factors.

We introduced three placebos tests. In the first placebo test, we deliberately selected different

artificial periods as potential "Treatment" dates, with the expectation that the coefficient of interest

should not exhibit statistical significance under these conditions.

To select these artificial treatment periods, we followed a specific criterion. We only considered

years that had at least two years of data both before and after the treatment date, mirroring the

conditions of the original model. Accordingly, we identified the years 2012, 2013, 2014, 2015,
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2016, and 2017 as suitable candidates for the placebo tests. Each of these years is individually

represented in models 1 through 6, respectively.

We then use the exact same Angry model used before to estimate the coefficients of these

different artificial treatment years:

Figure 7.6: DiD Regression - Artificial Treatment Dates

The statistical analysis indicates that there is no significant effect resulting from the interaction

between the treatment status and the post-treatment period. All the graphs of the parallel trends of

this placebo test can are reported in Figures 9.4 to 9.9 in Annex 1.

Additionally, for the second test, we used other movie genres instead of science documentaries

for our treatment group. We have chosen ’Drama’ and ’Animation’ genres as substitutes.
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Figure 7.7: DiD Regression - Family and Animation

We see that there is no significant effect resulting from the interaction between the treatment

status and the post-treatment period for the ’Drama’ genre. In ’Animation’ we actually find a

significance level of p < 0.1. This indicates a degree of significance, albeit at a relatively modest

level.

We then proceed to examine the parallel trends assumption for each one:
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Figure 7.8: Parallel Trends - 12 years on Rating for Drama movies

Figure 7.9: Parallel Trends - 12 years on Rating for Animation movies
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When evaluating the ’Drama’ and ’Animation’ genres as the treatment groups, we can also

observe that the parallel trends assumption holds for both genres.

In the third test, we selected two different sentiment outcomes that, in theory, should not be

affected by the treatment we are studying. If our main DiD result is indeed capturing a causal

effect, the placebo test should show no significant impact.In our placebo analysis, we opted to

examine the impact of two distinct emotional states, namely, love and surprise, as our outcome

variables.
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Figure 7.10: DiD Regression on Love and Surprise Outcomes

The statistical analysis indicates that there is no significant effect resulting from the interaction

between the treatment status and the post-treatment period.

By conducting these placebos tests, we have addressed several concerns:

Confounding Factors: The placebo test helps ensure that our treatment effect isn’t
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driven by unobserved confounding factors that may have affected both the treatment

and control groups.

Random Fluctuations: It helps to rule out the possibility that the treatment effect is

merely due to random fluctuations or noise in the data.

Causal Inference: It strengthens your case for causal inference by providing evidence

that the treatment caused the observed effect.

7.3.2 Augmented Dickey-Fuller (ADF)

The Augmented Dickey-Fuller (ADF) test is used to determine whether a time series is stationary

or contains a unit root (non-stationary). It is one of the most commonly used statistical test when it

comes to analyzing the stationary of a series.

First, we should understand the Dickey-Fuller Test. It uses an autoregressive model and opti-

mizes an information criterion across multiple different lag values.

It uses the Null Hypothesis (H0): α = 1

The DF equation follows as:

yt = c+ βt+ αyt−1 + ϵt

The ‘augmented’ version of the Dickey-Fuller test expands the Dickey-Fuller test equation to

include a high-order regressive process in the model.

yt = c+ βt+ αyt−1 + Φ1∆Yt−1 + Φ2∆Yt−2 + . . .+ Φp∆Yt−p + ϵt

In the new equation we have simply added more differencing terms, the rest of the equation

remains the exact same as in the DF test.

Using the ADF test in our data, we get the following results:
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Figure 7.11: ADF Results

Value of test-statistic: The ADF test statistic are -38.33, 489.74 and 734.61, and it has corre-

sponding critical values provided below.

Critical values for test statistics: These are the critical values that the ADF test statistic is

compared against to make a decision regarding stationarity. Based on the results, the test statistic is

much smaller than the critical values for all the given confidence levels (1%, 5%, and 10%), which

suggests that the data is stationary. The ADF test rejects the null hypothesis of non-stationarity.

In summary, the ADF test suggests that the data is stationary, as the test statistic is significantly

smaller than the critical values, and the model estimated is statistically significant with highly

significant coefficients. The complete ADF test results including coefficients results can be found

in Annex I.

49



Chapter 8

Conclusion

The COVID-19 pandemic has had a significant impact on multiple aspects of life. This study aims

to examine how this unparalleled global event has affected public opinions on science. In order

to do this, we analyze the pandemic’s influence on scientific documentary ratings and emotional

responses.

To estimate this effect, a Differences-in-Differences methodology was employed. The research

design consisted of two primary models: one evaluating changes in ratings and the other one ana-

lyzing shifts in emotional responses, specifically expressions of anger in reviews.

The findings demonstrate several notable patterns. First, scientific documentaries generally

received higher ratings than other film genres, suggesting audience appreciation for science-related

content. Second, the pandemic years are associated with a decrease in ratings in movies of all

genres.

Third, relative to other types of movies, the negative effect of the Pandemic on ratings of sci-

entific documentaries was stronger. This finding indicates that while audiences may have had an

initially favorable view of scientific documentaries, the pandemic has somehow increased their

likelihood to express dissatisfaction or frustration with this genre.

It is estimated that the ratings of scientific documentaries decreased by an additional 0.47 com-
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pared to other movies after the pandemic. This is a significant effect, given that ratings range

from 1 to 10. When looking at a narrower timeframe of 2017 to 2022, the decrease is even more

significant, at approximately 0.76.

When looking at sentiments instead of ratings, the results are similar. The Pandemic had a more

intense effect on the likelihood of angry reviews for scientific documentaries, which was increased

by an additional 0.028 - 0.033 in comparison to other genres.

Our findings are supported by the placebo tests conducted in this research, increasing their

veracity. By testing fabricated treatment dates, various film genres that are not likely to be affected

by the pandemic and other sentiment outcomes that not ’angry’, we demonstrate that the difference-

in-differences (DiD) results notably detect a causal impact unique to scientific documentaries amid

the pandemic season. This reinforces the idea that alterations in ratings and emotional responses

caused by the pandemic are not random, but instead closely tied to the subject matter of scientific

documentaries.
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Chapter 9

Annex I

Figure 9.1: Logistic Regression Confusion Matrix
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Figure 9.2: Random Forest Confusion Matrix

Figure 9.3: Naive Bayes Confusion Matrix
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Figure 9.4: Top 500 Dataset - Reviews by Genre

Figure 9.5: Parallel Trends - 12 years on Emotion (Angry) for 2012 as treatment
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Figure 9.6: Parallel Trends - 12 years on Emotion (Angry) for 2013 as treatment

Figure 9.7: Parallel Trends - 12 years on Emotion (Angry) for 2014 as treatment

Figure 9.8: Parallel Trends - 12 years on Emotion (Angry) for 2015 as treatment
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Figure 9.9: Parallel Trends - 12 years on Emotion (Angry) for 2016 as treatment

Figure 9.10: Parallel Trends - 12 years on Emotion (Angry) for 2017 as treatment
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Figure 9.11: ADF Test
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