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Abstract

Inflation is the standard scenario, completely consistent with a variety of data, to understand the
generation of primordial scalar (density) perturbations, i.e. the seeds of all the cosmological structures
we see today, and also of tensor perturbations (i.e. primordial gravitational waves). Inflation must
come to an end, in order for the universe to be filled in with radiation, and to proceed through the
standard radiation dominated era, during which, e.g. primordial nucleosynthesis can take place. Such
a transition (called reheating phase) from the inflationary stage to the standard radiation dominated
epoch, is the least known part of the inflationary scenario, because, e.g., it involves couplings of the
fields driving inflation to other (relativistic) particles. Nonetheless the precision of cosmological data
has allowed recently to put already some constraints on such a reheating phase.

This Thesis will provide an up-to-date review of all the cosmological observables that can be used
to open a new window into such period of the early universe. Moreover, we will also review the main
models present in the literature about the preheating epoch (the initial stage of reheating) and the
subsequent phases of reheating. These stages involve very non-linear and interesting physics and can
lead to production of gravitational waves that can be observed today.
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Introduction

In modern cosmology one of the most important theories is represented by Cosmological Inflation.

Inflation was an era during the early history of the universe, before the epoch of primordial nu-
cleosynthesis, during which the universe expansion was accelerated. Such a period can be attained if
the energy density of the universe was dominated by the vacuum energy density associated with the
potential of a scalar field, called the inflaton field ¢.

Inflation leads to a very rapid expansion of the universe and can elegantly solve the flatness,
the horizon and the monopole problems of the Standard Big Bang Cosmology (the first important
model of inflation by Guth in 1981 was introduced to address such problems [5]). It can explain
the production of the first density perturbations in the early universe, which are the seeds for the
Large Scale Structure (LSS) in the distribution of galaxies and underlying dark matter, and for the
Cosmic Microwave Background (CMB) temperature anisotropies that we observe today. Inflation has
become the dominant paradigm to understand the initial conditions for structure formation and CMB
anisotropies. During this era primordial density fluctuations and gravitational waves are created from
quantum fluctuations “redshifted” out of the horizon during the rapid expansion and here “frozen”.

From this period we can observe temperature anisotropies in the CMB caused by perturbations
at the surface of the last scattering. The CMB temperature anisotropies were first detected by the
Cosmic Background Explorer (COBE) satellite [6], [7]. Another impressive confirmation of the infla-
tionary theory has been provided by the data of the Wilkinson Microwave Anisotropy Probe (WMAP)
mission, that has produced a full-sky map of the angular variations of the CMB with unprecedented
accuracy. WMAP data confirm the inflationary mechanism as responsible for the generation of super-
horizon fluctuations [8], [2]. More recently, the best constraints on the CMB data are provided by the
2018 Planck measurements [10]. The Planck data have given a very precise characteritation of the
primordial cosmological perturbations and have allowed cosmological parameters to be constrained at
the sub-percent level. Thus, Planck measurements provide a powerful constraint to inflationary mod-
els [4]. In particular, the Planck data have established with extremely high precision (at more than
8 sigma) that the primordial density perturbations are not scale-invariant, which is another generic
prediction of inflation; also, the Planck data have provided one of the most stringest test on inflation-
ary models by providing the strongest constraints on deviations from Gaussianity of the cosmological
perturbations.

The literature contains a huge number of different models of inflation. Each model amounts to a
choice for the potential of the inflaton. In the simplest scenario, the main models of inflation focuse
on two different paradigms. Throughout the early 1990s discussion was dominated by the single-field
models. In these models the scalar field potential often is chosen to be some convenient simple function,
such as a monomial or exponential, and the initial conditions are chosen such that the scalar field is
well displaced from any minimum.

In the mid-1990s this paradigm was challenged by a new wave of inflationary model building, based
on particle physics motivation such as the theories of supersymmetry, supergravity, and superstrings.
In such a period we have a new class of models, known generically as hybrid inflation models, which
rely on interactions between two scalar fields and exploit the flat potentials expected in supersymmetry
theories [1]. In other scenarios we have the presence of a further scalar field besides the inflaton that
does not influence the inflationary dynamics (for example the curvaton scenario), or the inflaton
coupled to a gauge field. Finally, there are theories based on Modified Gravity (MG) that involve a
modification of General Relativity [3].

Inflation cannot proceed forever. In fact, the greatest successes of the Standard Big Bang model,
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INTRODUCTION INTRODUCTION

such as primordial nucleosynthesis and the origin of the CMB, require the standard evolution from
radiation to matter dominated era. The transition from inflation to later stages of the evolution of
the universe (radiation and matter dominance) is referred to as Reheating. In the simplest models
(single-field, slow-roll scenario) inflation ends when the inflaton field starts rolling fast along its po-
tential, it reaches the minimun and then oscillates around it. During reheating the inflaton loses
its energy, eventually leading to the production of ordinary matter. More intricate scenarios include
non perturbative processes such as (broad) resonance decay, tachyonic instability, instant preheating,
fermionic preheating. Preheating denotes the initial stage of reheating where we have an exponential
decay that generates high occupation numbers in selected frequency bands.

The aim of this Thesis is to provide a complete and up-to-date review of the main models of
reheating discussed in the literature. However, the reheating era is difficult to constrain observationally.
In the absence of topological defects like monopoles or strings, the fluctuations produced during
reheating remain sub-horizon and cannot leave an observable imprint at the level of the CMB or LSS.
A lower bound is placed on the reheating temperature (i.e. the temperature at which the standard
radiation era of the universe begins after reheating) by primordial nucleosynthesis (BBN) Tspy ~
10~2Gev [11]. The scale of inflation is bounded from above and can be as large as ~ 10'Gev, leaving
for the reheating temperature an allowed range of many orders of magnitude. Moreover, a variety of
signatures relative to production of primordial black holes, magnetic fields, unwanted relics, and also
to mechanisms such as baryo and leptogenesis, may be traced back to specific preheating/reheating
models [12].

An extremely important prediction of cosmological inflation is the generation of a Stochastic Back-
ground of primordial Gravitational Waves (SGWB). Primordial GW are in fact not expected in the
non-inflationary standard early universe models and will provide, if detected, a smoking gun probe
of inflation. In the standard slow-roll inflationary scenario tensor fluctuations of the metric (i.e. pri-
mordial GW) are characterized by a nearly scale invariant spectrum on super-horizon scales. The
amplitude of the GW signal is usually described by the tensor-to-scalar ratio r, defined as the ratio
between the tensor and the scalar power spectrum amplitudes at a given pivot scale k.. The cur-
rent best bound on r comes from the joint analysis of Planck and BICEP /Keck 2018, which yields
r < 0.032 at 95% C.L. for k., = 0.05 Mpc~! [9]. A crucial point is that, even in the simplest single field
framework, different inflationary scenarios predict different values of r. The study of observational
signatures of primordial GW thus provides not only a way to probe the general inflationary theory,
but also to discriminate in detail among specific models.

A detection of primordial GW would not only be extremely important for Cosmology, but also
for High Energy and Fundamental Physics. Since the energy scale of inflation is directly linked to
the value of the tensor-to-scalar ratio, by means of a detection of r we would obtain a hint of the the
physics beyond the Standard Model of Particle Physics and the precise indication of the energy regime
of such new physics. Indeed, the primordial GW are the object of a growing experimental effort, and
their detection will be a major goal for Cosmology in the forthcoming decades.

The main observational signature of the inflationary GW background is a curl-like pattern (B-
mode) in the CMB. A number of, present or forthcoming, ground-based or baloon-borne experiments,
are specifically aimed to B-mode detection. Unfortunately, the B-modes measured by BICEP2 [14]
did not point to any inflationary signal, but several next-generation CMB space missions have been
proposed in recent years with the specific goal of B-mode detection such as COrE [15] or PRISM [16],
and more recently LiteBIRD (https://www.isas.jaxa.jp/en/missions/spacecraft /future/litebird.html).
Finally, we have the possibility of a future direct detection, by experiments such as aLIGO [17], or
eLISA [18], especially if some inflationary models produced a blue-tilted primordial tensor spectrum [3].

In this thesis we will focus also on another type of GW: those generated by classical mechanisms
during reheating after inflation. By investigating GW we cannot neglect this stage. In fact, there are
many models for the reheating period which provide further GW production, besides the inflationary
stage. Moreover, it can be shown that reheating parameters are related to inflationary power-spectra
ones, so that the constraints on tensor perturbations are related to those on the reheating period.

In this work we are going to review all the most important inflation and reheating scenarios.
After the first three chapters we will present detailed models of reheating about each of its stages
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INTRODUCTION INTRODUCTION

(Preheating, Bubbly Stage, Scalar Wave Turbolence, Thermalization) investigated in the literature.
Moreover, we will review predictions about the production of GW, observable signatures on CMB and
the possibility of direct detection of GW from reheating epoch.

The Thesis is organized with the following plan:

In chapter 1 we review the standard single-field model of slow-roll inflation and we derive some of the
physical observables that can be seen and constrained from CMB.

In chapter 2 we overview the main inflationary models and a simple toy model of reheating is
presented.

In chapter 3 we explain how gravitational waves can put some constraints about the reheating
epoch. Moreover, we derive some quantities important for such a stage coming from CMB observables.

In chapter 4, we investigate about preheating, the first stage of reheating, exploiting the main
models discussed in the literature.

In chapter 5 we examinate the non-linear stage at the end of preheating. This stage is extremely
non-linear and complicated. In this chapter we show some lattice simulations performed in the liter-
ature.

In chapter 6 we discuss the turbolent and Thermalization stage after preheating.

In chapter 7 we present the results found in the literature about the gravitational waves generated
during the reheating stage.

In the conclusions we summarise the main points and the results of the thesis.
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Chapter 1

Inflation

The inflation theory not only provides an excellent way to solve flatness and horizon problems, but
also generates density perturbations as seeds for the large-scale structure in the universe. Quantum
fluctuations of the field that drives inflation (called inflaton) are streched on large scales by the
accelerated expansion. In the simplest version of the single-field scenario the fluctuations are “frozen”
after the scale of perturbations leaves the Hubble radius during inflation. Long after inflation ends,
the perturbations cross inside the Hubble radius again. Thus, inflation provides a mechanism for
the origin of the large-scale structures in the universe. An important prediction of inflation is that
density perturbations generally exhibit a tiny deviation from scale-invariance. This prediction can
be directly tested by the measurement of the temperature anisotropies in the Cosmic Microwave
Background (CMB). All data acquired until now have continued to confirm the main predictions of
the inflationary theory within observational errors [19].

In this first chapter we review the simple standard model of slow-roll inflation and we derive
observables and relations that will be used in the next chapters.

1.1 Standard Big-Bang Cosmology

The Standard Big-Bang Cosmology is based upon the cosmological principle which requires that
the universe is homogeneous and isotropic on averaging over large volumes.

A homogeneous and isotropic universe is described by the Friedmann-Robertson-Walker metric
(FRW):

dr?
oK
Here a(t) is the scale factor with ¢ being the cosmic time and (r, 6, ¢) are comoving (spherical) coor-
dinates. The constant K is the spatial curvature where positive, zero, and negative values correspond
to closed, flat, and hyperbolic spatial sections, respectevely.

The evolution of the universe is dependent on the material within it. A key role is played by
the equation of state relating the energy density p(t) and the pressure P(¢). Assuming a perfect and
barotropic fluid, we can describe it with the relation P = wp, with w = 0 for non-relativistic matter
(dust) and w = 1/3 for radiation. For example, in the universe we have P = 0 or P = 1/3 if it is
dominated by dust or radiation, respectevely.

The dynamical evolution of the universe is known once we solve the Einstein equations of General
Relativity:

ds? = —di® + a2(t)[ + 72(d6? + sin? 9d¢2)]. (1.1)

1
Gul/ = Rul/ - §g,uuR = 87TGTMV7 (12)

where G, is the Einstein Tensor, R,,, R, T, and G are the Ricci tensor, Ricci scalar, energy-
momentum tensor and gravitational constant, respectively. The energy-momentum tensor 7}, de-
scribes the perfect fluid with density energy p and isotropic pressure P that fills the universe. The
Planck energy, M, = 1.2211 x 10' GeV, is related to G through the relation M, = (fic®/G)'/2,
Hereafter we use the units h = ¢ = 1.



1.2. STANDARD COSMOLOGY AND INFLATION CHAPTER 1. INFLATION

From the Einstein equations (1.2) for the background FRW metric (1.1) we obtain the Friedmann
equations:

8rG K
H? = TP T2 (1.3)
a AnG
P —T(P+3P)a (1.4)

where the dots denote the derivative with respect to t, and H = a/a is the Hubble expansion rate.
Combining these relations we obtain the energy conservation equation

p+3H(p+ P) =0, (1.5)

which is known as the continuity or fluid equation.
The Friedmann equation (1.3) can be rewritten as

K

Q-1= o

(1.6)

with

) 3H?
Pc= g ~>

Pe 81G

where the density parameter € is the ratio of the energy density to the critical density p.. When the
spatial geometry is flat (K=0, Q=1) the solution for the equations (1.3) and (1.4) are a o< t'/2  (p o
a~*) for the radiation dominated era, while a o< t/3  (p oc a=3) for dust dominated era. Thus, in the
case of radiation and matter dominated era we obtain a decelerate expansion (d < 0) of the universe.

(1.7)

1.2 Standard Cosmology and Inflation

In this section we briefly review the problems with the standard cosmology and how they are solved
by the idea of inflation [1], [20], [19].

Flatness problem

In the standard Big-Bang theory, with @ < 0, the a?H?(= @?) term in (1.6) always deacreases.
This means that €2 tends to evolve away from unity with the expansion of the universe. Howewer,
since present observations suggest that €2 is within a few percent of unity today, €2 is forced to be much
closer to unity in the past. For example, we require | — 1| < O(10716) at the epoch of nucleosynthesis
and |[Q — 1] < O(107%) at the Planck epoch [1]. This appears an extreme and innatural fine-tuning
of initial conditions. Unless initial conditions are chosen very accurately, the universe either collapses
too soon, or expands too quickly before the structures can be formed. This is the so-called flatness
problem.

Horizon problem

Consider a comoving wavelength A and the corresponding physical wavelength a\, which at some
time is inside the Hubble radius H~! (i.e. aA < H~'). The standard Big-Bang Cosmology is char-
acterized by the cosmic evolution of a « t" with 0 < n < 1. In this case the physical wavelength
grows as a\ o t", whereas the Hubble radius evolves as H~! oc t . Therefore, the physical wavelength
becomes much smaller than the Hubble radius at late times. This means that a causally connected
region can only be a small fraction of the Hubble radius.

For example, if we observe photons in the cosmic microwave background (CMB) which are last-
scattered at the time of decoupling, turns out that the causally connected regions on the surface of
last scattering corresponds to an angle of order 1°. This appears to be in contrast with observations
of the CMB, which has the same temperature to high precision in all directions on the sky. There is
no way to establish thermal equilibrium if these points were never been in causal contact before the
last scattering. This is the so-called horizon problem .

2



CHAPTER 1. INFLATION 1.2. STANDARD COSMOLOGY AND INFLATION

Large-scale structure

Experiments which observe temperature anisotropies in the CMB find that the amplitude of the
anisotopies is small, with power spectrum close to scale-invariance on large scales. It is impossible to
generate such fluctuations via causal processes in a FRW metric in the time between the Big-Bang
and the last scattering.

Relic density problem

In Particle Physics the standard paradigm to study the fundamental interactions is the Spontaneous
Symmetry Breaking (SSB) of gauge symmetries.

In the early universe the breaking of such symmetries leads to the production of many unwanted
relics such as monopoles, cosmic strings, and other topological defects [21]. For example, any grand
unified theory based on a simple Lie group that includes the U(1) of electromagnetism must produce
monopoles. String theories also predict supersymmetric particles such as gravitinos, Kaluza-Klein
particles, and moduli fields.

If these massive particles exist in the early stages of the universe, and are stable (or sufficiently
long-lived), they could become the dominant matter in the early universe depending on their number
density, contradicting a variety of observation such as those of the light element abundances. This
problem is known as the relic density problem.

The idea of inflation

The problems in the standard Big-Bang Cosmology lie in the fact that the universe always exhibits
decelerated expansion. Instead, let us assume the existence of a stage in the early universe with an
accelerated expansion:

a > 0. (1.8)

From the relation (1.4), this gives the condition
p+3P <0, (1.9)

and from the equation of state P = wp we obtain

1
<L 1.10
w< s (1.10)
The condition (1.8) essentialy means that a (= aH) increases during inflation, and hence that the
comoving Hubble radius (aH)~! decreases in the inflationary phase.

Flatness problem

Since the a?H? term in (1.6) increases during inflation,  is rapidly driven towards unity. After
the inflationary period ends, the evolution of the universe is followed by the conventional Big-Bang
theory, and |2 — 1| begins to increase again. As long as the inflationary expansion lasts sufficiently
long and drives €2 very close to one, € will remain close to unity even in the present epoch.

Horizon problem

Since the scale factor evolves approximately as a o< " with n > 1 during inflation, the physical
wavelength, a), grows faster than the Hubble radius, H~'(oc t). Therefore, physical wavelengths are
pushed outside the Hubble radius during inflation. Causally connected regions then can be much
larger than the Hubble radius, potentially solving the horizon problem. A detailed computation shows
this is achieved when the universe expands at least about e® times during inflation, or 70 e-folds of
expansion [1].
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Large-scale structure

The inflationary period leads to perturbations of the scalar field that drives inflation, and then of
the energy density of the universe. In the early stage of inflation, the scales of these perturbations
are well within the Hubble radius and causal physics can work generating small quantum fluctuations.
During the later stages, these scales are pushed outside the Hubble radius (i.e. the first Hubble
radius crossing). Fluctuations of the scalar field become over-damped on long-wavelengths and the
perturbations can be described as classical on these large scales. After the inflationary period, these
scales of perturbations cross inside the Hubble radius again (i.e. the second Hubble radius crossing).

The small perturbations imprinted during inflation have amplitudes determined by the Hubble rate,
which is approximatevely constant during this period, and hence leads to an almost scale-invariant
spectrum with constant amplitude on different scales. In this way inflation naturally provides a causal
mechanism to generate the seeds of density perturbations observed in the CMB anisotropies.

Relic density problem

During the inflationary phase the energy density of massive particles scales as a~3, much faster

than the energy density of the universe (considering a o t" with n > 1, we have H oc t~1 o a~1/™ that
leads p x a=%/ ™). Thus, these particles are red-shifted away during inflation, solving the monopole
problem.

1.3 The Inflaton Equation

As we have seen from (1.10), a period of inflation is possible if the pressure P is negative with

p<-2 (1.11)
3
In the special case in which w = —1 (P = —p), we have a period in the hystory of the universe called
de-Sitter stage. Such a period can be obtained inserting a cosmological constant A in the Einstein
equations:
1
R, — §QW,R =8nGT — Aguw- (1.12)

Considering the energy continuity equation (1.5) and the first Friedmann equation (1.3), we see that
in a de-Sitter phase p = constant and H = H;, 5 ~ constant (we neglect the curvature K which is soon
redshifted away as a=2). Solving the second Friedmann equation (1.4), we obtain an exponentially
growing of the scale factor, i.e.

a(t) = azeflins (4=t (1.13)

where t; is the time at which inflation starts.

The cosmological constant can be interpreted as the energy of the quantum vacuum state of the
system, i.e. the vacuum energy density contributed by any particle species. Even if it is simple to
have such exponentially expansion of the universe, the inflation must end at some point. Thus, there
must be some dynamics regulating such a system. We can obtain this if we consider a scalar field,
called the inflaton, which dominates the energy in this epoch and leads the expansion.

Consider, in full generality, the total action

1
STOT = Syrps+ Sy + S = - / dan/=G(R + £[6,8,8] + Lomatter), (1.14)

where g is the determinant of the metric tensor g,,, Spyg is the Hilbert-Einstein action, Sy is the

inflaton scalar field action, and S, is the action of the rest of the matter besides the inflaton (fermions,

gauge fields, other scalars...). We will neglect S;,, because, in general, it is subdominant at early times.
The action for a minimally-coupled real scalar field ¢ is given by

5= [dtay=ge = [ - 5070006~ V(6)], (1.15)

4



CHAPTER 1. INFLATION 1.4. CLASSICAL DYNAMICS

where V(¢) specifies the scalar field potential and can have different forms depending on the model.
For example, it can be a simple quadratic potential V(¢) = %m2¢2, with m the mass of the particle
associated to ¢, or can describes self interactions V(¢) = %(Z)‘L. V(¢) can represent also interactions of
¢ with other fields and contains quantum radiative corrections.

To characterize the evolution of the scalar field in an expanding universe we can associate to ¢ its
stress-energy momentum 7}, which in General Relativity is derived from a generic lagrangian by

[, 205 _ 2 {_éXvCEL)+ihQ&[f§£2+”l' (1.16)

CVgdg /g dghv 90agh

Assuming a minimally-coupled field (i.e. doesn’t involve direct coupling with gravity, e.g. £$?R terms),
the stress-energy tensor assumes the form

6L¢ v 1 y
Zﬂzf%ww+¢1@=@@@¢+w475¢%%wmfvwﬂ. (1.17)
The equation of motion for ¢ is derived by varying the action (1.15) with respect to ¢, obtaining

the Klein-Gordon equation
oV

06 =55 (1.18)
where [ is the covariant D’Alembert operator
06 = j_*gay (V=99""0u0). (1.19)
In a FRW universe described by the metric (1.1), the evolution equation for ¢ becomes
. A V&
¢+3H¢—7§~+Vw0:a (1.20)

where V'(¢) = dV/d¢. Through 3H & the field "feels” a friction due to the expansion of the universe,
which will play a crucial role.

We can now express the inflaton field ¢ as the sum of the classical background value and the field
fluctuations

(b(t? X) = ¢O(t) + 5¢(t7x)7 (1‘21)

where ¢o(t) = < 0]|¢(t,x)|0 > is the classical field, that is the expectation value of the inflaton field
on the initial isotropic and homogeneous state, while d¢(¢,x) represents the quantum fluctuations
around ¢o(t). We will consider first the background dynamics, and then the evolution of quantum
perturbations during inflation. This separation is justified by the fact that quantum fluctuations are
much smaller than the classical value, and therefore negligible when one looks the classical evolution.

1.4 Classical Dynamics

The inflaton field ¢(t) behaves like a perfect flud with background energy density and pressure
given by

1 = |3t + view| = -0 (122

1

S95() = V(eo)

1—;:_ 9

8t = 00 Py(t),

where py(t) is the energy density and Py(t) the isotropic pressure. T),, is diagonal, and the spatial
part is the same in every direction as a consequence of isotropy and homogeneity resulting in a tensor
typical of perfect fluids. Hereafter we don’t insert the subscript “0” when we denote the background
field. Therefore, if

V(g) > %éQ, (1.23)

5
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Figure 1.1: Example of inflationary potential with a flat region. After the slow-roll of the inflaton field ¢, the
reheating phase starts. The field oscillates around the minimum of the potential and decays in other particles.
A¢ indicates the inflaton excursion between the horizon exit of a comoving scale and the end of inflation [3].

we see that
Py~ —py, (1.24)

which gives rise to a quasi-de-Sitter phase.

From this simple calculation we realize that a scalar field whose energy is dominant in the universe,
and whose potential energy dominates over the kinetic term, gives inflation. The condition (1.23) is
called slow-roll regime, during which V(¢) ~ constant provides accelerated expansion driven by the
vacuum energy density of ¢, which mimics an effective cosmological constant A.

The ordinary matter fields, in the form of a radiation fluid, and the spatial curvature K are usually
neglected during inflation because their contribution to the energy density is redshifted away during
the accelerated expansion.

1.4.1 Slow-roll parameters

We quantify now under which circumstances a scalar field may give rise to a period of inflation.
Considering the background scalar field ¢ (homogeneous and isotropic), the equation of motion (1.20)
becomes

¢+ 3Ho+V'(¢) =0. (1.25)

If the slow-roll condition ¢ < V(¢) is satisfied, the scalar field slowly rolls down its potential. Such
a period can be achieved if the inflaton field is in a region where the potential is sufficiently flat. Since
the potential is flat we may also expect that d) is negligible as well. We assume that this is true and
we quantify now this condition.
Requiring the slow-roll condition, the Friedmann equation (1.3) becomes
81G

H? ~ -5 (¢), (1.26)

where we assumed that the inflaton field dominates the energy density of the universe. Moreover,
assuming also ¢ negligible, we obtain the new equation of motion

3H¢ = —V'(¢). (1.27)
Using (1.27) and the slow-roll condition (1.23), we obtain

(v ,)2 2
7 <« H 1.28
< , ( )
and considering gb < 3H gﬁ,

V" < H. (1.29)
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These two conditions represent the flatness conditions of the potential, which are conveniently parametrized
in terms of the so-called slow-roll parameters. The slow-roll parameters quantify the slow-roll regime
dynamics in order to give predictions of specific models and to compare them with others and with
observations.
Firstly, we define the € parameter

H

H?’
which describes how much H changes during inflation. To relate this variable to the slow-roll relation
$? < V(¢), let us derive the first Friedmann equation (neglecting the curvature),

€ =

(1.30)

w =0, ST CE 1), (1.31)
obtaining
OHH = % (éq'é + V’(¢)¢'>). (1.32)
Now, inserting the equation of motion of the inflaton ¢ = —3H¢ — V' in (1.32), we obtain
H = —47G¢2. (1.33)
Finally, using H2 = (87G/3)V (¢),
€= —% = 47rGfI22 ~ ;)dez)), (1.34)

where the last equality si valid only in the slow-roll regime. Therefore, we can interpret € as the ratio
between the kinetic energy and the potential. Hence, assuming V (¢) > ¢?, we obtain

ek 1. (1.35)
Moreover, exploiting H d) ~ —V' we can write
éQ 1 V/ 2
e L (V) )
=IO = g\ v (1.36)

which means that if e < 1, V' is small and the potential is flat. Thus, ¢ quantifies the flatness of the
potential. ) '
Considering the second slow-roll condition ¢ < 3H ¢, we can define the second slow-roll parameter

as .
n=—2 <1 (1.37)
Hg
As we have done for ¢ we can relate this expression to the potential. To do this we can derive
¢ ~ —V'/3H, obtaining
p=—— + 5V (1.38)
Plugging this into the definition of 1 we obtain

v H V!
~3m? H23H¢ =

Ui nv — € (139)

where % ~ —1, and we have defined ny =
potential.
A successful period of inflation requires that e, |n| < 1. Moreover, exists a hierarchy of slow-roll

parameters: for example, one can define the slow-roll parameter related to the third derivative of the

potential R
¢=(a) (72) 1.10)

7

%. Thus, again, having n < 1 means to have a flat
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which is a second order slow-roll parameter. The third derivative of the potential corresponds to an
eventual self-interaction of the inflaton field. One can use these parameters with the data collected
from observations to reconstruct the shape of the potential. At first-order in the slow-roll parameters
e and 7 can be considered constant, since the potential is very flat and their derivatives are higher
orders in these parameters. In fact, it is easy to see that ¢, 7 = O(e2, n?).

If we write e = —H /H?, we can notice that

a:a:(aH):aH—kaH:aHz(l—}—m):aHQ(l—e). (1.41)

Thus, inflation can be attained only if ¢ < 1. As soon as this condition fails, inflation ends.
This condition alone can be sufficient to realise inflation. However, having also n < 1 assure that

inflation lasts for long enough. In fact, n = _H%;'s < 1 both ensures that inflation is an attractor

solution and that ¢> remains constant and small for long enough. In other words, 7 controls the
duration of inflation.

Despite the semplicity of the inflationary theory, the number of inflationary models that have been
proposed so far is enormous, differing for the kind of potential and for the underlying particle phyisics
theory. In the second chapter we will discuss about the most important models, but we just mention
here that the main classification in connection with the observations is the one in which the single-field
inflationary models are divided into three broad groups as “small field”, “large field” (or chaotic) and
“hybrid” type, according to the region occupied in the (e - 1) space by a given inflationary potential.

1.5 Inflation and Cosmological Perturbations

The description of the universe as a perfectly homogeneous and isotropic FRW model is an ide-
alitation. Actually, we are interested in deviations from homogeneity and isotropy that enable us to
characterise different models.

So far we have considered only the dynamics of a homogenous scalar field driving inflation. But
to investigate inflation models in more detail, and to test theoretical predictions against cosmological
observations, we need to consider inhomogeneous perturbations.

Besides the background inflationary dynamics we have the evolution of quantum fluctuactions of
the inflaton field d¢(t, x). In the inflationary model there are primordial energy density perturbations,
associated with these vacuum fluctuations, which survive after inflation and are the origin of all the
structures in the universe.

Once the universe became matter dominated (z ~ 3200), primeval density inhomogeneites (dp/p ~
107%) were amplified by gravity and grew into the structures we see today. The existence of these
inhomogeneities was in fact confirmed by the COBE discovery of CMB anisotropies.

In this section we summarise how the quantum fluctuations of a generic scalar field evolve during
an inflationary stage. For more details see [1], [2], [20].

1.5.1 Quantum Fluctuations

Consider for semplicity a scalar field ¢ (the inflaton) with an effective potential V(¢) in a pure
de-Sitter stage, during which the Hubble rate H is constant. We first split the field ¢(7,x) in the
homogeoneous classical part, ¢(7), and its fluctuations d¢(7, x),

¢(1,%x) = ¢(7) + 6¢(7,%) (1.42)

where 7 is the conformal time, related to the cosmic time t through dr = dt/a(t).
We consider the Fourier transform of the fluctuations

/ d3ke™*5p(T, k). (1.43)

do(r,x) = (271T)3

Redefining the scalar field as .
0p = ado, (1.44)

8
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we can promote it to an operator, which can be decomposed as

0p(7,x) = /(;jr)l;/Q [ug(T)ae™™ + uZ(T)aLe*’k'x], (1.45)

where we have introduced the creation and annihilation operators ay and aTk. The creation and
annihilation operators for ¢ satisfy the standard commutation relations

[ a] =0 [ax,af] = 6% (k- k), (1.46)
and the modes uy(7) are normalized, so that they satisfy the condition
upuy, — upuy = —i, (1.47)

where primes denote derivatives with respect to the conformal time 7.
Expanding the equation of motion for the scalar field (1.20) in the fluctuations d¢(7,x) in Fourier

space, we obtain

a’  o%V

ul (1) + |k* — o + W@
where mé = 0%V/0¢? is the effective mass of the scalar field. This equation describes an harmonic
oscillator with a frequency changing in time, due to the expansion of the universe.

The modes ug(7) at very short distances must reproduce the form for the ordinary flat space-time
quantum field theory. Thus, well within the horizon in the limit k/aH — oo, the modes should
approach plane waves of the form

ug() =0, (1.48)

1 —ikT
up () — ﬁe : (1.49)

Let us consider a special case where the inflaton is massless in a pure de-Sitter universe (my =
0, H = constant). In this situation, the equation (1.48) becomes

"

wp(T) + {kz — %} ug(T) = 0. (1.50)
Using adt = dt and a o< ef'* in a de-Sitter stage, we obtain
" 2 2
@ _ = =20 = (1.51)
a T T

where rg is the comoving Hubble radius.

Therefore, we can study (1.50) in two different regimes: the sub-horizon regime where \ppys <
H™' k? > a®?H? ~ d" /a, and the super-horizon regime where A\ppys > H !, k* < a?H? ~ d"/a.

In the sub-horizon case the equation of motion reduces to the wave equation

ufl + Kup =0 — up(r) = e kT, (1.52)

5~
oyl

and the field reads 1

Vek

from which we can notice that it has a decreasing amplitude |0¢| = 1/aVv/2k, which depends on the
inverse of a.
In the super-horizon regime we obtain the equation

o = ug/a = 2 e kT (1.53)

"

uf + Sy = 0. (1.54)
a

This equation is solved by
ugp (1) = B(k)a(r) + A(k)a™?(7), (1.55)

9



1.5. INFLATION AND COSMOLOGICAL PERTURBATIONS CHAPTER 1. INFLATION
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Figure 1.2: A plot of In(H~!/a) versus Ina shows the different epochs in the e-foldings calculation. The solid
curve shows the evolution from the initial horizon crossing to the present, with the dashed lines showing likely
extrapolations into the past and future. The condition for inflation is that In(H ~!/a) be decreasing. During
reheating and matter domination H~'/a o a'/? | while during radiation domination H ! /a x a. The recent
domination by dark energy has initiated a new era of inflation. The horizontal dotted line indicates the present
horizon scale. The number of e-foldings of inflation is the horizontal distance between the time when H~'/a
first crosses that value and the end of inflation [23].

where A, B are integration constants in 7 which depends on k. In terms of the field we get
5S¢ = B(k) 4+ A(k)a (1) ~ B(k) = constant, (1.56)

where we have neglected the decaying term which gets washed away by inflation.
We can fix the amplitude of the growing mode, B(k), by matching the (absolute value of) this
solution to the plane wave solution (1.53) when the fluctuation with wavenumber k leaves the horizon
(k= aH). This gives
1 H
Bk)| = —F—=—.
Bkl aVv22k  V2k3

Therefore, the quantum fluctuations of the original scalar field ¢ on super-horizon scales are constant,

(1.57)

oo = [l = H_
a 2k

From this simple computation we can see that inflation is able to provide a mechanism to generate
density perturbations (and gravitational waves). To understand what is going on, a key ingredient is
the decreasing with time of the comoving Hubble horizon (aH)~! during inflation. The wavelength of
a quantum fluctuation in the inflaton field soon exceeds the Hubble radius. The quantum fluctuations
arise on scales which are much smaller than the comoving Hubble radius, that is the scale beyond
which causal processes cannot operate. On small scales we can use the usual flat space quantum field
theory to describe the scalar field vacuum fluctuations. However, the inflationary expansion stretches
the wavelength of these fluctuations outside the horizon. The quantum fluctuations of the inflaton are
amplified (and frozen) on super-horizon scales, resulting in a net number of scalar field particles.

On large scales the perturbations just follow a classical evolution. Since microscopic physics does
not affect the evolution of fluctuations when their wavelengths are outside the horizon, the amplitude
of these inhomogeneites are ”frozen” and fixed at some nonzero value d¢ at the horizon crossing. The
amplitude of the fluctuations on super-horizon scales then remains almost unchanged for a very long
time, whereas the wavelength grows exponentially. Thus, these frozen fluctuations of the inflaton
are equivalent to the appearance of a classical field d¢ that does not vanish after having averaged

(1.58)

10
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over some macroscopic interval of time. Moreover, the same mechanism also generates a stochastic
background of gravitational waves.

The quantum fluctuations of the inflaton generate also fluctuations in the space-time metric, giving
rise to perturbations of the curvature R. On super-horizon scales curvature fluctuations are frozen
in and considered as classical. When the wavelength of these perturbations re-enters the horizon, in
the radiation or matter dominated epoch, the curvature perturbations of the space-time give rise to
matter (and temperature) perturbations dp via the Poisson equation. These fluctuations will then
start growing, giving rise to the structure we observe today (Fig. 1.2 from [23]).

1.5.2 Power spectrum

To characterise the properties of a perturbation field we introduce the power spectrum. Consider
a random field f(¢,x) that can be expanded in Fourier space as

R 1.59
f( 7X>_ (27T)3/2€ fk( ) ( * )
The power spectrum Py (k) can be defined by means the relation
% . 27‘1’2 (3)
(fia fiy) = —5 Pr(k)8 (ki — ko), (1.60)

where the angled brackets denote the ensemble average. The power spectrum measures the amplitude
of the fluctuations at a given scale k. Indeed, if we consider the last definition, the mean square value
of f(t,x) in real space is

(A(t,x)) = /ifpf(k:). (1.61)

To describe the slope of the power spectrum we define the spectral index ng(k),

_ dInPy
ne(k)—1= Tk (1.62)
For the inflaton field quantum fluctuations |[d¢y| = %,
Ly _ 2 25(3)
(061, 0dk,) = ﬁ|5¢k1\ 6" (k1 — ko). (1.63)
Therefore,
k3 9
Psy(k) = —19 1.64
5¢( ) 27_‘_2’ Qbk‘ 3 ( 6 )

with d¢p = uk/a.

1.5.3 Exact solution

Now we briefly recap how to solve exactly the equation of motion for the modes u (1.48). This
equation can be rewritten in the form of Bessel equation,

wp(T) + [kz - ]/2;21/4] ug(T) = 0. (1.65)

In this form it is equivalent to the Bessel equation
2y"(2) + 29/ (2) + (22 = vH)y(2) = 0, (1.66)
whose solutions are known to be of the form
up(r) = V= [er(k)HY (k1) + co(k) HP (= k)], (1.67)

11
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where H, l(,l) and HZEQ) are the Henkel functions of first and second kind, respectively. The parameter
v can be expressed in terms of the slow roll parameters. In the case of a quasi de-Sitter universe and
(little) massive scalar field we have the relation 3/2 — v ~ iy — €. The requirement of a light mass is
due to the fact that if mi > H?, §¢p, remains in the vacuum state and fluctuations get suppressed.
From now we omit the subscript “V” in 7.

If we impose that in the ultraviolet regime k > aH (—k7 > 1), the solution matches the plane-
wave solution e~/ V2k that we expect in flat space-time. Knowing the asymptotic beheaviour of
the Hankel functions on sub-horizon scales we obtain

2 ) - - 2 . ™ ™
Y N « SR
T e

and on super-horizon scales we have

2 i r
HW(z < 1) ~ \fe—’zzy—é” W) - (1.69)
o

We can set in (1.67) ca(k) = 0 and ¢ (k) = @ei(wré)g,
We finally obtain for the fluctuations |d¢y|

H [k \5v
|6dk| = ﬁ(ﬁ) ; (1.70)

yielding for the power spectrum (1.64)

2 3—2v
Py (k) = (%) (a%) , (1.71)
where v is given by 3/2 — v ~ 9y —e.

In the power spectrum just computed there is an inconsistency. In the computation the scalar field
is perturbed on a unperturbed spacetime. Thus, we should also include perturbations of the metric to
have a correct result. To do so, we need to consider scalar perturbations of the metric and use gauge
invariant quantities. But before doing that, we are going to consider the tensorial perturbations of
the metric: the gravitational waves.

1.5.4 Gravitational waves

Inflation predicts the existence of a scale invariant spectrum of primordial gravitational waves,
sourced by the same quantum fluctuations described in the previous sections. Gravitational waves are
only weakly coupled to matter fields, and move freely through the universe from the moment they are
produced.

The perturbations of the inflaton field will induce perturbations of the metric. This leads to a
stochastic background of gravitational waves (GW), which are represented by tensor perturbations
of the metric. A stochastic background of waves is a continuos set of waves, fully characterized only
by their global statistic properties. It consists of a signal coming from every direction in the sky. It
is different from the signals coming from astrophysical sources (merging neutron stars, binary black
holes...), which come from a specific direction in the sky. In this section we explain how inflation can
generate this stochastic background.

We start considering the perturbed spatially flat FLRW metric, where we neglect scalar and vector

perturbations,
ds? = —dt* 4+ a*(t)[6;; + hij]daidz;, (1.72)
with h;j, in the so called Transvere-Traceless gauge (TT gauge), are such that
hij=hji  hi=0 i =0. (1.73)
At linear level Einstein’s equations for h;; are
hij + 3Hhij — VZL“ =17, (1.74)

12
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where H%GT is a tensor, with the same properties of h;;, which is a source term coming from possible
anisotropic stress of the matter source. It is related to the last term of the stress-energy tensor of
a perfect fluid T,,, = (p + P)uyu, + Pgu + 11, called anisotropic stress tensor, which can get a
contribution in the case of astrophysical sources when we have a non vanishing quadrupole moment.
We will see that this term is also important to describe the gravitational waves emitted in the reheating
phase. However, at first order, it is vanishing during single field inflation and the equation of h;;
becomes

V2hij

a2

hij + 3Hhi; — =0, (1.75)
which is similar to the equation for the quantum vacuum fluctuation in the case of a massless scalar
field. Since there is no source term, GW are the intrinsic quantum fluctuations of the metric. Moreover,
they provide a smoking gun of inflation and would be the first ever detected evidence of quantum
gravity.

The equation (1.75) describes the evolution of the tensor h;j, which has 2 independent DOF,
corresponding to the two possible polarizations of GW A = (+, x). Such object can be decomposed
in Fourier space as

hij(r,x) =) / (;lgkg by (k, )y (), (1.76)
) (2m)
where eg\j(k) are the polarization tensors, which satisfy
ej=¢i =0 Keyk) =0, (1.77)
with normalitation conditions
ke (k) =0 (k) =ey(-k). (1.78)

Considering a plane monochromatic gravitational wave propagating in the Z direction in Fourier space

we have
1 0 0 1

hij(k,7) = hy(k, 7’)627; (k) + hx(k, 7)€ (k), (1.80)
and the tensor h;; satisfies
; . h
hix + 3Hhy + k2a—; =0, (1.81)

which is the same for each polarization state.
On super-horizon scales, ¥ < af, the solution for hy y is given by a constant plus a decaying
mode. Using the canonical normalitation

H /k\—«
|h+,x|—v32ﬂG|¢+,x|—\/m@<a—H) : (1.82)

On sub horizon scales (k > aH) we have hy x = %

For the power spectrum we obtain
k3 g 16 fHN\N2/ k \—2¢
Pr(k) = o (high) = — (=) (=) 1.83
(k) = o7 (i) M2 \2r) \aH (1.83)
where H indicates the Hubble rate during inflation and we have summed the two polarizations (4, x).

Therefore we can define the spectral index of inflationary gravitational waves as

dln Pr
nr= - = —2e. (1.84)

In the simplest models one has € > 0, so ny is always red-tilted (on smaller scales the amplitude

decreases). Since during inflation Py ~ H? and H? ~ MLQZ, detecting the tensor spectrum would give
p

us the energy scale of inflation (Ej,; =~ V1/4, see later).

13
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1.5.5 Primordial curvature perturbation

In the standard slow-roll inflationary models the fluctuations of the inflaton field are responsible
for the curvature perturbations. As said, they are (nearly) frozen on super-horizon scales. When they
re-enters the horizon lead to pertubations of matter that give rise the structure we see today.

To characterise the scalar and curvature perturbations we need gauge invariant quantities. A
complete treatment of this argument is in [2]. Here we just summarise the main points.

Consider the perturbed FRW metric at first order including only scalar perturbations and expressed
with the conformal time 7 = [ dt/a(t)

ds* = a*(7)[ — (1 +20)d7? + (1 — 2®)4;;dw;dz;]. (1.85)
The first gauge invariant quantity we consider is
A 0
(=d+ :Hpi,’, (1.86)

where H = d’/a is the Hubble parameter in conformal time and the prime denote differentiation w.r.t
it. ® is referred to as the curvature perturbation. This quantity, however, is not gauge invariant since
it changes under a transformation on costant time hyper-surfaces 7 — 7 + «. Instead, combining
the & transformation and the gauge transformation for scalars comes out that ¢ in (1.86) is gauge
invariant. This quantity is called gauge-invariant curvature perturbation of the uniform energy-density
hypersurfaces.

To obtain the { power spectrum consider another gauge invariant quantity called curvature per-
turbation on comoving hyper-surfaces. In the case of a stress-energy tensor of a single scalar field it
reads

. K
R=d+ g(&b. (1.87)
The comoving curvature perturbation R is related to the curvature perturbation ¢ by
2p k \2
(=R 7(7) v, 1.88
¢ * 9(p+ P)\aH (1.88)
where U is the perturbation that appears in the metric. From this relation we obtain that on large

scales R ~ —(.

In the previous sections we obtained the power spectrum of the primordial fluctuations of the
inflaton (1.71). However, we computed it without taking into account the perturbation of the metric.
To do so, we define a new gauge-invariant quantity called Sasaki-Mukhanov variable,

/
= — o, 1.
Q¢ 0p + K (1.89)

Introducing the field Q¢ = a@y the Klein-Gordon equation reads [2]

7 2 a” 2 2\A
where o2 G o
VvV  8r a’ .
2 OV oml a9
M¢ = 952 3 ( ¢ ) (1.91)

is an effective mass of the inflaton field. At lowest orders in the slow-roll parameters the latter
expression reduces to M% JH? = 31— 6e. Solving (1.90) by means of the Hankel functions, as we did in
the previous sections, we obtain at super-horizon scales and at lowest order in the slow-roll parameters
the complete solution

H k \3/2—v
ol= L (ky 192
Qo) = = (o (1.92)
where v ~ 3/2 4+ 3¢ — n. This solution leads to a power spectrum
HAN2/ k \3—2v
Py = (7) (—) . 1.93
9 27 aH ( )

14



CHAPTER 1. INFLATION 1.5. INFLATION AND COSMOLOGICAL PERTURBATIONS

Now, returning to the gauge-invariant curvature perturbation R (1.87), we can easily express it in
function of the Sasaki-Mukhanov variable. Using (1.89) results

= HEo
¢’ ¢
where we have expressed R in terms of the cosmic time. Finally, using (1.93), we obtain the power
spectrum of the curvature perturbation R,

2 _ 2
Py = (5.)2139 - (i)2<i)3 . (i)Q (1.95)
10) 21 aH 2/ *
where the asterisk denotes quantities evaluated at the epoch a given perturbation mode leaves the
horizon during inflation, that is k = aH. The last equation shows that the curvature perturbations
remains time-independent on super-horizon scales. In the uniform curvature gauge, where ® = 0,
we have ( ~ —Hdp/p'. So, we can connect the inflaton perturbations to observable quantities. The
solution obtained for ( is valid throughout the different evolution eras of the universe until the mode
remains super horizon.
From (1.95) we can easily obtain the spectral index of the curvature perturbation (at lowest order
in the slow-roll approximation)

: (1.94)

dlnng
Tk =3—2v=—6e+ 2n. (1.96)

ng—1=

Inflationary models predict a power spectrum of density perturbations very close to 1. The specific
case in which ny = 1 is called Harrison-Zel’dovich spectrum, and means that the amplitude of the
inflaton pertubations does not depend on the cosmological scale.

The curvature mode is the quantity which allows to connect the primordial perturbations produced
during inflation to the observables. This result comes from the fact that in single-field slow roll models
the intrinsic entropy perturbation of the inflaton field is negligible on large scales. This result holds
also during the reheating phase after inflation [2].

1.5.6 Consistency relation

In the single-field models an important consistency relation holds. To derive it, we introduce the

P T(k*)
P S (k*) ’
that yields the amplitude of the GW with respect to that of the scalar perturbations at some pivot
scale k..

We can rewrite the power spectrum Py in (1.95) as function of the slow-roll parameters using the
fact that ¢ = —H/H? = 47G¢2/H?, obtaining

P =2 (5) o)™ (.9

tensor-to-scalar ratio

r(ke) = (1.97)

that yields r = 16e.
Furthermore, we have shown that a nearly scale-invariant spectrum of tensor modes is expected,
being np = —2¢. Therefore, at the lowest order in the slow-roll parameters, one finds the consistency

relation
r = —8nr. (1.99)

This equality can be proved only with a measure of the tensor power spectrum (not only the amplitude,
but also its spectral index i.e. its shape).

Since a large spectral index would invalidate the consistency relation, it will be very hard to measure
any scale dependance of the tensors assuming the consistency relation valid. The current best bound
on r comes from the joint analysis of Planck and BICEP /Keck 2018, which yields r» < 0.032 at 95%
C.L. for k. = 0.05 Mpc~! [9].
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Finally, we can connect the energy scale of inflation to the tensor-to-scalar ration r. From H? =
8rGV/3 =V/ 3M§l we can link the energy scale of inflation, at the time when the pivot scale leaves
the horizon, directly to the parameter € using (1.98),

V = 247% M, Pre = (37 Pg/2) Mr. (1.100)

Thus, considering the scalar amplitude estimated by the Planck Collaboration [22], one gets the
following relation between the energy scale of inflation at the time when the pivot scale leaves the
Hubble radius, and the tensor-to-scalar ratio:

4 T

= (1. 106 L
V = (1.88 x 10*GeV) 510

(1.101)
Then we have a direct link between r and the energy scale of inflation.

In the next chapter we will overview the most important models of inflation and we will introduce
the important stage of reheating by means of a toy model. The reheating phase is the main focus
of this work since it leads to very interesting effects and physics. Moreover, the gravitational waves
generated by reheating are very different from those generated by inflation and could be detected by
future experiments providing an observational window of such period.
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Chapter 2

Inflation Zoology and Reheating

So far we have not discussed the form of the inflaton potential, V' (¢). A simple model of inflation
was proposed by Guth in 1981 to solve the horizon and flatness problems discussed in the first chapter
[5]. In this model, called Old Inflation scenario, the inflaton is initially trapped in a metastable false
vacuum during inflation. Subsequently it moves towards the true vacuum via a first-order transition.
In this scenario inflation is then an exponential expansion of the universe in the supercooled false
vacuum state that makes the universe very big and very flat. However, as pointed out by Guth in the
paper, this type of inflation produces a random nucleation of bubbles that lead a highly inhomogeneous
universe.

This problem is solved by the New Inflation in 1981-1982 [25] . In this model, inflation may begin
either in the false vacuum, or in an unstable state at the top of the effective potential. Then the
inflaton field slowly rolls down to the minimun of the potential. However, the useful part of inflation
responsible for the homogeneity of the universe does not occur in the false vacuum state in this model.
Unfortunately, also this picture has problems. It works only if the effective potential of the field ¢
has a very flat plateau near ¢ = 0, which is somewhat artificial. Moreover, in most versions of this
scenario the inflaton field has an extremelly small coupling constant, so it could not be in thermal
equilibrium with other matter fields.

However, in the beginning of the 80’s, on the basis of all available observations (CMB, abundance
of light elements) everybody believed that the universe was in a state of thermal equilibrium from
the very beginning and the stage of inflation was just an intermediate stage of the evolution of the
universe.

In the 1983 the Chaotic Inflation resolved all problems of old and new inflation [26]. According
to this scenario, inflation may begin even if there was no thermal equilibrium in the early universe
and it may occur in the scenarios with simplest quadratic potential. Moreover, it is not limited to
theories with polynomial potentials: chaotic inflation occurs in any theory where the potential has a
sufficiently flat region, which allows the existence of the slow-roll regime, as described in the previous
chapter. A review of the hystory of inflation can be found in [27].

The different kinds of single-field inflationary models can be classified in the following way. The
first class consists of the large field models, in which the initial value of the inflaton is large and it slowly
rolls down towards the potential minimum at smaller ¢. Chaotic inflation is one of the representative
models of this class. The second class consists of the small fied models, in which the inflaton field is
small initially and slowly evolves toward the potential minimum at larger ¢. An example of this type is
new inflation. The third class consists of the hybrid inflation models, in which inflation typically ends
by a phase transition triggered by the presence of a second scalar field. Several models of inflation can
involve a coupling with gauge fields or other scalar fields. These models are very interesting because
they can give rise to a source of gravitational waves and curvature perturbations [3].

The main reheating models discussed in the literature are concentrated on the end of inflation in
the chaotic and hybrid scenarios. Thus, in the first part of this chapter we review these important
models. Beside that, we discuss also the Guth and natural inflation models (the second is an example
of small-field model). In the second part, we start to focus on the main topic of this work: the
reheating phase. We’ll start considering an elementary, simple scenario of reheating. From chapter 4
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we will see that, instead, reheating models have very complicate and non-linear dynamics.

2.1 Inflationary Models

2.1.1 Guth’s Inflation

We start from the Guth model of inflation because it contains very interesting points such as
entropy production and the random nucleation of bubbles, phenomena that also occurs in the non-
linear stages of reheating [5]. This model was introduced to solve the horizon and flatness problem:
initially, indeed, the early universe was assumed to be highly homogeneous, despite to the fact that
separated regions were causally disconnected, and the initial value of the Hubble constant had to be
extremelly fine-tuned to produce the flat universe we see today.

In this scenario the universe is assumed to be homogeneous and isotropic, and then is described
by the Robertson-Walker metric that we rewrite:

ds® = —dt? + aQ(t)[ + 77 (d6* + sin29d¢2)], (2.1)

d
1— kr2

where £ = +1,—1,0 denotes a closed, open, or flat universe; a(t) is the scale factor. As seen, the
evolution of the scale factor is governed by the Friedmann equations

&G k

H?>="p— = 2.2
5P (2.2)
a ArG
- i P 2.
S — -T2 (p+3P), (23)
where H is the Hubble constant. We rewrite the conservation of energy as
d 3 d 3
ol = _p— . 2.4
= (pa®) = —p (@) (24)
In the standard Big-Bang model one also assumes that the expansion is adiabatic,
d
%(sag) =0, (2.5)

where s is the entropy density.

To study the evolution of the universe we need an equation of state for matter. At high temper-
atures, however, is a good approximation to consider an ideal quantum gas of massless particles. Let
9«(T) the effective number of degrees of freedom, the thermodynamics functions are given by

7.(.2

p=350-(T)T" (2.6)
7.(.2

5= 24—5g*(T)T3 (2.7)

n= ij)g’(T)T?’, (2.8)

where n denotes the particle number density and ((3) = 1.202... is the Riemann zeta function. We
can rexpress the second Friedmann equation (2.2) solely in terms of the temperature. To do so, we
substitute (2.6) in (2.2) obtaining

B A3 @
45

where we have neglected the curvature term K/a?. The conservation of entropy equation (2.5) yields

H? g T%, (2.9)

$+3Hs =0. (2.10)
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Figure 2.1: Guth’s potential in the old inflation. The inflation is achieved when the inflaton field is trapped in
the false vacuum. [24].

Using (2.7) in this equation we obtain a direct relation between the Hubble constant and the temper-
ature .
T
H=—— 2.11
T ? ( )
which, substituted in (2.9), yields the Friedmann equation (2.2) expressed only in terms of the tem-
perature T:

(5 - v e

Guth in his paper stated that to solve the horizon and flatness problems it is crucial the violation of
the adiabaticity condition by means a huge entropy production during the inflationary stage. Suppose
that the equation of state for matter exhibits a first-order phase transition at some critical temperature
T, (of the order of the GUT scale Tgyr ~ 1014—10'® Gev). For example, we can have a phase-transition
which causes a SSB of a group of a GUT theory. At higher temperature than 7T, the inflaton is in
thermal equilibrium with other particles. As the universe expands, the system is not cooling toward
the true vacuum, but rather towards some metastable false vacuum with an energy density pp which
is necessarily higher than that of the true vacuum. The inflaton is trapped in this state (Fig. 2.1
from [24]). Then, with a good approximation, we can rewrite the energy density (2.6) as

2
7T
p(T) = 259-(T)T" + po, (2.13)
where the value of pg is positive and is determined by the particle theory. We can rewrite (2.12) as
T\2 4rx? 81
=) = —Gg.(T)T* + —po. 2.14
<T> a5 G9:(D)T" + —=po (2.14)

When the temperature is low enough, the pg term dominates over the other term in the RHS of this
equation, and one has

T(t) ~ const x e~ %, (2.15)
where 8r
T
& == ro (2.16)

Suppose that this supercooling continues down to some temperature Ts, many orders of magnitude
below T.. Since from (2.12) we have aT = const, we finally obtain

a(t) = const x et (2.17)

The universe is expanding exponentially, in a false vacuum state of energy density pg. In other words:
if we consider initially the universe in thermal equilibrium (at least locally, in some regions), then
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Figure 2.2: Example of chaotic inflation potential. A¢ indicates the inflaton excursion between the horizon exit
of a given comoving scale and the end of inflation. Chaotic inflation is an example of large-field models [3].

when the temperature of such regions falls below T, the effective potential of the inflaton field changes
and at least another minimum of the potential appears (true vacuum). However, the inflaton initially
remains in the false vacuum and we have inflation.

The universe will continue to supercool as it expands. Suppose that this cooling continues down to
some temperature Ty, many orders of magnitude below T.. When the field passes from the false vacuum
to the true vacuum (by means quantum tunneling or in a classical way), the system undergoes a phase
transition of the first order by means the generation of bubbles. When finally the phase transition takes
place at T the latent heat is released and the universe is reheated at some temperature comparable
to T.. We have the reheating stage.

As the universe expands and cools through the critical temperature T, we have a nucleation of
bubbles caused by the tunneling of the inflaton field from the false vacumm to the true one. The
bubbles form randomly and we can introduce a certain nucleation rate A(t), which is the probability
per (physical) volume per time that a bubble will form in any region which is still in the high-
temperature phase. We can imagine that the bubbles start at a point and expand at the speed of
light. The crucial issue of this picture is that to solve the horizon and flatness problems the nucleation
rate A\(t) needs to be slow compared to the expansion rate of the universe. This leads to disastrous
consequences. First af all, the latent heat released as a bubble expands is transferred initially to
the walls of the bubble. This energy can be thermalized only when the bubbles walls undergo many
collisions. As time goes on, we obtain regions of the universe occupied by separated clusters of these
bubbles that grow in size. The range of these bubbles is immense. However, in these regions the
clusters do not join together to form an infinite region (percolation). It can be shown that the system
percolates for large values of \/¢*, but for sufficiently small values it does not. Without a sufficient
collision of these bubbles we obtain an extremely dishomogeneous universe, far away from the current
observations.

2.1.2 Chaotic Inflation

Consider a theory of a scalar field ¢ with effective potential V' (¢) = Vi = const > 0. There are no
reasons to expect that the classical field ¢ is equal to any particular value (e.g. ¢ = 0) in the entire
early universe. Instead, we expect that all values of the field ¢ may appears in different regions, with
equal probability, varying from —oo to 4+oco in different points of the universe. This is the idea of
Chaotic Inflation [26].

The only constraint we assume on the field ¢ in the early universe is that (9,¢)* < M3 for
uw=0,1,2,3, since otherwise the corresponding part of the universe would be in the pre-planckian era,
in which the classical description is impossible.

For example, we can study the simplest model of a scalar field ¢ with a mass m and with the
potential energy density V(¢) = %2¢2 (Fig. 2.2 from [3]). Accounting for the expansion of the
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universe with Hubble constant H = a/a, the system is described by the equation of motion of the
field ¢ ) '
b+ 3Hp = —m>¢. (2.18)

As said, the second term in the LHS of this equation can be interpreted as a friction term. The
Friedmann equation (2.2) for a homogeneous universe containing the scalar field ¢, yields

H? = ¥p¢ = ? (¢'>2 + m2¢2), (2.19)
where we have used (1.22) and neglected the curvature term.

From the last equation we see that if the scalar field ¢ initially was large, the Hubble parameter H
had to be large too and then the friction term. This means that the scalar field during inflation was
moving very slowly, as a ball in a viscous liquid. Therefore, the energy density of the inflaton, unlike
the density of ordinary matter, remained almost constant and the expansion of the universe continued
with a high speed.

Soon after the beginning of this regime (rapid expansion of the universe and slow motion of ¢) we
obtain ¢ < 3H¢ and gﬁ'z < m?¢?, yielding

a ArG
H= o= ngb. (2.20)
This equation shows that if the field ¢ changes slowly, the size of the universe in this regime grows
approximately as eff* with H given by (2.20).

In this model inflation does not require initial state of thermal equilibrium, supercooling and
tunnelling from the false vacuum. This means that, in this scenario, there is no bubble nucleation and
then the problems seen with Guth’s model are avoided.

When inflation ends, the scalar field ¢ begins to oscillate near the minimun of V(¢). As any rapidly
oscillating classical field, it looses its energy by creating pairs of elementary particles. These particles
interact with each other and come to a state of thermal equilibrium with some temperature 7,.. From
this time on, the universe can be described by the usual Big-Bang theory.

To have an idea of the huge expansion of the universe during inflation we can consider the mass
m of the inflaton about 10_6Mp, and an initially closed universe with initial size [ ~ M, L. Moreover,
we assume as initial condition for the energy density p ~ 1 of the scalar field. From p < 1 we can
consider this domain as classical universe.

Solving (2.20) comes out that the total amount of inflation achieved starting from V(¢) ~ 1 is
of the order of 10'°"° | . In this model the total duration of inflation is about 1073° seconds. From
investigations of this period, if we consider the initial size of the universe small as the Planck size [,
~ 10733cm, after 10730 seconds of inflation the universe acquires a huge size of | ~ 1010 e [27]. This
value is model dependent, but in all realistic models the size of the universe after inflation appears to
be many orders of magnitude greater than the size of the part of the universe which we can see now,
1 ~ 10%¢m. Thus, most of the problems of the old cosmological theories are immediatly solved.

If the universe initially consisted of many domains with chaotically distributed scalar field ¢, then
domains with a value of the inflaton too small never inflated. Thus, the main contribution is given by
those domains which originally contained large scalar field ¢. Inflation of such domains creates very
large homogeneous islands out of initial chaos, each one much greater than the size of the observable
part of the universe.

Other examples of models of chaotic inflation are based on polynomial potentials. The first po-
tential proposed by Linde, when he suggested the chaotic inflation scenario, was V(¢) = %qﬁ‘l [26].
However, the main idea of this type of inflation is quite generic. One can consider any particular
potential V(¢), polynomial or not, with or without spontaneous symmetry breaking, and study all
possible initial conditions without assuming that the universe was in a state of thermal equilibrium.

2.1.3 Small-field models

The small field models are characterized by the following potential around ¢ = 0:

V(o) =Vo[1 - (ﬁ)”], (2.21)
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Vi)

Figure 2.3: Natural inflation potential. This is an example of small-field model [19].

which may arise in spontaneous symmetry breaking. An important example is Natural Inflation model
where a Pseudo Nambu-Goldstone boson (PNGB) playes the role of inflaton [28]. The PNGB potential
is in the form

V() = A1+ cos(¢/ f)], (2.22)

where the two mass scales A and f characterize the height and width of the potential, respectevely
(Fig. 2.3 from [19]). The potential has a unique minimun at ¢ = wf. The typical mass scales for
successful inflation are of order f ~ My ~ 10" Gev and A ~ mgyr ~ 10'%Gev. For temperatures
T < f the global symmetry is spontaneously broken. These mass scales arise in particle physics
models, for example in superstring theories.

We can describe the evolution of the field as

b+3Hd+Td+V'(¢) =0, (2.23)

where I is the decay rate of the inflaton. When the temperature T < A, in regions of the universe with
¢ initially near the top of the potential, the field starts to slowly roll down toward the minimum of
the potential. In those regions the energy density of the universe is quickly dominated by the vacuum
contribution and the universe expands exponentially. The slow-roll regime is characterized, as in the
previous models, by gb < 3H qﬁ and the initial conditions for the field ¢, as in chaotic scenario, are
random.

At the end of the slow-roll regime we have the reheating phase. The field ¢ begins to oscillate about
the minimun of the potential and gives rise to particle and entropy production. During this process the
energy of the inflaton is converted in radiation in a time ~ I'~!. If I' > H, then the reheating process
takes less than an expansion time (~ H~!) and the coherent field energy is efficiently converted into
radiation, reheating the universe to a temperature [29]

45 \1/4
T :( ) Hmy)Y2, 2.24
ri = I3, (Hmyp) (2.24)
where g, counts the effective number of relativistic degree of freedom.

On the other hand, if I' < H, then the reheating process takes longer than an expansion time.
Until ¢ ~ I'~! the field continues to oscillate about the minimun of the potential. When ¢ ~ I'"! these
oscillations are damped (in a few expansion times), reheating the universe to a temperature

45 \1/4
TRH:(M) (D)2, (2.25)

The decay rate can be evaluated as
I~ g2AS/f5, (2.26)

22



CHAPTER 2. INFLATION ZOOLOGY AND REHEATING 2.1. INFLATIONARY MODELS

“Pc

Figure 2.4: Hybrid inflation potential. The field rolls down the potential up to the critical value ¢., and then
reaches the true minimum of the potential ¢ = 0,0 = g9 = v [3]

where g is an effective coupling constant (for example, in the axion model [30], g o agps for two-photon
decay). For f =my and g, = 103, we find that Tgy ~ 10'* Gev in the first case (I' > H) and Try =~
108¢g Gev in the other case (I' < H). Since generally we expect that g < 1, the reheating temperature
will be Try < 108 Gev [28]. This can have very insteresting application in GUT baryogenesis models
(see [28] and [29]).

2.1.4 Hybrid models

In this type of model inflation ends because of the combination of several scalar fields. In particular,
we have a scenario with two interacting scalar fields where inflation ends by a rapid rolling (waterfall)
of a second scalar field o besides the inflaton, triggered by the slow rolling of the field ¢ [31].

An example of effective potential from this type of model is given by

1

V(Uv ¢) = ﬁ

2 2
(M2~ Ao?)? + %& + %&02. (2.27)
When the fields have large value their effective mass squared are both positive and the potential has
the symmetry o <> —o. The potential has a maximum at ¢ = ¢ = 0 and a global minimum at ¢ = 0,
o = 09 = M//X where the symmetry is broken.
The effective mass squared of the field o is obtained by deriving the potential two times with
respect the field o:

my =V (0,¢) = —M? + g*¢”. (2.28)

Since the curvature of the effective potential in the o-direction is much greater than in the ¢-direction,
we expect that at the first stages of expansion of the universe the field o rolled down to o = 0, whereas
the field ¢ could remain large for longer time. Thus, we can consider the motion starting at large ¢
(where the effective mass of the o field is large), with the field sitting at the minimum of the potential
at o = 0.df

During the slow-roll of the field ¢, the effective mass of the triggering field is m2 = g?¢? — M2.
As soon as the field ¢ acquires the critical value ¢, = M /g, fluctuations of the massless o field trigger
the symmetry breaking phase and inflation ends.

If the bare mass M is large compared with the rate of expansion H of the universe, the transition
will be instantaneous and inflation will end very rapidly. Instead, if the M parameter is of the order
of H, then the transition will be very slow and we can have a few more e-folds of inflation after the
phase transition. When o = 0 the effective potential becomes

M4 m2 ¢2

V(¢):K+ 5

: (2.29)
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Since during inflation the scalar field ¢ is of the order ¢. = M /g, if m? < g>M? /) we obtain for the

potential the expression
M4 m2 ¢2 M4

= ~ 2.
V(6,00 = o + T o (2:30)
and for the Hubble rate, under this condition,
871G 8t M*  2xM*
H?>~ " "V($,0)~ —— =" 2.31
3 (6,0) 3M§l 4\ 3/\Mp21 ( )

This means that, under the condition m? < g?M?/), we obtain inflation for ¢ > ¢.. In this case the
inflation is driven by the vacuum energy density V(0,0) = M%/4\.
The complete equation of motion of the field ¢ is

b+ 3Hd = —(m? + g°>)o. (2.32)
As said, during inflation o = 0 and one can neglect ¢ in the equation of motion for the field ¢, yielding
3H¢ = —m>¢. (2.33)

It is then possible to integrate the evolution equation of ¢, obtaining

m2

O(N) = gee™ 1o, (2.34)

where N = H (t. — t) is the number of e-folds to the phase transition.

We can study the beheaviour of the fields ¢ and o after the time At = H~! = \/%%, from
the moment ¢, when the field ¢ becomes equal to ¢.. Considering the equation of motion of the field
during inflation (2.33), during the time At, the variation A¢ is

B m2¢c - m2M B )\szgl

A¢ = = = . 2.
¢ 3H?2 3H?g 2wgM?3 (2.35)
Thus, the value of the field after At becomes
M )\mQle
Ap=—|1— 71)). 2.
Die— g ( 2m M4 (2.36)
Moreover, after t. — At the value of the negative mass squared of the field o (2.28) becomes
Am? M3
2 2 pl
- M = _ 2.37

where the square of the field ¢ is obtained expanding the square of (2.36) (we are working in the
regime M2 > Am?/g?).

The value of M?(¢) is much greater than H? for M3 < )\mMgl (see (2.31)). This means that the
field o within the time At ~ H~! rolls down to its minimum at o(¢) = M(¢)/V/A, rapidly oscillates
near it and loses its energy due to the expansion of the universe. It can be checked that the field ¢ rolls
down very fast towards the minimum of its effective potential within a time much smaller than H ! if
M3 < ﬁgmMﬁl. Thus, under these conditions inflation ends in this theory almost instantaneously,
as soon as the field ¢ reaches the critical value ¢. = M/g.

Considering the reheating phase at the end of this type of model, it will be important the following
consideration. According to the classical equation of motion, the field ¢ = 0 cannot change its value
because the first derivative of the effective potential at ¢ = 0 vanishes. The spontaneous symmetry
breaking, in this case, occurs due to the exponential growth of quantum fluctuations. Indeed, writing
the (negative) effective mass squared of the field —m2(¢) = (¢ — ¢.), we immediately see that it
vanishes at the critical point, but becomes large and grows up to m2(0) = M as the field ¢ slides
towards ¢ = 0. This leads to a fast growing of quantum fluctuations of the scalar field o, producing
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an inhomogeneous distribution of the field o with < ¢ >= 0. We will return to this in a more detailed
way later.

Quantum fluctuations of the inflaton field produce metric perturbations R ~ Hd¢p/ 6, where 8¢ is
the amplitude of the field fluctuations when they cross outside the Hubble scale. Appying (1.95) with
the solution (2.34) we obtain

¢ = —(Hro)e™, (2.38)
and ) o1
H 1 g°M

Po=(gam)e N = 5 e, 2.39

* 4222 2 671')\]\/[51 ‘ (2:39)

However, another more accurate way to compute this spectrum (2.39) is in [32]. The only difference
is that the spectrum (2.39) is multiplied by C(r)? where C(r) = T'[3/2 — r]/2'T[3/2] =~ 1 in the limit
m < H. Moreover, [32] evaluated the spectral tilt as

dlnpgz
B e 2.4
R dink (2.40)

Note that the tilt is always greater than one in this model.

Hybrid inflation is also a version of the chaotic inflation scenario. The main difference between
this scenario and the simplest versions of the one-field chaotic inflation is in the way inflation ends.
In the theory with a single field inflation ends when the potential of this field becomes steep. In the
hybrid picture, instead, inflation ends due to the presence of another scalar field that triggers the
waterfall. Several extensions of this scenario became quite popular in the context of supergravity and
string cosmology.

2.2 Observations

Inflation is not just an interesting theory that can resolve many problems of the standard Big-Bang
Cosmology. The inflation paradigm made several predictions, which can be tested by cosmological
observations.

The first important prediction is that the universe must be flat, and in most models Q = 14+ 104
An other important prediction is that inflationary perturbations generated during a slow-roll regime
with €, < 1 have a nearly flat spectrum with ng close to 1. In general, the spectrum of inflationary
perturbations usually is slightly non-flat. It is possibile to construct models with ng extremely close
(or even exactly equal) to 1, but the small deviation of the spectrum from the exact flatness is one of
the distinguishing features of inflation.

Perturbations of the metric could be scalar, vector or tensor. Inflation mostly produces scalar
perturbations, but it also produces tensor perturbations with nearly flat spectrum, and it does not
produce vector perturbations. As seen in the first chapter, there are important relations between scalar
and tensor perturbations produced by inflation. The perturbations coming from inflation produce
specific peaks in the spectrum of CMB radiation. It is possible to violate each of these predictions if
one makes inflationary theory sufficiently complicated. For example, it is possible to produce vector
perturbations of the metric in the models where cosmic strings are produced at the end of inflation,
which is the case of some other models of hybrid inflation. However, it is difficult to do so, and most
of the inflationary models obey the predictions above [27].

The most recent constraints on inflation comes from the 2018 Planck measurements of the CMB
anisotropies [33]. The Planck mission estimates the spectral index as

ns = 0.9626 + 0.0057 (68%C.L.), (2.41)
and the curvature constraint
Qg = 0.0007 £ 0.0037 (95%C.L). (2.42)

Moreover, the tensor-to-scalar ratio r is estimated, assuming that it satisfies the consistency relation

(nr = —7/8) [9],
70.05 < 0.032 (95%C.L.). (2.43)
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Figure 2.5: Classification of inflationary models in the ng — r plane. The line r = (8/3)(1 — nx) marks the
border of large-field and small-field models, whereas the border of large-field and hybrid models correspond to
r=38(1—nx) [19].

To characterize the system we can write the power spectra w.r.t a pivot scale kg as power laws

k\nr k\ns—1
Ar(k) = Ar(ko) () AR) = Aclko) () (2.44)
0 0

obtaining a set of 4 observables: 2 spectral indeces and 2 amplitudes. Assuming the consistency
relation true, we can reduce the DOF to 3. Exploiting the normalitation of CMB anisotropies on large
angular scales AT/T ~ 1075 [34], one can constraint one of the two amplitudes since it contains both
¢ and GW contributions. From experimental constraints on amplitudes and spectral indeces we can
also constraint the slow-roll parameters since ny = —2¢ and ng — 1 = 2n — Ge.

The usually chosen DOF to classify inflationary models are taken to be (r,ny), from which we build
the parameter space. In the (r,ns) plane we have that different classes of models (small-field, large-
field, hybrid models) occupy different regions. Indeed, we can consider the parameter n ~ M, V" /V,
and rewriting the tensor-to-scalar ratio in terms of the slow-roll parameters as r = 16¢, we obtain

"

r(ns,n) = g(l —ng) + %Mglvv.

For n < 0 we have small-field models, for 0 < n < 2¢ we have large-field models and hybrid models

provide 1 > 2¢. The hybrid models are almost excluded by observation yielding ny < 1. As mentioned,

even if we are considering only the simplest models which realise inflation, there is still a large variety of

them (”zoology”). In addition, one can see that large field models tend to produce more gravitational
waves than small ones.

(2.45)

2.3 Reheating

In this section we start to discuss one of the main focus of this thesis: the reheating stage after
inflation. As said, after inflation the standard FLRW radiation dominated universe should start
in order to recover the standard Big-Bang model of the universe. However, during the accelerated
expansion of the universe T ox a~ ! =~ e H*. Then, at the end of inflation the temperature becomes
too small to allow a good Thermalization of the particles, and then to start the radiation dominated
era. This is the reason why we need a post-inflation period in which the universe is reheated, and
which comes just before the radiation dominated era. For now, we present a toy, elementary model
of reheating. From Chapter 4 we will investigate deeply such a period and we will see, actually, that

this phase leads to very interesting non-linear physics and dynamics. For reference see [35].
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Figure 2.6: Tlustration of slow-roll inflation and reheating. In (a) we have barrier penetration (if needed); (b)
is the stage of slow-roll; and (c) the coherent oscillations about the minimum of the potential [35].

We start considering the simple single-field model discussed in the first chapter,

£ = 30" 0,00,0 — V(6). (2.46)

Inflation ends when the slow-roll parameter € reaches the value 1, which implies that also n = 1.
Indeed, this happens when the curvature V" of the potential starts to become non negligible, implying
that the flat region in which the slow-roll takes place has ended. This stage is equivalent to say that
V" ~ H?, that means n ~ 1 from (1.39) (we recall that we have renamed 7y as 7).

From this moment the second derivative of the potential starts to increase, becoming greater than
the rate of the expansion of the universe, and the inflaton begins to oscillate around the minimum
with a high frequency w. This leads to V” o« w? > H?. Moreover, the inflaton not only starts to
oscillate with high frequency around the minimum of the potential, but it also decays with a rate I'y
to lighter relativistic particles that reheat the universe.

We can then modify the equation of motion for the inflaton field in a way that takes into account
its decay,

¢+ (3H +Ty)d+ V'(¢) = 0. (2.47)

We remark that the decay rate is a rate such as H, and then they should be multiplied by qﬁ Consider
now the energy density of the inflaton py = %QSQ + V(¢), and compute the time derivative

o= db 4V (2.48)
Multiplying (2.47) by &, and using the last expression, we obtain
pg+ ¢2(BH? +Ty) = 0. (2.49)

Moreover, using the fact that the typical time of oscillation is much smaller than the characteristic
time of expansion, we can take an average over a period of oscillation such as

1 . .
- < ¢2 >pe7"iod =< V(¢) >pe7"iod — Py = < ¢2 >period . (250)

2
Finally, the final form of (2.49) reads
Py + (3H + F¢)p¢ =0. (2.51)
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LOG (p)
)
4
M- Py
aR™S .
2 2
Tan M | X pLs
£
T:H wle
[« 9
ar™®
Py 3
Tt = LOG (R)
SLOW- COHERENT L RADN
ROLL f OSCILL ATIONS T DOMINATED
END OF REHEAT
INFLATION

Figure 2.7: Summary of the evolution of py, p, and S during reheating [35].

To solve this equation, we consider the general solution

t
po(t) = poce A0, A= [ G +T (2.52)
tOSC

where pose denotes the initial condition at t,s., the time at which the inflaton begins to oscillate. The
solution for A(t) reads

t . "
At) = / (39 n I‘¢) dt = 31n (a( )) F T (t — tose), (2.53)
tose a Aosc
and substituing in (2.52), we finally obtain the solution
A \T3 (1 —tose)T
Py = posc(—> e ose)l e, (2.54)
Qosc

From this equation we obtain an interesting feature of this system: during the oscillation phase the
inflaton beheaves as non-relativistic pressureless matter. Moreover, we can impose as initial condition
posc = M*. The exponential extra factor accounts for the decay of the field.

We can summarize the situation. After the end of inflation, as a consequence of the no-more
negligible curvature of the potential, the inflaton field moves towards the minimum and starts to
oscillate around it with high frequency. At times ¢ near to t,s the decay of ¢ is not efficient and py
decreases essentially as a=3. However, the field ¢ starts to decay with a rate I's. Because of these
contributions the energy density of the inflaton decreases, but still dominates the energy density of
the universe. As time passes, the decay starts to become important, and at tgecqy ~ 1/I'y becomes
very efficient. At this point the energy density of the inflaton starts to be very strongly suppressed
and that of the relativistic particles increases (Fig. 2.7 from [35]).

The presence of the new term I'y, related, to the decay of the inflaton field, brings to a modification
also to the equation for the energy density of radiation, which becomes

pr + 4Hp, =Tgpg. (2.55)

As we said, from tog. ~ H™! ~ ot/ M 2 to tdecay ™ I'~! the field oscillates but, although in principle
it can decay, this process is still not efficient. Lighter particles begin to be produced in a slow way
and their energy is still dominated by that of the inflaton, which energy continues to decrease. As a
consequence of this peculiar phase p, has not the particular beheaviour a =%, which is expected in the
standard radiation dominated era, but the universe is still dominated by a matter-like field. In such
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a phase the scale factor evolves as a o t2/% and the Hubble constant reads H = 2 /3t. Thus, starting
from (2.55) we can write

) 8 a \3

pr+ 7pr = Fd)/)osc(i) ) (256)

3 osc

where we have evaluated the expression near t,s. ~ My /M 2 neglecting the exponential term in Péb-
Considering the time beheaviour of the scale factor and pys. = M, this equation yields

t -2 TyM?
) ~ 0P (2.57)

. 8
pT _% 4471)T ~ IW¢ZV[4 ( tz

3t

tOSC

To solve this equation we can search solution for p, o t%, taking as initial condition p,(t,s.) = 0. We
can use also the general solution

Ty M

t
pr(t) = cine™ 4O 4 e [ dt! (g(t)eAD), gt = =5

tose

(2.58)

where ¢;;, denotes the initial condition. Putting p(t,s.) = 0, it is easy to see that ¢;,, = 0. The A(t)
term is given by

t
8 8
At) = /t @dt’ = §ln(t/tosc). (2.59)
Finally, the integral term in (2.58) yields
2 2
/t dt,rd)Mpl ( t )8/3 _ 3F¢Mpl (t5/3 B t5/3> (2 60)
fose t/2 tosc 40 t(g)ég) osc/* .
Putting all inside (2.58), we obtain
9 TyM? £ \-5/3
pr = — ¢ }ﬂ <1 — ( ) ). (2'61)
40 t tosc

Using the scaling beheaviour a o t2/3 we can write the last expression in terms of the scale factor,
obtaining the final solution

prit) = % Fi)ojzgl (aic> o (1 B (ajsc) _5/2)7 (2.62)
and using tysc = pl/MQ,
pr(t) = zﬁ)r‘f’MleQ(ai)_w(l - <aic)_5/2)' (2.63)

From this equation we can determine easily the beheaviour of the radiation energy density. During
the period of oscillation of the inflaton field the radiation energy starts to grow from zero up to a
maximum value ppmae >~ I My M 2 thanks to the inflaton decays. Once the maximum is reached, p,

—3/2_instead of the usual a—*%.

decreased as a
Regarding the temperature, we can estimate the maximum temperature reached by the radiation
fluid at pae using p, = (72/30)g.T*. We obtain
—-1/4 —1/4.1/4, [1/4
Tnas ~ g (o) Y4~ g VAT M M2 (2.64)
During this phase the system is still between the start of oscillations and the time at which decays
become efficient. In such a period we have that also the entropy increases. Indeed, the total entropy
S = sa® is constant only if the entropy density scales as s oc a®. This happens only in a pure FLRW
radiation dominated universe, and we are not yet in that phase. In this period

soc T3 ~ p3/t o q™9/8, (2.65)
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that leads
S o a8, (2.66)

Thus, during this stage the inflaton decays producing new relativistic particles and this process causes
the increasing of the entropy.

In the final stage we reach the time Zgecqy ~ I’;l. From this moment the decay of the inflaton is
efficient due to the exponential term in (2.54). The energy density of the field p, decreases rapidly
and p, becomes the dominant energy density, allowing to recover the usual radiation dominated
era in which p, o« a=* and S = const. The temperature at which the radiation energy becomes
the dominant energy of the universe (and then when the radiation dominated era begins) is called
Reheating Temperature Tr. To estimate this temperature we can consider the Hubble constant during
the standard radiation dominated era, and evaluating it at gecqy = Fd_)l, we obtain

2
H2 _ (l)Q _ F¢

_¢ 2.67
5 1 (2.67)
and )
8 8Tgx T
H? = pr —Tt . (2.68)
3M 3Mp7 30 =Ty
Combining the last two equations, we finally derive an estimate of the reheating temperature,
T ~ 0.55g2 (T y M) /2, (2.69)

where we assumed for semplicity that the radiation dominated era starts at the instant #gecq,, When
the decay of the inflaton field becomes efficient.

As final comment, we notice that there is no remnant of the vacuum energy density of the inflaton
field, which drives the accelerated expansion of the universe. Indeed, just after inflation, ¢ beheaves
as a non-relativistic pressureless field which causes its redshifting as a3.

There is also a special case in which the reheating is istantaneous at pys. ~ M?* ~ Té. This
happens when at t,s. the decay of the inflaton field is already extremely efficient. ¢ will not even make
a single oscillation around the minimum, transforming immediately all the vacuum energy directly into

radiation. In this special case we have T ~ M.
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Chapter 3

Reheating Observables

Detection of the stochastic background of primordial gravitational waves would have profound
implications for the physics of the early universe and the high energy physics. The fundamental
reason why gravitational waves carry information about the very early universe is that particles which
decoupled from the primordial plasma at a certain time ¢ ~ t4,., when the universe had a temperature
of Tye., memorize the physical state of the universe at Ty... Since gravitons decoupled below the Planck
energy scale, they memorize all the expansion history of the universe after they decoupled allowing us
to see through the entire history of the universe. Another example are CMB photons which decoupled
from matter at T ~ 0.3 eV. However, the primordial gravitational waves carry information on the
state of the much earlier universe than CMB photons do.

As discussed in the first chapter, the primordial gravitational waves spectrum would also provide
informations about inflation and reheating. Indeed, the energy scale of inflation is directly related
to the amplitude of the spectrum. Typically, the amplitude of the spectrum is of order 1071® for
10'® GeV inflation energy scale. Inflation ends when the inflaton decays into radiation and reheats
the universe. The energy scale of reheating could be seen from the highest frequency end of a nearly
scale invariant energy density spectrum. The modes which re-entered the horizon during the radiation
dominated era show a nearly scale invariant spectrum if we don’t consider the change of the effective
number of degrees of freedom.

The slope of the spectrum provides the power-law index of the tensor perturbation np. np = 0
corresponds to a scale invariant power spectrum from purely de-Sitter inflation. In a large class
of inflationary models the absolute value of nr is not zero but much smaller than unity, and its
determination constraints the inflationary models. Thus, the primordial gravitational waves not only
test and probe the physics of inflation and reheating, but also the study of the spectrum enables us
to probe the very early universe in a transparent way [36].

The universe is transparent to GW up to the Planck epoch in principle, and then we can obtain
informations about the reheating epoch. Although the GW amplitude is constant in the super-horizon
regime, once a mode enters the horizon again it is reduced as the universe expands. Since the expansion
rate depends on the equation of state of the universe, corresponding thermal history of the universe
is imprinted in the gravitational wave spectrum at present.

In particular, the reheating stage is characterized by the reheating temperature Tg ~ gi / 4(F¢Mpl)1/ 2,
that we have estimated in the simple reheating model in the previous chapter. Ty is hardly constrained
from cosmological observations by now. However, the reheating temperature contains rich informa-
tion from the viewpoints of particle physics. Indeed, it is determined by the inflaton decay rate, and
it depends on the inflaton properties, such as its mass, potential and the interaction strength with
other particles. Thus, determining T may have impacts on choosing realistic inflation models and
inflaton candidates. In the first part of this chapter we consider how the detection of the primordial
gravitational wave background produced in the inflationary era can determine the thermal history of
the universe before Big-Bang Nucleosynthesis (BBN), in particular the reheating temperature Tr. We
will also discuss how the gravitational wave spectrum changes with some non-standard cosmological
scenarios, as late-time entropy production during reheating. In the second part we will study how we
can obtain informations about reheating from measurements of CMB.
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3.1 Energy Density of GW

In the first chapter we derived a solution for the gravitational waves. In this section we define
the spectral energy density 2gw of the gravitational wave background relative to the power spectrum
P}%(k) In accordance with the literature, we rename the power spectrum of the gravitational waves
as Ar and the power spectrum of curvature perturbations as A.

3.1.1 The transfer function
Consider the equation of the gravitational waves for the mode k,

h

}.L)\7k+3HiL)\,k+]€2% =0. (3.1)
we can express it in terms of the conformal time,
2a/
Ak T (7) \x + K hax = 0. (3.2)

This is just the massles Klein-Gordon equation for a plane wave in an expanding universe. Each
polarization state of the wave behaves as a massless, minimally coupled, real scalar field.
After the fluctuations left the horizon, k < aH, (3.2) becomes
h// /
k9% (3.3)
h Ak a

whose solution is
hax(T) =A+ B/T AT
A a?(r)’

where A and B are integration constants. Discarding the second term, which is a decaying mode, we
obtain that hy x remains constant outside the horizon. Therefore, we can write a general solution of
hyx at any time as

(3.4)

hax(7) = By T(7, k), (3.5)
where hY')! "™ is the primordial gravitational wave mode that left the horizon during inflation. The

transfer functlon T(t, k) then describes the sub-horizon evolution of GW modes after they entered the
horizon, and it is normalized such that T'(7, k) — 1 as k — 0. The power spectrum of the gravitational
waves Ar is defined as

(hij(\, x)R" (N, %)) = fATrk 22§:m“ : (3.6)

Using (3.5), one can write the power spectrum as

A%(Tv k) = A%,pm’m [T(T, k)]27 (37)

where

16
ATJ??“Z?TL = 2 53 Z pmm 2 (J\;n;‘) . (3.8)
P

3.1.2 The spectral density Qg (k)

The next step is to calculate the energy density of the gravitational waves, which is given by the
(0-0) component of the stress-energy tensor. For reference of this section see [36], [38].

To obtain the energy momentum tensor of the gravitational waves consider the Ricci tensor of the
FLRW metric (1.1), and expand it in metric perturbations, h:

Ry =R+ RG) +RY) +0(h%), (3.9)
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where RE}V) ~ O(h) and R®) ~ O(h?). In vacuum we have R,, = 0. Then, the linear term in (3.9)
must obey the vacuum equation,
R() =o0. (3.10)

This is an equation for the propagation of the GW. The remaining part of (3.9) in general is not
linear in hy,, and can be divided into a smooth part which varies only on scales larger than some
coarse-graining scales

Ry + (RY) =0, (3.11)

and a fluctuating part which varies on smaller scales
R{rontinear 4 R(G) — (R()) =0, (3.12)
up to second order in hy,. Here, R,(},,)nonlmear is defined in this equation and represents the non-linear

correction to the propagation of h,, (3.10) (see [36], [38]).
We can write the Einstein equation in vacuum as

_ _ 1=
Guw = Ry — 5 Rguy = 87GTT), (3.13)
where ) )
(GW) = _ @y _ Z5 (2)
W) = ——= ((B2) - 58, (R?)) (3.14)

is a definition of the energy-momentum tensor for the gravitational waves, and (-) denotes an average
over several wavelengths. The importance of the energy-momentum tensor is that it tells us how back-
reaction from energy density of gravitational waves would affect the expansion law of the background
universe. Since (R(?) =0 [38],

1 1
(GW) _ afy _ af 3
T," = 32#G<hqﬁl“h‘” )= 327rG<haB’”h”’ ) + O(h?), (3.15)
where | is the covariant derivative with respect to the background metric, g,,,. We have employed the
transverse-traceless (TT) gauge and neglected higher order terms in the energy-momentum tensor.

The energy density of gravitational waves, pp, is defined by the (0-0) component of the energy
momentum tensor

_ p(GW) Lo i
:T — i1 J 5 1
Ph 00 327TG <h ]h > (3 6)

where h;; is in the T'T gauge. We have only two independent modes for the GW:

h;.l,. h)( 0
hij=| hx —hy 0 |, (3.17)
0 0 O

where 4+ and x denote the two independent polarization modes, and the propagation of the wave is
taken in the Z direction.
Thus, from (3.16) we obtain

2 ) ) 1

=50 (h2 +h2) = e (W2 + 12, (3.18)

Ph

where we have expressed it in terms of the conformal time. The Fourier transformation of the last
equation yields

1 T TV )
Ph=16xGa2 | (2r) (27-‘-)3<(h+,kh+,k/+h><,kh><,k)€ ), (3.19)

where h}, = hy _x is used. For stochastic modes the spatial average over several wavelengths, (), is
equivalent to the ensemble average in k space:

(sl ae) = (2m)30,0 8@ (k + k)| 4 |2, (3.20)
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where A = +, x. Inserting the last equation in (3.19), we obtain

1 dsk !/ 2 !/ 2
(™) = Tmgaz | T lesE + ()P (321)
We assume that the primordial gravitational waves are unpolarized, i.e. \hﬁnk(r)|2 = |h’X7k(7')\2.

Whenever we express the time evolution of some quantitities, it is convenient to express them in terms
of the transfer function T'(k7). The primordial amplitude A2 defined in (3.8) then reads

T, prim
1 2
(1) = sz [ ik Al (b)) (3.22)
with 5
k ; 16 / H; 2

— prim 2 __ inf
AT prim = 4@”% |“ = . <]Wpl) , (3.23)
where ]hirim\Q is the amplitude of gravitational waves outside the horizon, |k7| < 1, during inflation.

It is common to define the relative spectral density as the normalized energy density per logarithmic
scale

pn (T, k)
Qcw(r, k) = B2 3.24
Gw (7 k) per(T) (3.24)
with J ( k)
~ o Phr\T,
pu(T: k) = === (3.25)

where p¢.(7) is the critical density of the universe, and pj (7, k) denotes the energy density of the
gravitational waves per logarithmic scale. Inserting (3.22) into (3.24), we obtain

A2
Q k) = ——E" 17 (1, k)2 3.26
GW(T ) 327TGa2pcr(T)[ (7_7 )] ( )
Finally, using the Friedmann equation H? = 87Gp./3, the final expression for the relative spectral

energy density reads
2

A2
Qow (1, k) = %[T%ﬂ k)% (3.27)

3.1.3 Analytical solutions

We can find analytical solutions of (3.2) for the inflationary (assuming de-Sitter), radiation and
matter dominated era [36].
From (3.2) we obtain the equation

a//

up(T) + [k2 - Z}Uk(T) =0, (3.28)

found in the first chapter (we remind that ug(7) = hg(7)/a(7)). Using the fact that in a de-Sitter
universe a” /a = 2/72, we obtain

2
up (1) + [k:2 — ﬁ] ug(7) = 0. (3.29)
In this case we can find the exact solution

uk(T) = Cl(k}) (330)

e—ikT i eikT i )

o (1- E> +C2(k)ﬁ(1 + =

Assuming the appropriate normalitation lim,_, ., ug(7) = e~ /v/2k (positive frequency solution),

(3.30) yields

—ikT

hi() = 3%1 (1 - é) (3.31)
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For the radiation and matter dominated era we can recast (3.2) in the spherical Bessel functions.
Indeed, considering that in the radiation era (RD) H = a’/a = 1/7, and in the matter dominated era
(MD) H = d'/a = 2/7, we obtain

1
5 + (;) \k T+ k=0, RD (3.32)

2
Ak (;) \k T Fha=0.  MD (3.33)

We recognise in these equations the spherical Bessel equation after making the change of variables
=kn and h = f(x)/x,
ﬁ+2 —f+( —1l(l+1)f=0 (3.34)
dz? dx - ’
where | = 0 in the case of radiation era, and [ = 1 in the matter era. The solution is given by
f(xz) = ji(x). Then the complete solution, accounting for the boundary conditions at the horizon

crossing, is

hne(r) = [o(kT)]B™  RD, (3.35)
351 (k ;
hi(7) = [ ]iTT)}hﬁ”m MD, (3.36)
where hp”m is evaluated at the horizon crossing. Notice that |hj(7)|? in (3.31), (3.32) and (3.33) does

not depend on time at the super-horizon scale [k7| < 1 (|hg(7)[? = |h™™[?).

Now, we classify wave modes by their horizon crossing time 7.: |k| = k > k.4 denotes the modes that
entered the horizon during RD (74, < Teq), while k < k¢, are the modes that entered the horizon during
MD (7he > Teq). Using the transfer function (3.5), we obtain the time evolution of the amplitude of

gravitational waves [36]:

T(T < Teg, k > keg) = jo(kT), (3.37)
T(T > Teg, k > keg) = %[A(k:)jl(k‘r) + B(k)yi (k1)], (3.38)
3]1(]{:7')

T(rk < keg) = =, (3.39)

where 5 (2%rer) n(2kmer)

cos(2kTeq) . sin(2kTeq
A(k) = - 3.40
(k) 2kTeq 2kTeq (kTeq)? ( )

1 cos(2kTeq)  sin(2kTeq)
B(k) = -1 - - . A1
B) =1 F e ™ (hreg? Wity (3.41)
and y, are the spherical Neumann functions. The conformal time derivatives of the transfer functions
are
T'(T < Teq, k > keg) = —kj1(kT), (3.42)
T'(7 > Teg b > keg) = —k%[A(k)jQ(kr) + By (k7)) (3.43)
3j2(k‘7’)

T'(7,k < keg) = — (3.44)

-
Equations (3.37) and (3.38) are the evolution of modes which entered the horizon during the radiation
era, while (3.39) is the evolution of modes which entered the horizon during the matter era. Coefficients
A(k) and B(k) are obtained by equating the solution (3.37) with (3.38) and their first derivatives (3.42)
and (3.43) at the matter-radiation equality.

Finally, the solution for the relative spectral density 7 are

A%L,pmmaz 2 - 2
QGW(T < Teq> k> keq) mk [jl(kT)] RD, (345)
A}%,prima QTe2q . 2
QGW(T > Teqs k> keq) = Wk ﬁ[A(k)jQ(kT) + B(k)yQ(kT)] ]\4-D7 (346)
00
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Figure 3.1: Numerical solutions of tensor perturbations. The solid, dashed, and short-dashed lines show the
high, medium, and low frequency modes, respectively. The higher k-modes enter the horizon earlier, and are
damped more by the cosmological redshift. Vertical lines define the horizon crossing time for each k-mode [36].
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Figure 3.2: The primordial gravitational wave spectrum at present, 7 = 79, as a function of the comoving
number k. The frequency of the gravitational waves observed today is related to k by fo = kc¢/27. In the plot is
assumed de-Sitter inflation and then the spectrum at large wavenumber is exactly scale-invariant. In this figure
is not taken into account the effects of the change in relativistic degree of freedom or neutrino free-streaming [36].
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QGV[/(T > Teq,/{ < keq) =

2 .

12H§a8 kT

In (Fig. 3.1, 3.2) we report the plots in [36] of the numerical solutions for the temporal evolution
of the GW modes and the primordial gravitational wave spectrum at present, respectevely.

The first solution (3.45) describes Qaw (T, k) during radiation era for the modes that entered the
horizon before the time at the matter-radiation equality 7.4. This solution is not relevant for what
we observe today. The second (3.46) and the third (3.47) solutions describe Qg (7, k) during matter
era for the modes that entered the horizon before and after 7.4, respectively. While the expression is
slightly complicated, one can find that the second solution is independent of k when the oscillatory part
is averaged out, which explains a scale-invariant spectrum at high frequencies, k > keq ~ 107 P Hz.
On the other hand, the third solution gives Qgw (1, k) o< k2.

These arguments can be understood in a more qualitative way and clearly seen in (Fig. 3.2). Energy
density of gravitational waves evolves just like that of radiation inside the horizon, gy (7, k) oc a=4, for
k > aH. This implies that the relative spectral energy density, Qgw (7, k), inside the horizon remains
independent of time during the radiation era, while it decreases as Qaqw (7, k) < a~! during the matter
era. Thus, the modes that entered the horizon during the matter era later would decay less. As the
low frequency modes represent the modes that entered the horizon at late times, Qgw (7, k) rises
toward lower frequencies. On the other hand, Qg (7, k) at k > 107! is independent of k. These are
the modes that entered the horizon during the radiation era, for which Qgw (7, k) was independent
of time. After the matter-radiation equality all of these modes suffered the same amount of redshift,
and then the shape of Qg (7, k) still remains scale invariant at & > 1071°.

3.2 Thermal History

In general it is granted that energy density of the universe evolves as p < a~* during the radiation
era, and this is exactly what caused a scale-invariant spectrum of Qgw (k) at k > keq. However, p o a?
does not always hold in the radiation era because some particles would become non-relativistic before
the others and don’t contribute anymore to the radiation energy density. Since during the radiation
era many kinds of particles interact with photons frequently, we can consider thermal equilibrium.

We recall that the energy density and the pressure in such era are given by

w2 4 1
p(T) = 35917, p(T) = 3p(T). (3.48)
Moreover, we rewrite the expression for the entropy density,

22 .
s(T) = 4759*5(T)T5, (3.49)

with s(T') = (p(T)+p(T))/T. The effective number of degrees of freedom, g, and g.s, count respectively
the (effective) number of relativistic species contributing to the radiation energy density and entropy.
In an adiabatic system the entropy per unit comoving volume must be conserved, i.e.

S(T) = s(T)a*(T) = constant. (3.50)

From the equation for energy density in (3.48) we obtain the relation for the temperature

T = (30/m)/4pt/4g /1, (3.51)
and, using (3.50),
S(T) = EQ*S(T)T a’ = <E) <?) Gxs P 7gx " a’ = const, (3.52)

from which we obtain the beheaviour of the energy density
—4/3 _
P~ GsGxs Ba4, (3.53)
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Figure 3.3: Evolution of the effective number of relativistic degree of freedom contribuiting to energy density,
gs«, as a function of temperature. The solid and dashed lines represent g, in the Standard Model and in the
minimal extension of Standard Model (MSSM), respectively. MSSM also includes particles in supersymmetric
models. At the energy scales above ~ 1 TeV, g™ = 106.75 and gM95M ~ 220. At energy scales below ~ 0.1
MeV, g. ~ 3.3626 and g.s; = 3.9091; g, = g.s otherwise [36].

We see then, unless g, and gy, are independent of time, the evolution of p would deviate from p ~ a =

In other words, the evolution of p during the radiation era is sensitive to how many relativistic species
the universe had at a given epoch (Fig. 3.3).

We can then understand how g, and g.s would affect the shape of Qg (70, k). While energy density

of the universe during the radiation era is affected by g, g«s as peor x g*g;f/ 3a_4, energy density of

gravitational waves always evolves as gy, (7, k) oc a~* inside the horizon, k < aH, regardless g, or gs,
because the gravitons are not in thermal equilibrium with other particles. Thus, this difference in the
evolution of gy, and p., significantly modifies the spectrum of Qaw (70, k) at k > key.

Consider a gravitational wave mode with k which entered the horizon at a given time 75, < 7.4 and
temperature T' = T}, during the radiation era. After the mode entered the horizon its amplitude would
be suppressed by the cosmological redshift. We can then derive, at first approximation, the relative
spectral density Qagw (70,k > keg) = pn(70,k)/per(70) today. Since energy density of gravitational
waves is independent of other particles, we can write (the mode k entered the horizon during the
radiation era at 7p.) , ,

(70 k) = n(rne, ) () (22) (3.54)
Qeq Qhe
where the subscripts 0 and eq denote the present value and the value at the radiation-matter equality,

respectively. Instead, the critical energy density of the universe during the matter era scales as ~ a3,

/3

and ~ g*g*_s4 a~* during the radiation era:

per) = peralreg)(22) "L () = pornlne) [ [ BT (Be) (5

Combining these equations in the expression for the relative spectral density of the GW at present,

we obtain (Th)1—4/5 1 gu (Th)
Gxs\dhe) ™ Gx\Lhc —1
_ — (14 2z , 3.56
Gxs0 il |: gx0 :| ( q) ( )

where we have used (1 + zeq)_1 = Q¢q/ap, With z.q = 3402. This equation helps us to understand how
gxs and g, would affect the beheaviour of Qaw (10, h).

The modes that entered the horizon earlier experienced larger suppression, as g, and g.s would
be larger than the modes that entered the horizon later. The modes that entered the horizon during
the matter era should not be affected by g. or g.s, as they do not change during this era. (3.56) can
be obtained analytically also directly from the equation for the gravitational waves (3.28), exploiting
a” /a during the thermal history of the universe (see [36]). In [36] is also reported the full computation

Qaw (10, k > keg) = Qaw (Thes k)[
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Figure 3.4: The primordial gravitational wave spectrum at present, €, (79,k)/10710, as a function of the
comoving wavenumber, k. It is assumed a scale-invariant spectrum and Q,, =1 —,.,Q, =4.15x 107°h~2 h =
0.7, and Ej, 5 = 10'® GeV. It is also included the effects of the effective number of relativistic degree of freedom
and neutrino free-streaming. The dashed line shows the case in which these effects are ignored [36].

of Qaw (70, k) obtained numerically integrating the wave equation together with the numerical data of
g« and g.s. The computation accounts also the effect of free-streaming of relativistic neutrinos which
have decoupled from thermal equilibrium at 7' < 2 Mev, and significantly contributes to damping the
amplitude of the gravitational waves.

The effect of the evolution of g, and g.s can be very important. For example, big changes in g,
would occur at the electron-positron annihilation epoch (~ 0.51 Mev, ~ 2 x 107 Hz), as well as
the quark-gluon plasma (QGP) to hadron gas phase (~ 180 Mev, ~ 107 Hz). From the analysis
comes out that the gravitational wave spectrum is suppressed by roughly 20% and 30% above the
electron-positron annihilation and QGP transition scales, respectively [36].

One may approximately relate the horizon crossing temperature of the universe to the frequency
of the gravitational waves. The horizon crossing mode, k. = apcHpe, is related to the temperature at
that time by H ,%C = % Phe = % Gx,he fllc. Using entropy conservation g*s’hca%CTgc = g*soang, one
can obtain the following conversion factor from the temperature of the universe to the frequency of
gravitational waves observed today [39],

The )[g*s(Thc)rl/?’[9*(Thc)]1/2Hz7 (3.57)

1Gev 100

— 1.65 x 2 10—7(
fo X 27 X 100

which is related to the comoving wavenumber, k£ (or kc in units of Hertz), by 27 fo = kc/ayg.

In an extremely high frequency region the gravitational wave spectrum should provide us unique
informations about the reheating of the universe after inflation. On the other hand, in an extremely
low frequency region (below ~ 10718 Hz ) dark energy dominates the universe and affects the spec-
trum. The signatures of the primordial gravitational waves may be detected by CMB polarization
experiments in the low frequency region, < 10716 Hz. For the higher frequency region, however, di-
rect detection of the gravitational waves would be necessary, and it should allows us to search for a
particular cosmological event, such as reheating.

3.3 GW and Reheating

In the previous section we have seen that the spectrum of the inflationary gravitational wave
background directly reflects the expansion history of the universe. In particular, we see now that from
the direct detection of gravitational waves we can extract informations about the reheating epoch, in
particular the reheating temperature and the equation of state of the universe after inflation.

As discussed, the growing mode solutions to the wave equation (3.2) have simple qualitative beheav-
iour: before the mode re-enters the horizon hy(7) is constant. Once the modes cross inside the horizon
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during the radiation-dominated era the solution is hix = hppim k(jo(kT)), while for the modes that cross
inside the horizon during the matter-dominated era the exact solution is hx = hprim k(371 (k7)/kT).
The Bessel function are given by jo(x) = sinz/z and ji(x) = sinz/x? — cos z/x.

However, well into the matter dominated era the temporal beheaviour of modes that entered the
horizon during the radiation-dominated era is also given by (3j1(k7)/k7). For example, considering a
gravitational wave mode of inflation that re-enters the horizon during the radiation era, its beheaviour
is given by

hi(r) = BT (k/kEq) (3jlk(fT)>, (3.58)

where the transfer function of gravitational wave, T'(k/kgq), is only a function of k/kgq, with kg =
a(teq)H (teq) = 7.1 x 1072Q,,h* Mpc™! [37].

The transfer function has been calculated by integrating (3.2) numerically from 7 =0 to 7 = 79
and we report the fit in (3.66) of [37], where this approach is introduced.

However, as said in the previous section, the effect of the change of the relativistic degrees of
freedom could be important. Indeed, during the expansion of the universe g, changes and the expansion
rate is modified from the simple power law a(t) oc T~! during radiation era. This effect yields the

damping factor
)\ (g0 \"
9x\Lin +s0
3.59
( gx0 ><g*s(T’zn)> ( )

on the power spectrum of the gravitational waves, where T;, denotes the temperature at which the
corresponding mode enters the horizon, given by [40]

~1/6
Tin) k
Tin ~ 5.8 x 10 gzs(Tim EE— .
5.8 x 10° Gev < 106‘75> (1014Mp01> (3.60)

Since we are interested about reheating, we consider the modes that re-enter the horizon during the
reheating era. Moreover, we should also include the effect of dark energy that is leading today the
expansion of the universe.

Before writing the solution we can rewrite the relative spectral density (3.24) as

A NERY
T,pri
Qaw (1, k) = —= 25— [T'(1,k)]* = B (aH) AG i T (k). (3.61)

The last relation is a good approximation when we consider the modes deep inside the horizon,
k < aH. It is given by the fact that the transfer function is in general given by Bessel type functions,
T(z) = 2 [Ajn(2)+ By (2)], and its conformal time derivative by T"(z) = —xin[AjnH(a:) + Byn+1(z)],
where z = k7. Thus, in the limit k¥ < aH we obtain (3.61) [36].

In a single-field slow-roll inflation model the tensor-to-scalar ratio r = A%L,pm'm(ko) / Ag,prim(kO) can
be related to the tilt of the tensor mode spectrum ny = dln A2 prim (ko) /dInk with r = —8np. From
r = —8nr we obtain the relation

_ prim __r 62
nr dlnk 8 (3.62)

from which

2
w _ ks (3.63)
Ah,pr‘im(kO) ]{30

where ko = 0.002 Mpc~! is the pivot scale. Thus, we can obtain from the expression of the tensor-to-
scalar ratio r the equation [41]

(3.64)
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The effects of the cosmological evolution after inflation are then all included in the transfer function
Tr(k) in (3.24) [41]:

43 2
T2(k) =ﬂ$n<g*(n")> (g*s(Ti“) <W> T2 (2eq) T3 (). (3.65)

gx0 Gxs0 kTo

The subscript 0 denotes the present time, and the subscript in denotes the time when the mode
crosses the horizon. The effective number of degrees of freedom at the end of reheating is taken
to be the sum of the standard model particles, g.(Tr) = g«s(Tr) = 106.75. The values at present
are g.0 = 3.36 and g.s0 = 3.90. 7p is the present conformal time calculated assuming the universe
matter dominated, 7o = 2H ! The parameter Q,, = Qx accounts for the effect of the cosmological
constant. In the limit of k79 < 1 the spherical Bessel function ji(x) = (sinz — x cos z)/x? is replaced
by j1 (k7o) =~ cos(kto)/ (k7o) = 1/(v/2kTo). The first transfer function T} (z.,) describes the change of
the frequency dependence of the spectrum which arises from the change of the expansion rate of the
universe at the matter-radiation equality ¢ = t¢q

TP (2eq) = [L+ 1.57meq + 3.4222 ], (3.66)

where zoq = k/keq and keq = 7';11 = 7.1 x 1072Q,,h? Mpc~!. The second transfer function Th(zr)
corresponds to the change of the expansion rate at the end of reheating ¢ = ¢tz and connects the modes
which enter the horizon after and before reheating ends.

Since before the inflaton decays the universe was dominated by the coherent oscillation of the
inflaton, the spectrum of the gravitational waves changes for the modes which enter the horizon at

the inflaton dominated epoch (k > kg), where

1/6
kp ~ 1.7 x 1083 Mpe! (9*(TR)> ( IR ) (3.67)

106.75 106Gev

In terms of frequency, this corresponds to

1/6
-~ g*s(TR) TR
Jr ~0.026 Hz( 106.75 ) <1O6Geu ’ (3.68)

which is close to the most sensitive frequency of detectors like DECIGO [40]. The transfer function
T5(zR) is obtained by solving simultaneously the gravitational waves equation and the Friedmann
equations taking into account the decay of the inflaton,

.. . k2
hag + 3Hhy ) + ghm =0, (3.69)
P +3Hpy = —Lypg, (3.70)
pr+4Hp, = F¢p¢, (3'71)
G
H? = T(% + pr), (3.72)

where pg denotes the energy density of the inflaton coherent oscillation. The best fit of Ty(xg) is given
by [40]:
T2 (zg) = [1 — 0.32z5 + 0.992%] 1, (3.73)

where xp = k/kg.

Qcw (f) beheaves as f° for modes which enter the horizon in the radiation era, while it beheaves
as f~2 for modes which enter in the matter era (see later). Since the evolution of inflationary gravita-
tional waves is sensitive to the expansion of the universe, H~!, we obtain a characteristic feature for
the modes around f ~ fr. If the universe beheaves like a matter-dominated universe during reheat-
ing, the transition from reheating to the radiation domination era is seen as a change of the frequency
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Figure 3.5: The spectra of the inflationary gravitational wave background for different values of the reheating
temperature (thick black solid curves with Tx = 105,107, 108 GeV from left to right). The tensor-to-scalar ratio
is taken to be r = 0.1. For reference, it is also plotted the noise spectra for BBO/FP-DECIGO with 10-year
observation (red solid) and for Ultimate-DECIGO with 3-year observation (blue-dotted). The grey shaded
region represents where the noise coming from white dwarf binaries may significantly contribute as systematic
error [41].

dependence of the spectrum. If this signature exists in the frequency band of direct detection sensi-
tivity, 0.1 — 1 Hz, we may able to determine the reheating temperature by measuring the knee-like
feature where the frequency dependence changes from f~2 to f°. In this view, fg is the important
frequency where the change of the frequency dependence due to reheating arises. We show the spectra
for different values of the reheating temperature in (Fig. 3.5) from [41], where we can see the knee
shape around fg.

We also report in (Fig. 3.6) and (Fig. 3.7) two plots from [40]. The first plot shows the resulting
spectrum Qgw (f) at f = 0.1 Hz for the values of the slow-roll parameter n = 0.01,0,—0.01 from
upper to lower (it is assumed Tk < 10). The second plot shows the resulting gravitational wave
spectrum for Tr = 10? GeV and 10° GeV with 7 = 0.1 and r = 0.001.

Thus, the spectrum of the primordial gravitational wave background generated during inflation
crucially depends on the reheating temperature T. This fact opens the possibility that future ex-
periments devoted to detect the gravitational wave background will probe the reheating stage of the
universe.

The important parameters that determine the primordial gravitational wave spectrum are the
tensor-to-scalar ratio r and the reheating temperature Tr. The tensor-to-scalar ratio r determines the
overall normalitation of the spectrum (the amplitude), and Tx fixes the frequency above which the
spectrum is significantly suppressed. The important point is that if the knee point in the spectrum
determined by Tr around the frequency fr lies above the sensitivity of future detectors, Tr can be
determined by observation of gravitational waves.

The non-zero value of the tensor-to-scalar ratio r is determined by measurements of the B-mode
CMB polarization, whose detection indirectly would confirm the existence of the primordial gravita-
tional wave background. A certain amount of B-modes polarization has been detected by BICEP2
collaboration, but the amplitude is compatible with foreground contamination. Current data actually
provide only an upper bound on r (rg g5 < 0.09 at 95% C.L.).

In [40] and [41] is studied the observable range of T for various value of r, through future mission
concepts based on space laser interferometers, like DECIGO [43] and NASA’s Big Bang Observer
(BBO). DECIGO is a future mission that will explore the gravitational wave range frequency 0.1 <
f < 10 Hz, which would contains important informations about the primordial epoch and likely can
put a meaningful constraint on Tr. However, stochastic noise coming from some astrophysical sources

42



CHAPTER 3. REHEATING OBSERVABLES 3.3. GW AND REHEATING

—re
OI
—
)]
T

Liinm

SASLTwLT.,
e,

"
8

0.1Hz)
S
>
trry

Q, (f
S
8

I. ;I\IIHI‘ |||||\|,|i \|||||,|,|j ||||||,|,|J 1

ok

'22 i 1 111 ||\||
10
1074 1073 1072 107!

r
Figure 3.6: The spectrum Qgw (f) at f = 0.1 Hz for n = 0.01,0, —0.01 from upper to lower [40]

-
(o]
(=]

10?2 ————————

10" L
Wl L
1071° i \r=0.1

B

9 18
= = -
P 1077 r=0001
10'20 =
1022 | —— T,=10°GeV
L —— T,=10°GeV
10-24....|..,.|....|'....
1020 10" 10" 10° 10° 10°
f [Hz]

Figure 3.7: Primordial gravitational wave spectrum for Tr = 10° GeV and Tr = 10° GeV are shown by thin
and thick lines for r = 0.1 and r = 0.01. Also shown are expected sensitivity of DECIGO (green dashed),
correlated analysis of DECIGO (blue-dot dashed), Ultimate-DECIGO (purple dashed) and correlated analysis
of ultimate-DECIGO (red dotted), from upper to lower [40].
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must be taken into account for the purpose of detecting gravitational wave background. In particular,
gravitational waves from white-dwarf binaries are considered to completely hide the primordial ones
for the frequencies f < 0.1 Hz. But for the frequency range 0.1 — 10 Hz, where DECIGO and BBO
are most sensitive, foregrounds from astrophysical sources can be separated.

From the analysis of [40], for 1072 < r < 1, direct detection of the gravitational wave background
can determine the reheating temperature T} if it lies in the range Tr ~ 105 — 10% Gev.

On the other hand, in [41] the detectability of Tx is studied using the Fisher information matrix
approach. This Fisher matrix is a powerful method used in cosmology to forecast the constraining
power of parameter of interest for a given survey.

The Fisher matrix generally depends on the covariance matrix of signals, i.e. the noise properties of
the survey configurations. In the case of the stochastic gravitational wave background direct detection
can be attempted by cross-correlating the output signals between detectors. The Fisher matrix J;;
depends on three ingredients: a total observational time Tpps, an overlap reduction function v;;(f) and
the noise spectra Sr(f). These functional forms rely on the type of interferometry that we choose.
Both DECIGO and BBO are basically designed to aim at the detection of the inflationary gravitational
waves with similar frequency ranges around 0.1 — 10 Hz. It is chosen a lower cutoff of f.,; = 0.1 Hz,
below which the signal may be contaminated by noise from cosmological white dwarf binaries. On the
other hand, fqz 1S set t0 fipae = 00.

The Fisher matrix is a product of the signal-to-noise ratios, Qg /.S, and the derivative, d,, In Qgw,
and hence depends on the parameter response, namely the parameter degeneracy as well as the
signal detectability. Fisher matrix can be calculated once the detector parameters are assigned and
theoretical predictions for Qg is provided.

The marginalized 1o error is computed with the inverse of the Fisher matrix o(p;) = 1/(F);;'. We
can estimate the detectability of the reheating temperature substituing the expression of the relative

spectral density (3.27) in the Fisher matrix, given by

o 3H2 fmaz |'Yzj | 8p19GW( )aijGW(f)
T = (107702> o 2 f 7551(1)85(f) | 7

The paramaters » and Tr are taken as free and correspond to the amplitude of the spectrum and
the frequency of the reheating signature, respectevely. In the plot (Fig. 3.8) from [41] is presented
an example of future constraints. The fiducial parameters are chosen as r = 0.1 and Tp = 107
Gev. Each ellipse represents the 20 error contours expected from 1, 3 and 10 years of observation
with BBO/DECIGO. The error ellipse shrinks more for longer observations due to the fact that the
signal-to-noise ratio scales as /T ps.

Another interesting question examinated in [41] is what frequency range actually carries informa-
tion about the reheating temperature, i.e. how wide of a band width is necessary to detect the knee
shape with a good accuracy. We report the plot of [41] in (Fig. 3.9) in which errors in Tx are plotted
as a function of the upper frequency limit in the calculation of the Fisher matrix (fiq.). From the
analysis in the paper, apparently frequencies above f ~ 0.3 Hz do not contribute to detection of the
reheating temperature. This is because both the suppression of the signal amplitude due to reheating
and the increase of the noise spectrum intensity prevents us from reaching the spectrum informations.

Instead of choosing fixed values of r and Tg, we can discuss the fiducial dependence and predict the
parameter space where the signature of reheating can be successfully detected. In (Fig. 3.10) from [41]
the marginalized error in Tg(o7,) is calculated by changing r with the fixed value of T = 107 Gev.
The error becomes smaller as the gravitational wave spectrum is detected with larger signal-to-noise
ratio (the spike in the figure is an artificial effect due to the choice of parametrization). Similarly
in (Fig. 3.11) from [41] is shown the dependence on the fiducial value of Tr with the fixed value of
r = 0.1. From the plot we can see that the error becomes smaller when the signature of reheating
comes into the range of the sensitivity, which corresponds to the reheating temperature of about 109
Gev to 108 Gev. The right panel of (Fig. 3.11) shows that Ultimate-DECIGO could determine the
reheating temperature with 1% accuracy of 1.2 x 10 Gev < Tr < 3.3 x 10® Gev for r» = 0.1, and if
2.1x10% Gev < Tr < 7x 107 Gev, for r = 0.01. We also report in (Fig. 3.12) from [41] the parameter
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Figure 3.8: The 20 confidence level contours in the Tg —r plane for 1-year (dotted), 3-year (dashed) and 10-year
(solid) observation by BBO/FP-DECIGO. The fiducial parameters are set as r = 0.1 and Tg = 107 GeV, which

is shown by a cross mark [41].

Figure 3.9: The 1o margnalized errors are shown as a function of f,,,., calculated
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Figure 3.10: The marginalized 1o uncertainty in Tx as a function 7 of BBO/DECIGO (left panel) and Ultimate-
DECIGO (right panel). The fiducial value of the reheating temperature is fixed to be Tp = 107 GeV. The upper
horizontal axis represents the values of Qg corresponded to r by (3.61) [41].
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Figure 3.11: The marginalized 1o uncertainty in Tx as a function of T for BBO/DECIGO (left panel) and
Ultimate-DECIGO (right panel). The fiducial value of the tensor-to-scalar ratio is fixed to be r = 0.1 [41].

space of r and Tg, where the reheating signature is detected at greater than 20 level (Tr/o7, > 2)
with 3-year observation. It is also shown the parameter region for the detection with a signal-to-noise
ratio higher than 5 (S/N > 5), that is the criterion adopted in [40]. However, in [40] is not taken
into account the degeneracy between the parameters Tk and 7, given by the fact that as long as the
frequency dependence of the spectrum is measured with a good accuracy, we cannot distinguish the
spectrum with larger T from that with smaller amplitude, i.e. with smaller . This may cause an
underestimate of o7y,.

3.4 Late-time Entropy Production

So far we have assumed that there were no late-time entropy production processes after the com-
pletion of reheating after inflation. Let us consider also the case in which some other scalar field
o dominates the universe some time after the inflaton decays. This new particle eventually decays
releasing huge entropy. In some cases, during the radiation-dominated era after the decay of the
inflaton, the oscillating o field can dominate over the radiation energy density. Then, the universe
enters a matter-dominated like phase due to the o oscillation. After the o-field decays into radiation
the universe is dominated by the radiation energy again. Such a scenario can be interesting since it
diluites all cosmological relics produced in the reheating era.

46



CHAPTER 3. REHEATING OBSERVABLES 3.4. LATE-TIME ENTROPY PRODUCTION

DECIGO UltimateDECIGO
1 T 1
N
1L L
10 1 10° F
r ! r 10%F
102 E R
3 10°F
10-3 ] @ T 2o detectall _'!‘ » ] -
r k =T delectalde 3 B[ Te 2 deteciable
r BIN=G ] 107 F BiN=5
]_|:|':l N ..|ﬁ. “I"j: ..ls. ..|9. ..lu 1{}'1" AN P B | ..|B N
10" 10° 10° 107 10° 10° 10 10t 10° 10% 10" 10° 107 10"°
Ty [GeV] Ty [GeV]

Figure 3.12: 20 detection of T is shown as a blue shaded region for 3-years observations by BBO-FP-DECIGO
(left panel) and Ultimate-DECIGO (right panel). The gray area represents the region where or, may be
underestimated in the previous work [40], where the Fisher approach was not used. In the light blue shaded

region the inflationary gravitational wave background would be detected with a signal-to-noise ratio higher than
5 [41].

This non-standard cosmological evolution is imprinted in the present gravitational wave spectrum.
In the presence of such a late-decaying particle, the additional o-matter dominated era suppresses
the gravitational wave amplitude for the frequencies which re-entered the horizon during or before o
begins to dominate the universe [40]. The fitting formula for the transfer function is given by [40]

4/3 , 2
T,f -Q,, <g*;i”)> (g*fz;:n)> (3]1157]?0)) Tf(xeq)Tg(aj‘o)Tg($UR)T22($RF), (3.75)

where k, corresponds to the wavenumber which enters the horizon at the time when o decays into
radiation after the o-dominated era, and it is given by

1/6
) T
ky = 1.7 x 10™ 9vs(Ts 7\ Mpe! .
710 (106.75 107Gev | P€ (3.76)

with T, being the temperature of the universe at the o decay. Before writing down k,r and krp, we
define the diluition factor F, which represents the amount of entropy production by the decay of o:

F= 2200 ) (3.77)

where s(T') is the entropy density at temperature T. The abundance of all dangerous cosmological
relics produced in the reheating era after inflation are diluited by this factor.

With this quantity we can define the other characteristic frequencies as k,p = ko F2/3 and kpp =
krF~1/3. The third transfer function T3(x) describes the transition from the first radiation-dominated
era to the o-dominated phase and it is given by [40]

T3(z) = 1+ 0.59z + 0.6522. (3.78)

For the modes k,p < k < kg, which correspond to the modes which re-enter the horizon in the
radiation dominated era before the o domination, the energy density of the gravitational waves is
suppressed by the factor ~ (kg/ksg)? = F~%3 [44]. On the other hand, there are no effects on large
scales with the modes k < k.

The gravitational wave spectrum in the presence of late-time entropy production is then completely
characterized by two additional parameters: the diluition factor F and the decay temperature of o,
T,. Non-negligible effects of F' can affect the overall amplitude of the gravitational wave background
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Figure 3.13: Gravitational wave spectrum for the diluition factor F = 102 and F = 10*. Here is set r =
0.1,Tr = 10° GeV and T, = 1 GeV. Also shown are expected sensitivity of DECIGO (green dashed), correlated
analysis of DECIGO (blue-dot dashed), Ultimate-DECIGO (purple dashed) and correlated analysis of ultimate-
DECIGO (red dotted), from upper to lower [40].

for the modes k,r < k < kg, and hence there is a degeneracy between F and the tensor-to-scalar
ratio r when we consider the direct detection around 0.1 Hz. However, r should be determined by
CMB B-mode measurements. Thus, if future CMB experiments measure r, there does not remain
any ambiguity coming from the degeneracy between r and F. This means that if the results of direct
detection experiments deviate from the expected signal from the large scale measurements of r, there
must be an entropy production process in the early universe. In (Fig. 3.13) from [40] is plotted the
gravitational wave spectrum with F' = 10 and F' = 10%, with » = 0.1, T = 10° Gev and T, = 1 Gev.
The figure shows how the gravitational wave spectrum is affected by late-time entropy production.

If 0.1 Hz < kr(F) < 10 Hz, both F and T can be determined from the shape of the gravitational
wave spectrum. In the figure are shown also the future sensitivities to determine the diluition factor
F' and the reheating temperature Ty with fixed tensor-to-scalar ratio r, which can be measured by
CMB polarization experiments.

3.5 Blue-tilted Spectrum

Although the standard inflation model predicts a red-tilted spectrum since the tensor spectral
index np has the so-called consistency relation np = —r/8, a blue-tilted spectrum can be realized in
some non-standard models. There are several observational constraints on the energy density of the
stochastic gravitational waves at different frequencies given by pulsar timing, Big-Bang Nucleosyn-
thesis (BBN), interferometric GW detectors such as LIGO and VIRGO and so on. Although these
limits are far above the predictions of the standard inflationary models, a strongly blue-tilted tensor
spectrum can instead be detected. Moreover, the mechanisms that generate GW do not necessary
predict a blue-tilted spectrum over all the frequencies. The spectral index of the primordial GW
spectrum can change at some frequency.

We can use two different approaches to describe GW spectrum. In the first approach we consider
constraints on np taking into account the suppression of the spectrum at high frequencies due to
reheating and late-entropy production, assuming that the primordial spectrum has uniform spectral
index over all frequencies. Until now we used this approach considering a fitting formula that can
reproduce the effect of the thermal history of the universe on the spectrum with a very good accuracy.

In the second approach, introduced in [42], we can consider the constraints on ny without assuming
an explicit model of the early universe. Since the shape of the GW spectrum strongly depends on
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the model assumed, in [42] a more general form of the spectrum is used such that the spectral index
changes from np to a different value at a given frequency. In this way, we can also include the
case where the universe is dominated by a component whose equation of state differs from that of
radiation/matter component.

We first summarize observational bounds on the energy density of the stochastic GW, which are
used to obtain constraints on ny. The constraints adopted are the stringest ones from interferometric
GW detectors, pulsar timing array, and BBN. For details and references for this section see [42]. Here
we discuss the main results of the paper.

LIGO + VIRGO

From interferometric GW detectors, such as LIGO, we obtain an upper bound on the stochastic
GW given by the fact that we don’t detect them until now. It is adopted 95% C.L. upper bound from
the LIGO-Virgo collaboration [45]

Qawh? <2.6x 1075  [f=41.5—169.25 Hz|, (3.79)

where h is the dimensionless Hubble parameter that parametrizes the present Hubble constant as
Hy = 100h km/s. The analysis is performed using the approximate form of the GW spectrum,
Qaw (f) = Qaw,a(f/100H 2)*, where « is the local power index around the sensitive frequency ~ 100
Hz, where (3.79) is obtained assuming « = 0.

Pulsar timig array

The millisecond pulsars are very precise clocks. Gravitational waves can be searched through the
effect of the pulse arrival timings, which currently provides the stringest constraint on the amplitude of
GW at f ~ 10~8 Hz. We can use the bounds obtained by the North American Nanohertz Observatory
for Gravitational waves (NANOGrav) project, which gives the upper bound [46]

Qewh?> <1.1x107%  [f = 1/(5.54years) = 5.72 x 107 Hz|, (3.80)

where GW spectrum is modeled by hc(f) = Aiyear(f/ flyear)ﬁ , which corresponds to Qgw (f) =
(272 /3HZ) f2h2(f), and Ajyeqr is well approssimated by Ajyeqr = 2.26 x 10714(5.54year /1year)”.

BBN

We can also consider contraints from Big-Bang nucleosynthesis. Primordial GW contribute to the
energy density of the universe as an extra radiation component. Such extra radiation changes the
expansion rate of the universe during BBN and affects the abundance of the light elements. The total
energy of GW, given by integrating the density parameter Qgw (f), is therefore constrained not to
spoil BBN:

f2
/ d(In f)Qaw (f)h? < 5.6 x 10—6(N€(;‘§p”) —-3), (3.81)
1

(

where N e}?p °") is the upper bound on the effective number of extra radiation at the time of BBN. The
lower limit f; is given by the frequency corresponding to the comoving horizon at the time of BBN,
and f; = 10710 Hz is taken. For the upper cutoff fo = 107 Hz is taken, which corresponds to the
temperature of the universe ~ 10'> Hz. In [42] is adopted the 95% C.L. upper limit of Né}‘?per) = 4.65.

We illustrate how these observational bounds on Qg (f) can provide upper bounds to nr in
consideration of reheating and late-entropy production. Large values of np can elude the observational
constraints if the reheating temperature is low or the amount of entropy produced at late time is large.
We discuss the results of [42]. In this paper are investigated constraints on np for the cases of the
standard reheating and late-time entropy production scenarios, and how these constraints depend on
the parameters of the two models, in particular Tr, T, and F'.
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Figure 3.14: 20 excluded region (colored) in the ny — Tk plane for the case of the standard reheating scenario.
The tensor-to-scalar ratio is assumed to be r = 0.2 [42].

Standard reheating scenario

In the standard reheating scenario the universe enters in the matter dominated era soon after the
end of inflation, and is connected to the radiation dominated era when the temperature of the universe
becomes T' = Tg. In (Fig. 3.14) are reported the results of [42]. The plot shows the parameter space
ruled out by LIGO, pulsar timing and BBN in the np—Tg plane. For given ny and T is calculated the
stochastic GW spectrum and compared with the observational bounds presented. The GW spectrum

is calculated using the fact that the power spectrum A% = A%mim(k)T%(k) can be parametrized as

k \nr
A%,p?im(k) = AT(kref) (k_f) s (3.82)

with T (k) the transfer function, A7 (k,er) and ny the amplitude and the spectral index at the ref-
erence scale ky.s. The amplitude A7(k,.r) is linked to the tensor-to-scalar ratio r through r(k,.r) =
A%,pm.m(kref)/Agavam(kref), with Agz,pm‘m(kref) ~ 2.2 x 107 the power spectrum for the scalar per-
turbations at k..; = 0.01 Mpc~!. Notice that, in the case of LIGO and pulsar timing, we find a
characteristic temperature above which the constraint on ny does not depend on the reheating tem-
perature. The reason is that the reheating temperature characterizes the frequency of the suppression
due to reheating. For a reheating temperature higher than a certain value, the suppression occurs
at frequencies higher than the frequency band of the experiments, and the observational bound on
nr is determined regardless of the effect of reheating. The BBN can put a severe constraint on nr
depending on the reheating temperature because the bound is subject to the integrated value in (3.81).
By putting together all the contraints, we see that the constraint on nr is relaxed for lower rehat-
ing temperatures. Moreover, in order not to spoil the success of BBN we require that the reheating
temperature should be larger than about 10 Mev. This implies that the spectral index ny should be
smaller than ny = 1.2 for r = 0.2.

Late-time entropy production

In the case with late-time entropy production scenario, if large entropy is produced by the decay of
another scalar field o, the GW spectrum is further suppressed. The degree of suppression depends on
the amount of the entropy produced, which is characterized by the diluition factor F'. The frequency
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range of the suppression depends on the temperature of the universe at the end of the second reheating
T,. Therefore, the bound on ny depends on both F' and T,. The reheating temperature Tg is fixed
to be rather high as Tp = 10'® GeV in order not to include the effect of the first reheating in the
constraint on ny, and then simple see the effect of the late-time entropy production. In (Fig. 3.15)
and (Fig. 3.16) are reported the excluded parameter space in the ny — F' and np — T, planes. Since
larger values of F' give larger suppression of the GW spectrum, constraints from LIGO and BBN on
np are weakened as F' becomes large. On the other hand, we notice that the upper bound on np
obtained from pulsar timing does not depend on the value of F. This is because the constraint from
pulsar timing is put at f ~ 10~8 Hz, which corresponds to modes which entered the horizon at T' ~ 1
GeV. This involves that for the case of T, > 1 GeV the spectrum is suppressed at frequencies higher
than f ~ 10~® Hz, and then the constraint from pulsar timing is irrelevant to the value of F.

Also in this model T, determines the frequency of the suppression of the spectrum. However, in
contrast to the case of the standard reheating scenario, the suppression due to late-entropy production
arises in a certain frequency range, which is determined by the amount of entropy production F'. Thus,
the constraints on np from LIGO and BBN do not change depending on the value of T,,. The values
F = 10? and 10° assumed here are not enough to reduce the GW amplitude at high frequencies and
to relax the observational bounds.

Once the parameters Ty, F, T and r are fixed, we can obtain an upper bound on ny (see [42]).
An interesting fact is that BBN provides a stringest upper bound on np in most parameter space
because the reheating temperature is assumed to be very high (T = 10'® GeV) and the spectrum
is not suppressed by reheating. Then BBN put strong constraints at very high frequencies. Instead,
LIGO is sensitive at high frequencies (~ 100 Hz ) and, as far as T, < 10!° GeV, the upper bound on
np depends on the value of F and does not be affected by T,. On the other hand, the pulsar timing
has sensitivity at lower frequencies, f ~ 1078 Hz, and when T, is below 0.1 GeV the suppression
becomes important at f ~ 1078 Hz.

B LIGO+Virgo B LIGO+Virgo
B Pulsar timing M Pulsar timing
H BBN Bl BBN

0 02040608 1 1.21416 0 02040608 1 121416

np nr

Figure 3.15: 20 excluded region (colored) in the ny — F plane for the cases of T, = 1072 GeV(left) and 103
GeV (right). We assume 7 = 0.2 and T = 10'5 GeV [42].

3.5.1 Extension to general case

In the last part of this section we consider the most general case presented in [42]. The stochastic
GW spectrum is modeled by two parameters o and f,, such that the power index of the spectrum
changes from np to a at a characteristic frequency f,. This approach covers a broad class of models
of the early universe. For example, one can interpret the change of the power-law beheaviour as an
effect of the change of the background evolution, which is applicable not only for reheating but also
for different models. Moreover, we can adjust parameter values to describe a particular generation
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Figure 3.16: 20 excluded region (colored) in the ny — T, plane for the cases of F = 10> GeV (left) and 10°
(right). We assume r = 0.2 and T = 10" GeV [42].

mechanism of primordial GW which does not predict a uniform spectral index over whole frequency
range.
The GW spectrum is modeled as

5 () TR0 A e (7)< k)

ref
%(GLH)QT%(@ATw)(k’ijf)nT(%)a (k> ka)

where k, is the frequency at which the power index of the spectrum changes from ny to «. The
corresponding frequency is given by f, = ko/27. In this formula T%(k) includes only 73 (k) (and
not T5(k) and T3(k)), which means that only the change of the frequency dependence due to matter-
radiation equality is included. The effect of reheating and late-time entropy production is excluded
from the transfer function. This allows to treat in a more general way the change of the expansion
rate before BBN.

An important application of this approach could be in the study of the equation of state during the
reheating phase. Assume that the universe is dominated by a fluid whose equation of state parameter
is w. In the next section we will probe that a gravitational wave which enters the horizon during this
phase has a spectral power dependence of

Qew (k) = : (3.83)

2(3w—1)

Qaw o k130, (3.84)

Therefore, when the background equation of state changes from w to 1/3 (radiation) at the temperature
T,, one can describe the GW spectrum by assuming « as
23w —1)

a = W + nr, (385)
and f, would be the quantity determined by T,. Moreover, this model can be applied also whenever
in some models the spectral index changes from blue-tilted one to another. This approach could be
important when we consider the change of slope of the energy density spectrum of GW during the
reheating epoch.

To have an intuitive idea of how the constraint on ny depends on the value of « and kq(fa) we
show in (Fig. 3.17) the plot in [42] of the GW spectrum (3.84). In the figure three examples of GW
spectrum are shown, considering different scenarios of the early universe. First, a blue-tilted spectrum
with np = 0.6, which underwent the standard reheating scenario with T = 10 GeV. Next, a scale
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invariant primordial spectrum in which the kinetic energy of a scalar field dominates the universe.
Finally, a primordial spectrum such that the model predicts a strongly blue-tilted spectrum of np =1
around the CMB scale, but at some later stage the situation becomes the same as the standard slow-
roll inflation. In [42] are presented also the contour plots in the f, — a plane for each observational
bound (LIGO, pulsar timing, BBN), which represent the upper bound on ny. Thus, once we know an
approximated form of the GW spectrum for some particular model, we can find the values of o and
fa for that model and read off the upper bound on ny from these plots (see the paper).

Therefore, in this section we have seen a direct application of the reheting temperature. It is found
that the suppression of the GW spectrum due to reheating can significantly relax the constraints on
the tensor spectral index np, depending on the reheating temperature Tx. Moreover, taking into
account the late-time entropy production, the constraints on ny changes depending on the amount
of the produced entropy F' and the cosmic temperature at the epoch of entropy production 7,. For
example, assuming Tr = 10'® GeV, the constraints on ny from BBN, LIGO and pulsar timing are
n < 0.43,0.54 and 0.87 for r = 0.2 at 95% C.L., respectevely. Assuming Tr = 10° GeV, instead, we
obtain ny < 0.64,0.89,0.87 from BBN, LIGO and pulsar timing, respectevely [42].
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Figure 3.17: GW spectra modeled by «, f, [42].

3.6 Equation of State

In the last sections we focused on the determination of the reheating temperature by observing
the change of the frequency dependence of the GW spectrum.

In the toy model of reheating showed in the previous chapter we assumed that, after inflation, the
inflaton field behaves as non-relativistic matter with equation of state parameter w = 0. Thus, since
this field still dominates the universe in this stage, the universe undergoes a matter-like era.

We suppose now, in this model, that the inflaton beheaves during this phase as a generic perfect
fluid with equation of state parameter w,.. We start rewriting the equation for the radiation during
the reheating stage,

pr +4Hp, = Typg. (3.86)
Considering the general beheaviour of the scale factor, we can write
2
t 3(1+wre)
a(t) = apse | — , (3.87)
tOSC

where aosc = a(tose) and ts. is the time when the inflaton starts to oscillate around the minimum of its

potential. During this stage the Hubble rate reads H = % =3 o and considering pg ~ q—3(twre)

__2
14-wre
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(3.86) becomes

3 —3(14wre)
a
by + ————pp =T 3.88
prt 3(1 + wre)tpT ¢Pose (aosc> ’ ( )

with pr(tesc) = 0 and pys. = M*. Before t ~ F(;l the decay of the inflaton is not efficient. Using (3.87)

we obtain
—3(14wre) ; —2
a
(aosc> B <tosc> ’ (389)

and we set tosc ~ My /M?. From (3.88) the final equation to solve is

8 _ FzﬁMgl

prt 3(1 +wr€)tpr TR

(3.90)

We solve this equation in the same way we did for the toy model of reheating. We write the general
solution as

t
) =40 [t (g(t)A ), (3.91)
tOSC
where now A(t) is given by
8
Alt) = ——, 3.92
®) 3(1 + wye)t (3.92)
and the integral term now reads
8
t T.M? 1\ 30Fwre) T.M? t (1=3wre)
/ N s TR RV eyl (3.93)
tosc t tOSC ttg)ég)(1+WTe) tosc

Solving the integral and putting all together in (3.91), we finally obtain

5—3wre
ToM?2 [ 3(1 + wre) ¢\ e
pl re
r = 1 — . . 4
p (t) t < 5 — 3w7‘e tosc (3 ’ )

At t ~ F;l the decay becomes very efficient and we assume that the radiation era starts immediately.

Equating the expression for the radiation density energy and (3.94) at ¢ ~ I‘;l, we obtain an equation
for the reheating temperature:

2
_ m 4 _ 2 2 3(1 + Wre)
prad = 9o Tren = Loy <5_3w ’ (3:95)
that yields
1/4
_ 3(1 4+ wyre
Tyen ~ 1.32 g2 /(D My) /2 <5(_3w)> ' 40

Thus, the reheating temperature has a dependence from the equation of state during reheating.

In general the equation of state is parametrized by a function wye(t) for the universe during the
various stages of reheating. When inflation ends, w,e = —1/3. Assuming a massive inflaton, the
equation of state climbs to 0. During this initial stage of reheating the frequency of oscillations,
characterized by the inflaton mass, will be larger than the expansion rate. As the inflaton decays,
the decay products compose an increasing percentage of the energy density of the universe, increasing
the equation of state parameter from 0 to 1/3 at the start of radiation dominance. However, it is
estimated that during preheating (the initial stage of reheating) we have an increase of wy, from 0 to
wre ~ 0.2—0.3 [48]. However, the duration of this stage can be considered instantaneous in comparison
with the remaining stages of reheating. Thus, in general w,. may be rightfully treated as a constant
throughout the entire reheating era [49].

54



CHAPTER 3. REHEATING OBSERVABLES 3.7. INFORMATIONS FROM CMB

3.6.1 GW and equation of state

We can relate the equation of state parameter w to the tilt of the gravitational wave background
spectrum. We assume that the initial power spectrum has no tilt, i.e. A%L,pm'm o kY. Then, with this
assumption, the frequency dependence of the spectrum is determined only by the transfer function.
Therefore, from (3.61) we have Qgw o k?T2(k). A gravitational wave, with initial amplitude of
hx prim, mantains constant amplitude outside the horizon and it starts to decrease inversely propor-
tional to the scale factor when the mode re-enters the horizon. Then, we can rewrite the transfer
function as Tr(k) = |hi,ol/|hkprim| = (a0/ain) !, that implies Qew ~ k%aZ,. We know that a mode
re-enters the horizon when k = aH. Considering that the Hubble rate is given in terms of the equation
of state as H2  a3(H%) we obtain agy, o k~2/(43%) Thus, for modes which enter the horizon when

the universe has the equation of state w, the spectrum has the frequency dependence of

2(Bw—1)

Qaw oc ki 3rt (3.97)

If we parametrize the amplitude of the gravitational wave background spectrum, normalizing at f = F,

it reads
2(3w—1)
3w+l |

Qew (f) = Qew,r(f/F)

Thus, from this equation we can easily see the change of slope of the spectrum at the reheating
temperature in the case of the transition from the matter-like era after inflation to the radiation era.
Indeed, matter-dominated era (w = 0) and radiation-dominated era (w = 1/3) corresponds to the
frequency dependence f~2, fO, respectevely [41].

From the analysis of [41] results that the value of the tilt is more sensitive to the change of w
when the fiducial model is w ~ 0 than when w has larger value. Then, it is easier for direct detection
experiments distinguish the model with smaller value of w.

(3.98)

3.7 Informations from CMB

Another possibility for extracting informations about reheating is to consider the expansion history
of the universe between the time the observable CMB scales crossed outside the Hubble radius during
inflation and the time they later re-entered. We can start by recapping the cosmic expansion history.

At early times the inflaton field ¢ drives the quasi-de-Sitter stage for Ny e-folds of expansion,
while the reheating comoving horizon scale decreases as ~ a~!. The reheating phase starts when the
accelerated expansion ends and the comoving horizon starts to increase. After another N,.. e-folds of
expansion the energy in the inflaton field has been completely dissipated into a hot plasma with a
reheating temperature T;... After that, the universe expands under radiation domination for another
Npgp e-folds before it makes the transition to the matter-dominated era. Thus, the number of e-folds
between the time that the current comoving horizon scale exited the horizon during inflation and the
end of inflation must be related to the number of e-folds between the end of inflation and today. Then,
studying the expansion history of the universe we can trace the diluition of the energy density (Fig.
3.18) [50].

In this section we want find a connection between the CMB contraints on the primordial power
spectrum (which would correspond to a prediction for Ny) for a given inflationary model, and reheating
parameters such as N, (the duration of reheating). Moreover, for a given single-field inflationary
model and for a given equation of state during reheating, we may use the CMB data to place constraints
on the reheating temperature. We derive expressions for the reheating parameters (Nye, Tre and wye)
in terms of a set of physical quantities that are specific to inflation and to the cosmological evolution
subsequent to reheating (for reference see [49] and [50]).

Consider a single-field inflationary model with background field equation ¢+ 3H¢+ V' = 0. First,
we derive an expression for N,.. Assuming a constant equation of state during reheating, the density
energy of the universe beheaves as p ~ a—3(+%re)  We write

—3(14wre)
Pend _ <a@”d> 7 (3.99)

Pre Qre
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Figure 3.18: The evolution of the comoving Hubble scale 1/aH. The reheating phase connects the inflationary
phase and the radiation era. Compared to instantaneous reheating (thick dotted curve), a reheating equation of
state parameter w,. < 1/3 implies more post-inflationary e-folds of expansion. Fewer post-inflationary e-folds
requires wy > 1/3 (thin dotted curve) [50].

where the subscripts end and re denote, respectevely, the end of inflation and the end of reheating.
In terms of e-foldings, N,e = In(are/aend), we obtain

1 Pend
Nype = 1 . 3.100
3(1 +W7‘e) " ( Pre ) ( )

For example, consider for the inflaton power-law potentials

Vi(¢) = %m“’%a? (3.101)

with power-law « and mass parameter m. We can determine the number of e-folds IV, from the time
that the field value is ¢, until the end of inflation ¢epg:

lend Pend H
Ny, = Hdt = / = do. (3.102)
¢

tg k

Using the equation of motion ¢ ~ —V'(¢)/3H and H? ~ (87T/3M§Z)V(¢) during inflation, we obtain

¢end 87T¢ ¢2 _ 2 (252
N, = —/ dp = b Tend Tk (3.103)
. (Mp%a) 204Mp21 204M§l

where we have assumed that the field value at the end of inflation ¢¢,q is small compared to that
during the slow-roll.
For this model we can find also a simple relation for the slow-roll parameters

o (vie)\ e[V
_2<V(¢)>7 n~ M 7 | (3.104)

Using the relation (3.103), the slow-roll parameters can be simply rewritten in this model as

o« _a—l
TunN, T N

€ (3.105)
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where they are evaluated at the reference scale k. Finally, we obtain a simple relation also for the

spectral tilt at the scale k:
a—+2

2Ny

In Cosmology we observe perturbation modes on scales that are comparable to that of the horizon.
For reference scale we choose the pivot scale at which Planck determines ng, k& = 0.05 Mpc~!. The
comoving Hubble scale aiHy = k, when this mode exited the horizon, can be related to that of the
present time by means

ng —1=—6e+42n=—

(3.106)

k Gk aend%aeqﬂeq Hy,

_ , 3.107
apHy Gend Qre Oegq apHy Heq ( )

where quantities with subscript k are evaluated at the time of the horizon exit. Same thing for the
other subscripts: end of inflation (end), end of reheating (re), radiation-matter equality (eq) and the
present time (0). Then, we use e = acna/ar, V¢ = Gre/aeng and eNED = Qeq/are tO Obtain a
constraint on the total amount of expansion,

k QeqH H;,
1 =—Ni,—N,. — N In [ =% 1 ) 3.108

To solve this equation we first write an expression for Hy as a function of ns. Using the definition of
the tensor-to-scalar ratio r = P,/ P¢, with P, = (2H2)/(7T2M5l) and Py = Ay at the pivot scale,

2H}

s (3.109)
WQM;?ZAS

Tk

Using the consistency relation r = 16¢, we obtain

Hk ~ WMpl\/8AS6k. (3110)

We can then express Hj, in terms of the spectral tilt ng, the power-law index o and Ay, using (3.106)
and (3.105). The expression for Hj, becomes

2As5a(1 — ng)

Hy, = wMy ) .

(3.111)
The energy density at the end of reheating determines the reheating temperature through p,. =
(72/30)greTt. The subsequent expansion is mainly driven by hot radiation, except for very recently
non-relativistic matter and dark energy. Thus, for semplicity, we assume that no immense entropy
production occurs after T,.. Under this assumption the reheating entropy is preserved in the CMB-
neutrino background today, and leads to the relation

gS,TGTSeaie = gOsTgag7 (3'112)
from which 5
a 7
gs,reTr?)e - <0> (QT(? +6- 2 Tjo)a (3.113)
QAre 8

where Ty = 2.725 K is the present CMB temperature, and 7,9 = (4/11)1/3 T) is the neutrino temper-
ature. gr. is the effective number of degrees of freedom at the end of reheating. From (3.113) we can
derive a relation between today CMB-temperature Ty and the reheating temperature T;.:

1/3
Tre — 43 40 Geq (3.114)
To 1lgs,re Geq Qre . '

Using e VD = q,../ aeq, We Tewrite the reheating temperature as

43 1/3
Ty = Tp 90 ) eNao, (3.115)
1195,7"6 Qeq
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We also rewrite ag/aeq using (3.107),

ao _ aoHo ak Gend are Heq Hy (3.116)
Geq k  Geng are Geq Hy I_qu7

that leads

ﬂ _ ao.er,NkefNreefNRD. (3117)
P

With this expression for ag/acq, we can finally rewrite the reheating temperature as

1/3
43 aon- —N —N,
Tre =T k e, 3.118
re 0 <1lgs,re) ( L ) € € ( )

From this relation we see that larger values of N,. corresponds to smaller T;.. and viceversa. In other
words, quicker and more efficiently reheating takes place, larger becomes the reheating temperature.

We use now the fact that, at the end of inflation, the equation of state has to be wenqg = —1/3
to stop the exponential quasi-de-Sitter expansion (wjnf =~ —1). At this time then we have that the
energy density and the pressure of the inflaton read

1. 1
Pend = §¢2 + ‘/end((b)7 Pepg = §¢2 - ‘/end((b), (3119)

with the equation of state P.pg = Wend Pend = —(1/3)pend, and the inflaton potential evaluated at the
end of inflation. Using the equation of state at the end of inflation and these expressions, we obtain
_%pend = %(bz — Veng. Using also %¢2 = pend — Vend, we obtain the simple relation

3
Pend = §Vend. (3.120)

Plugging this into N,.. = ) In(pend/pre);s Nre becomes

1
3(1+wre

30- 3V,
Noe b gy (Bena) 2 1 2 ond ), (3.121)
3(1 + Wre) 2pre 3(1 + wre) T Grelye

Finally, using the expression found for the reheating temperature (3.118), it reads

4 1 45 VYA 1 (11 k
Npp=—— |21 In [ Zend | 4 Zgn [ 229 ) 1 Ny + Nyl
3(1 + wre) [4 " <7r29re> * n( 700 I R T i W I

Solving this in terms of N,., assuming wy. # 1/3, we find

1/4
4 1 45 V. 1. (11g k

L S Do e | Sy (e ) —Ny|. (3123

e 3(1—%)[ 4n<7r2gre> n(m) 3n< 43) n<aoTo) k] (3:125)

The second and the last terms in the right part of this equation depend on the specific inflationary
model, since V,,q4 is the potential of the inflaton evaluated at the end of inflation, and N}, is the number
of e-folds between the pivot scale k crosses outside the Hubble radius and the time when inflation ends.
Assuming g, ~ 100 and using Planck’s pivot scale of 0.05 Mpc™!, one obtains a simplified expression
for Ny, without specifying a particular inflationary model:

(3.122)

4 vi/e
Nre:m 61.6 — In H—": — Ni|. (3.124)

Moreover, plugging this equation into (3.118), we can find another expression for the reheating tem-

perature,
3(1twre)

43 1/3aT A5Vonal 30y | 2!
( ) 0 Oer*Nk[ 26"“] 3‘1*“”)] . (3.125)

T. =
" 1 1gre k T Gre
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The results obtained for N, in (3.124) and (3.123) are valid only if wy. # 1/3. Indeed, if wye = 1/3
in (3.123), N, cancels from both sides of the equation. Assuming g,. = 100 and Planck’s pivot scale,
one finds [49]

‘/1/4
61.6 = In (”d) + Ny. (3.126)
Hy,

The issue is that we are defining the start of radiation dominance as the moment in which w, = 1/3.
If wy, is already equal to 1/3 during the reheating phase, then there is ambiguity in differentiating the
two regimes. This implies that for w,. = 1/3 is not possible to derive a prediction for N,. or T;. but,
instead, for a particular inflation model, one finds a prediction for n.

Going back to the inflaton potential V(¢) = %m4_°‘¢°‘, we have found the expression for Ny =

2?:215)’ H, = ﬂMpl(%)l/Z in terms of a, ns and As. We finally compute also V,,4 in terms

of ng and As. To find V4 we start from the expression for Hj, in terms of the potential
8w 8t 1
Hy~ ——V(dy) = —mATeg 3.127
k 3M2[ (¢kz) 3M2l 2m ¢ka ( )
p p
from which m?—* = 2276 01 the other hand, Vong = 1m4=0¢® . Substituing i h i
rom which m ~ Srgn - n the other hand, V., = 5m* “¢g, ;. Substituing in V¢, the expression
found for m*~®, we obtain
o 2 ¢end o
Vena = 3M2 Hj, o) (3.128)
k

The value of the field at the end of inflation is computed imposing the slow-roll condition € = 1. From
(3.105) we have that €.,q ~ 1 implies & = 4N = 4¢gnd/2a, that yields

OéMpl
end = . 3.129
Pend NG (3.129)
Using also (3.106),

2 = 202N, = 200222 3.130
Pk = 20M; Nj, = 2 P =)’ (3.130)

and, finally considering also the expression for Hy, (3.111), V,,4 reads

27 14 a(l —ny)

end — M As L—ng)| w——5v |- 131
Vena = 67 My As( n)<2(a+2)> (3.131)

Thus Ng, Hp and V,,q are all expressed as functions only of a, ng and A;. One can then plot N,
or T, as a function of ng for some fixed values of w,. and a. We consider ny; = 0.9682 %+ 0.0062 and
Planck’s central value A, = 2.196 x 10~?. Moreover, in general once the form of the inflaton potential
is specified for a given model, one can express V,,q4 as a function of model parameters calculated at the
pivot scale. One can also use V,,,4 to derive N, and T}, as a function of inflationary model parameters
using the equations found in this section [49].

3.7.1 Results

We report the results of [49] and [50]. In (Fig. 3.19) from [49] are computed Ny, and T as functions
of ng—1 for power-law potentials with o« = 2/3, 1,2, 4. The results indicate that the quadratic potential
« = 2 implies a prolonged reheating epoch for the central value ng ~ 0.96 and canonical reheating
(wre = 0). It is required a reheating temperature T}, ~ 10%, and a number N,. ~ 30 of e-folds in this
case. Instead, a scalar tilt bluer than 0.96 requires smaller N,. and higher reheating temperature.
In [50] is derived from numerical analysis a relation between the reheat temperature 7. and the scalar
spectral index ng, given by logo(Ty./108GeV) ~ 2000(ns — 0.96). From this formula we see that an
higher reheat temperature 7). implies a larger ng. If 7. is considerably above the electroweak scale,
then ng will have to be larger than its central value. For example, if reheating was nearly instantaneous
and set Ty, ~ 10'6 GeV, as may required by GUT-scale baryogenesis models, then quadratic inflation
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Figure 3.19: Plots of N,. and T,., the length of reheating and the temperature at the end of reheating,
respectively, for polynomial potentials with exponent . The solid red line corresponds to w,. = —1/3, the
dashed green line to w,. = 0, the dotted blue line to w,. = 2/3, and the dot-dashed black line to w,. = 1. The
pink shaded region corresponds to the 1o bounds on ng from Planck. The purple shaded region corresponds to
the 1o bounds of a further CMB experiment with sensitivity 1073, using the same central n, value as Planck.
Temperatures below the dark green shaded region are ruled out by BBN. The light green shaded region is below
the electroweak scale, assumed 100 GeV for reference. This region is not disallowed but would be interesting in
the context of baryogenesis [49].

requires ng ~ 0.965 (taking k = 0.05Mpc~! used by Planck. This value increase to ns =~ 0.967 for the
WMAP pivot scale k = 0.02Mpc1).

For models with smaller power-law indeces (o = 2/3, 1) canonical reheating is too efficient in diluit-
ing the energy density if ng falls within its 1o error range. These types of model (axion-monodromy
models), unless ng is above the current 1o upper limit, require some exotic mechanism of reheating,
beyond that in the canonical scenario. On the other hand, models with larger power-law potentials
indeces (a = 3,4), require w,e > 1/3 (irrealistic considering that this would mean a diluition of energy
density faster than that occurs during the radiation epoch). Thus, also in these models reheating
require some non-canonical picture, unless ng is near the lower limit of the current 20 range.

In conclusion, the analysis suggests that the power-law inflationary models, with o = 2, are the
most compatible with the simplest canonical reheating scenario. The current data then do seem to
favor a simple quadratic inflaton potential if a simple reheating scenario is assumed [49].

In [49] is studied, with the approach discussed in this section, a broad range for the equation of
state parameter, —1/3 < wy. < 1, with the corresponding limits on CMB observables for different
inflationary models. From the analysis comes out that a ¢? potential would favor relatively large
values of r. For example, a reheating model with w,. < 1 imples » > 0.11. On the other hand, to
allow a reheating model with wye < 1/3, which is very probable, the tensor-to-scalar ratio requires to
be r > 0.14. For natural inflation, considered in the previous chapter, the paper finds that Planck’s
20 bound on ng favors a tensor-to-scalar ratio r > 0.05 for w,. < 1/3.

3.8 Bayesian approach

We end this chapter considering the Bayesian approach to have informations about reheating using
CMB. So far, the contraints on the reheating temperature and the reheating energy scale are not so
numerous. The reheating temperature should be less than 10'® GeV, and also should proceed before
BBN implying Tep, > 10 MeV. Thus, the reheating temperature is poorly constrained, in particular
its lower limit.

In [51] are derived constraints on the reheating phase making use of Bayesian techniques and
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utilizing a full numerical approach. This approach has several advantages. First, the method remains
accurate when the slow-roll approximation breaks down, as one expects near the end of inflation.
Second, it permits a new treatment of reheating. Indeed, instead of viewing the reheating parameters
as a nuisance collection of parameters, they can easily be included in the Bayesian data analysis
process. Third, the evolution of cosmological perturbations in the hot Big-Bang theory already relies
on numerical codes. Treating perturbations during inflation in the same way allows to automatize
the entire procedure and easily extends to other scenarios. Fourth, the numerical approach allows us
to solve the problem of the prior choice. Indeed, from a physical point of view, our prior knowledge
is on the inflationary theory and not the shape of the primordial power-spectra which is actually a
model prediction. Therefore, it is better and easier to choose prior probability distributions directly
on model parameters, such as the power index of the large-field potentials [51].

In this section we only outline the main points. For a complete treatment see [51], where the
Bayesian approach was first introduce to study reheating, [52] which is based on Planck 2013 data,
and [53] based on Planck 2015 data (using a better analysis).

The evolution of scalar density perturbation is described by the Mukhanov-Sasaki variable vy, seen
in the first chapter (in accordance with the literature, we renamed Q with vg ). The equation (1.90)
can be rewritten in terms of the slow-roll parameter e:

v,’éﬂ—

2 (Z\@"] v = 0. (3.132)

The Mukhanov-Sasaki variable v is related to the curvature pertubation (; through the following

relation
1 Vg

- ’ 3.133
Ck My avae ( )
from which we derive the power spectrum of (g,
2
k?’ k‘3 Vi
P = ——|G* = —|. (3.134)
G T on2 47T2M51 ay/e

To obtain the power sperctrum P (k) one has to integrate (3.132) with initial conditions given by the

Bunch-Davis vacuum
1

. _ —ikT
k/f}?in-koo v = me , (3.135)
since, at the beginning of inflation, all the modes of astrophysical interest today were much smaller
than the Hubble radius.

As said in the first chapter, the curvature perturbation (j is directly linked to CMB anisotropies
and it is a conserved quantity on large scales. This means that one can use it to propagate the
inflationary spectrum from the end of inflation to the post-inflationary era. In other words, the
power spectrum is not affected by the post-inflationary evolution, in particular by the reheating stage.
However, in the previous section we have seen that the relation between the physical scales at present
and during inflation depends on the properties of the reheating epoch. Thus, in order to calibrate the
inflationary spectrum with respect to the physical scales of astrophysical interest today, we need to
know how reheating proceed.

We can express (3.132) in terms of the number of e-folds during inflation, N = In(a/a;,), where
a;n 18 the value of the scale factor at the beginning of inflation. It can be written as

d?vy 1 dH dvy k

2
j‘f) - US(N)

where Us(N) is an effective potential for the perturbations which depends on the scale factor and its
derivative only. All the terms in the equation, but k/H, are specified by the inflationary background
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evolution. Given a physical scale today, say k/anew = 0.05 Mpc™!, we need to express k/H in terms

of k/anew and quantities defined during inflation. We can find then the relation

T (N)e e, (3.137)

where N7 is the total number of e-folds during inflation. In [51] was defined I'y, as

Anow Anow Q'ypcr

1 1 1/4
T = ——(14 znow) = ( Pend ) Ry (3.138)

where in the paper was introduced the new parameter R,,q. This parameter plays a crucial role in
this treatment. pe,q is the energy density at the end of inflation, p., is the present day critical energy
density and €2, ~ 2.471 x 10~°h~2 is the density parameter of radiation today. The parameter I'j,
depends on the whole post-inflationary evolution of the universe through z.,q. After inflation only
the reheating phase is poorly known and represents the main source of uncertainty for the inflationary
predictions.

In order to find the physical interpretation of R,..q, assume that the reheating phase is dominated by
a conserved effective fluid with energy density p and pressure P, with the equation of state parameter
wre. We can define the energy density during reheating as

N
P(N) = pend exp{—3/ [1 +wre(n)]dn}. (3.139)

Nt

From this expression we can derive

AN
In Ryoq = T(_l + 3re), (3.140)
where
AN = N, — Ny (3.141)

is the total number of e-folds during reheating, being N,. the number of e-folds at which reheating is
completed and the radiation dominated era begins. The parameter @w,. denotes the mean equation of

state parameter
1 Nre
Ore = —— Wre(n)dn. (3.142)
AN [y,
Then, the parameter R,,q only depends on what happens during reheating. In the special case in
which @, = 1/3, In R,,q = 0 and, in this case, the reheating stage cannot be distinguished from the
subsequent radiation dominated era and cannot affect the inflationary predictions. This also implies
Ryqq = 1.
From (3.139) In R4 can be put in the form

1 — 3re Pre
1 rad — — 1 y .14
red = 0 ) n(pend> (3.143)

where p, is the energy density at the end of the reheating era.

We can summarise the discussion. In order to calculate the power spectrum of the inflationary
cosmological perturbations, we need to solve (3.136). In this formula the only term not known during
inflation is k/H, which depends on the parameter R,.q that is the only parameter that contains
informations about the reheating stage. More precisely, it depends on the energy density at the end
of reheating, p,e, and on the mean equation of state iye.

Having discussed the physical interpretation of R,.q, we can explain how it is constrained from
CMB observations. R,.q can be expressed in terms of quantities defined at the Hubble horizon crossing,

1 H? 1( 3 Vepa 3—c¢
InRyqq = Ny — No + Ny — =1 * i . 3.144
N fyrad T + No 1 H<M§l€*>+4<e* V. 3— e |’ ( )
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where it is defined

No=1In (k/‘f;f’”). (3.145)
Py

In (3.144) N, is the e-folds number at which the scale k/anoy crossed out the Hubble radius during
inflation, and same thing for the other quantities. In order to be consistent with the standard cos-
mological model, In R,y cannot take any arbitrary values. One shoud have @, < 1 to respect the
positivity energy conditions of General Relativity, and w,. > —1/3 by the fact that reheating is not
inflation. Moreover, reheating should occur after inflation and before BBN, i.e. pnuc < pre < Pend,
with

Prue = (101MeV)? (3.146)

From this we can directly explicitily (3.144) (see [51]).

The equation (3.144) can be used in two manners. The first way is to assume something about
R,,q and derive the corresponding range of variations of the slow-roll predictions N, and €(N,). In
other words, this determines how the inflationary predictions depend on the details of the reheating
era. This approach is the mostly used in the literature to compare inflationary predictions to the
current contraints on the slow-roll parameters €, (or spectral index and tensor-to-scalar ratio). But,
as pointed out in the paper, this is made by choosing a value of N,, which is directly linked to R,.q,
which itself depends on the energy density at which reheating ends, and on the equation of state
during reheating. The range of variation for N, then can only be known once a reheating model is
assumed. Without such assumption, an assumed value of N, can cause inconsistencies with standard
cosmology (for example reheating occurring after BBN, or at energy densities higher than pe,q).

The second approach, introduced in the [51], consists of considering R,.q as an observable model
parameter and includying it in the data analysis using a Bayesian approach. If we have specified a
model, and then a potential, V,,q is explicitily known. CMB data put a limit on H?/e,, through the
amplitude of the anisotropies, as well as on €, from the tensor-to-scalar ratio. One can expects CMB
data to also give some informations on R,,q. Therefore, to discuss how well CMB data constraint a
set of inflationary models is to perform a Bayesian analysis of the data given the model parameters,
including reheating. This is different than constraining the slow-roll parameters, or the spectral index
and the tensor-to-scalar ratio, which only encode the shape of the primordial power spectra and
know nothing about reheating (while a model of inflation does). The numerical exact integration
method consists of the computation of the primordial power spectra assuming only General Relativity
and linear perturbation theory. Therefore, the only model parameters are the ones appearing in the
inflaton potential together with the reheating parameters R,,q. In [51] is performed data analysis for
both large and small field models. It is showed that CMB data restrict the a priori possible values of
AN and @y,

In [52] and [53] the analysis are computed with the Planck data. In these papers are derived
the posterior probabilities of the reheating parameters associated with almost 200 inflationary models
taken from Encyclopedia Inflationaris [54]. Such a number is representative of all the single-field
slow-roll models proposed (until 2015). This analysis allows to obtain generic conclusions and new
constraints on the inflationary reheating within the slow-roll.

Performing a CMB data analysis within one model of inflation allows one to infer, among others, the
marginalized posterior probability distribution P(In R,.|D) for the parameter R, defined as R,. =

R, ud (piﬁl/Mpl), under the dataset D. Considering that reheating should occur after inflation and
before BBN, and the conditions seen on the equation of state parameter —1/3 < @, < 1, one derives

1
—46 <In Ryep < 154 5 In [ Lo ). (3.147)
37\ MY

These bounds define a flat prior probability distribution 7 (In R,;). The data are constraining the
reheating epoch as soon as the posterior P is peaked compared to the prior w. Since the simple ratio of

standard deviations wastes some information, in [53] is used the Kullback-Leibler divergence between
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Figure 3.20: Probability distributions (normalized to their maximum) for the rescaled reheating parameter R,
associated with two of the 200 models analyzed: loop inflation on the left (LI) and supergravity brane inflation
on the right (SBI) [ [55]]. The black curve corresponds to the prior (3.147) and is not exactly flat since the
upper bound of (3.147) is slightly model dependent. The marginalized posterior obtained from Planck 2013
data is displayed in blue and is to be compared to the more constraining posterior obtained from the Planck
2015 with BICEP/KECK (red curve) [53].

the prior distribution 7 and the posterior P,

P(ln Ryep,)

dIn Ry, 14
m(ln Ryep) 0 Fren (3.148)

DKL:/P(II]RT@MD) In

which is a measure of the amount of information provided by the data D about In R,.,. In order

to perform the CMB data analysis of the almost 200 slow-roll inflationary models, [53] considered

an effective likelihood L.¢y depending only by the slow-roll parameters (P, €;). This likelihood is

obtained by marginalitation of the joint Planck 2015 and BICEP2/KECK likelihood over all the other

parameters 0,4, that corresponds to the instrumental, astrophysical and cosmological parameters.
The effective likelihood is defined as

Leff(P*uei*) = /P(Dwmmp*aei*)ﬂ'(eiac)deiac- (3149)

Within a given slow-roll model of inflation M, with theoretical parameters 6;,r, the quantities P, and
€;x are explicit function of 0,7 and, most importantly of In R,.,. Thus, from Bayes’ theorem, the
posterior on In R,..;, is given by

P(In R, D) = "Uen) [ AP Gung 1 Rran). 610 I R (Bro )iy, (3150
(D|M)
where P(D|M) is the global likelihood, which is proportional to the Bayesian evidence P(M|D) =
P(D|M)m(M) of the model M to explain the data D.

To fix better the idea in (Fig. 3.20) is reported the plot of [53], in which are represented the
posteriors of In R,.., for two particular models: loop inflation and supergravity brane inflation using
both the Planck 2013 and 2015 data. From the figure we can see the gain of information between
these two data sets as well as the overall constraining power of CMB data on reheating. Of course, for
other models M;, the posteriors on In R,..p, are different and may be peaked over large or small values,
or not constrained at all.

We show in (Fig. 3.21) also the main plot of [53]. In the plot each model is represented by a circle
in the plane (B, D), where B is the Bayes’ factor normalized to the best model, obtained from the
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global likelihoods by
P(M;|D)
sup;[P(M;|D)]’

Most of the models having large Bayes factor are concentrated around values Dy < 1, whereas
disfavored models have Dy > 2.5. This indicates how good a model fits the data. In the paper it is
calculated also the average value of Dy in the space of all models for Planck 2013 and Planck 2015
data, with

B = (3.151)

< Dgr, > Y _ P(M;|D)Dg(M;). (3.152)

This value is weighted by the Bayesian evidence, namely the probability of a model to explain the data.
Disfavored models weight less than favored models. The authors estimate < Dy >= 0.82 4+ 0.26 for
Planck 2015 and < Dgy, >= 0.55 £ 0.14. This leads a 40% improvement in information gain from
Planck 2015 compared to Planck 2013.
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Figure 3.21: Information gain Dy in (bits) given by Planck 2013 (left panel) and Planck 2015 with BI-
CEP2/KECK (right panel) about the rescaled reheating parameter In R,.p, as a function of the Bayesian ev-
idence. Each circle represents one of the 200 models of the Encyclopedia Inflationaris collection whose color
traces the mean value of In R,..;. The yellow band represents the one-sigma deviation around the mean value.
For Planck 2015 and BICEP2/KECK, one gets < Dy >= 0.82 4 0.13. This corresponds to 40% improvement
compared to Planck 2013 [53].
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Chapter 4

Preheating

According to the theory of inflation, almost all elementary particles populating the universe are
created during the reheating phase. In the previous chapters we introduced toy models of reheating
that show the main idea. After inflation the inflaton oscillates near the minimum of its effective
potential producing particles that interact with each other and come to a state of thermal equilibrium
at some reheating temperature T,.. The process completes when all (or almost all) the energy of the
classical scalar field ¢ transfers to the thermal energy of the particles created in the process.

A perturbative model of reheating is possible as long as the couplings are sufficiently small. How-
ever, the particle production from a coherently oscillating field for a wide range of couplings occurs
in a non-perturbative regime of parametric excitation, called parametric resonance. In fact, in a large
part of inflationary models the first stages of reheating occur in a regime of a broad parametric res-
onance. This initial stage of reheating is called preheating. A complete and analytical treatment of
preheating with parametric resonance after chaotic inflation was introduced by Kofman, Linde and
Starobinsky in [56]. During preheating the energy transfers from the inflaton field to other bose fields
and particle production is extremely efficient. From the analysis in [56] comes out that reheating
never completes at the stage of parametric resonance. Instead, the resonance becomes narrow and
inefficient, and the final stages of decay of the inflaton can be described by a perturbative (elemen-
tary) theory of reheating. During preheating we have a copious particle production that occurs far
away from thermal equilibrium. The energy of the inflaton zero mode is transferred to particles in an
out-of-equilibrium state with very large occupation numbers within a very short time interval of about
10735 seconds [58]. One can expects that the initial conditions for the subsequent thermal history
of the universe are settled during preheating. Moreover, a precise understanding of preheating and
how thermal equilibrium is reached is crucial since partial thermal distributions can be responsible for
cosmological baryo-leptogenesis, the possible creation of dangerous cosmological relics etc.

The most studied inflationary scenarios in which GW production is investigated during reheating
are chaotic inflation and hybrid inflation. In the latter model preheating develops in a slightly different
way compared to the first, with a mechanism called tachyonic preheating. However, in both cases the
process of gravitational waves production is essentially the same.

We start the discussion about preheating reviewing the Kofman-Linde-Starobinsky model in [56].
We will discuss the main points, see the paper for further details and references. For other references
about preheating see [59], [57], [19].

After preheating at the end of chaotic inflation scenario, we will discuss the tachyonic preheating
after hybrid inflation and other important models discussed in the literature.

4.1 Parametric Resonance Model

4.1.1 Elementary reheating

We start considering a basic model that describes the interaction between the inflaton scalar field
¢ and a scalar field x and a spinor field :

1 1 1 - 1 .
L= S0u00"¢ = V(9) + 50ux0"x — 5mix® + (i — my)v — Sg*°X° — hipg,  (41)
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where g, h are small coupling constants, and V(¢) is the effective potential of the field ¢.

During inflation the dynamics is leaded by the first two terms of the lagrangian. Consider the
Klein-Gordon equation for the inflaton field, ¢ + 3H¢ + V' (¢) = 0. For sufficiently large initial value
of the field, the friction term 3H ¢ dominates over gi) and the potential term dominates over the kinetic
term. In such a stage the universe expands quasi-exponentially. In the simplest model of chaotic
inflation, V(¢) = %mgf)Q, inflation occurs at ¢ > M. With a decrease of the field ¢ below My, the
friction term becomes less and less important and inflation terminates at ¢ ~ M, /2.

For the model (4.1) we consider first, for generality, the case in which the effective potential V' (¢)
has a minimum at ¢ = v. Near the minimum the effective potential is quadratic with respect to the
field ¢, V() ~ %mz(qﬁ — )2, with m? the effective mass squared of the inflaton field ¢. Suppose that
we have a spontaneous symmetry breaking (SSB) of the parity symmetry ¢ — —¢. In this case, we
can expand the inflaton field around the minimum v, ¢(z) = v + h(z). Substituing this expansion in
(4.1) and renaming h(x) with ¢(x), the lagrangian becomes

1 1 1 1 o _
L= S0u00" ¢ —om*¢® = S0ux0"x — 5 (M3 +g°0* )+ (i7" 0y —my — hv)i) — hibpd — g vox*. (4.2)

After SSB we obtain then a correction for the effective mass of the field ¥, mi — mi + g*v?, a

correction for the effective mass of 1, my, — my + hv, and a new term in the lagrangian, —q*voX2.
Hereafter we rename mi and my, with the new effective masses after SSB. Moreover, we consider the
case m > m,, my, with m,,m, after the SSB, and we assume that after inflation H < m. The last
condition is always satisfied during the reheating stage. )

The energy density of the oscillating inflaton field after the SSB is py = %(;52 + %mzqf)z. Consider
the field ¢ oscillating around ¢ = 0 with frequency & = m. A homogeneous scalar field oscillating with
frequency m can be considered as a coherent wave of ¢-particles with zero momenta and with particle
density ny = py/m. This means that ng oscillators with the same frequency m that oscillate with the
same phase can be described as a single homogeneous wave ¢(t). If we consider time intervals larger
than the typical oscillation time m ™!, the energy density of the oscillating field ps and the number
density of the particles ng can be related to the amplitude of the inflaton ®, with py = %mQQJQ and
ng = %mCDQ.

We consider now the effects related to the expansion of the universe and to particle production.
The equation of motion for the inflaton field, considering a decay rate I' and a Hubble constant H, is

¢+ (3H +T)p+m?¢p =0, (4.3)

In particular, the probability of decay of a ¢-particle into a pair of scalar y-particles or spinor -
particles for m > m,,my, is given by [56]

4,2 2
g v h*m
I'(p — = (¢ — = —. 4.4
(@ —=x0 =g, (¢ = 9) =~ (4.4)
Solving the equation of motion (4.3), assuming H constant, we obtain the solution
1
é(t) = do exp [— S(3H + r)t] sin(mt) = ®(t) sin(mt). (4.5)

This equation describes the damped oscillations of the field near ¢ = 0. This means that the amplitude
of oscillations of the field ¢ decreases as exp [— %(3H + F)t} due to particle production, which occurs
during the decay of the inflaton field, and the expansion of the universe.

The decay products are ultrarelativistic (m > m,,my). As seen in the previous chapters, re-
heating ends only when ¢ becomes smaller than I'"!, because otherwise the main portion of energy
remains stored in the inflaton field. Assuming that the universe reaches the thermodynamic equilib-
rium immediately after the complete decay of the field ¢ at ¢t ~ I'"!, we can estimate the reheating
temperature as we did previously.

However, this elementary theory has problems. First consider the fact that, in absence of fermions,
the only contribution to the decay rate comes from I'(¢ — xx) = g*v?/8wm. This term vanishes in
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the theories without SSB, in which v = 0. However, this doesn’t mean that there is no reheating in
theories without spontaneous symmetry breaking. In fact, we can have reheating also in the presence
of a large oscillating field ¢(t). We can obtain a naive estimate for the decay rate at v = 0 writing ®

instead of v in the expression of the decay rate, obtaining I'(¢¢p — xx) ~ Bir—m In the chaotic inflation,
for a quadratic potential, the beheaviour of the amplitude of the inflaton is ®2 ~ t~2, whereas the
Hubble constant decreases as t~!. Thus, the decay rate never catches up with the expansion of the
universe and reheating never completes. We can obtain a complete reheating only if I" decreases more
slowly than t~!. An incomplete decay of the inflaton implies that the universe at the age of 10 billion
years is cold, empty and unsuitable for life [56]. This could happens even if the coupling constant g2
is very large. Therefore, from the requirement that reheating has to complete we obtain important
constraints on the theory.

The other problem with the elementary theory is that it does not take into account Bose conden-
sation effects. Even if the couplings of the inflaton to bosons (for example x) are small enough to
allow for a perturbative coupling expansion, if many y-particles have been already produced and the
phase space is densely populated, Bose condensation effects can greatly enhance the decay rate and
lead to an explosive production of particles. Moreover, for larger couplings the perturbative methods
fail and particle production then must be treated as a non-perturbative effect.

The inflaton condensate is a coherent oscillating homogeneous field. This means that particle
production has to be treated as a collective process in which many inflaton particles decay simultane-
ously, not independently of each other. Moreover, due to the large occupation number we can treat
the condensate classically.

We see now that the periodic time-dependence of the effective masses of the decay products in the
classical oscillating background can have a powerful effect on their production rates in the form of the
parametric resonance.

4.1.2 Parametric resonance

Consider the interaction between the classical inflaton field ¢ and the quantum scalar field x with
lagrangian given by (4.1). We can represent the quantum field x as

x(t,x) = (2771)3/2 /d k(aka( )e —ikex &zxz(t)eik"‘), (4.6)

where a; and ak are the annihilation and creation operators. Now, the equation of motion for yg,

S
e = = 0, reads

ov
Oy = (¢, x)’
Ix
where (1 is the covariant D’alembert operator, given by (1.19). From the lagrangian (4.1) the equation
of motion becomes

(4.7)

. a . k _
X+ 32Xk + (a2 +m? + 92¢2> Xk = 0. (4.8)

This equation describes an oscillator with a variable frequency w(t) due to the changing with time of
the scale factor a(t) and the background field ¢(t). We suppose that the effective mass m, + g2}
vanishes for ¢ = 0, i.e. m, = 0.

Consider the potential that reproduces the SSB, V(¢) ~ $m?(¢—v)?. After the SSB the lagrangian
(4.1), considering only the scalar sector, reads

1 1
£ = 50,000 — S + SO0 — LR — PN — oo’ (4.9)

Assume that the amplitude of qS—oscillations are much smaller than v, and neglect for the moment the
expansion of the universe (set a = 1). The equation for the modes (quantum fluctuations) of the field
x with physical momentum k (4.8) becomes

Yi + (k2 + g*v? + 2g*v®sinmt)xy, = 0, (4.10)
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where k = \/P, and ® stands for the amplitude of oscillations of the inflaton field. This equation
describes an oscillator with a periodically changing frequency w?(t) = k% 4 ¢g?v? + 2¢*v® sin mt. For
certain values of k this periodicity may lead parametric resonance. To see this effect we have to cast
(4.10) in the well known Mathieu equation. First, make the change of variables in mt = 2z — 7/2. In
this way sin(2z — 7/2) = —cos(2z). With this change of variable, the equation (4.10) becomes

k2 + g% 8¢%vd
Xi + (4 mg - inQ cos(2z) | xx =0, (4.11)
where prime denotes differentiation with respect to z. Setting Ay = 4k2”;f;”2, q= 4“;21 v and 2z = ot
we finally obtain the Mathieu equation:
i + (A — 2qcos(22))xk = 0. (4.12)
The Mathieu equation is a type of Hill’s equation
iy + w?(k, t)ug(t) = 0, (4.13)

where the angular frequency is periodic, w?(k,t) = w?(k,t + T). From the Floquet theorem the most
general solution of the Hill’s equations is given by

w(t) = PPy (8) + e PP (1), (4.14)

where py, is called Floquet exponent and P (t) = P(t + T) is a periodic function. If the real part of
the Floquet exponent R(uy) is different from zero, one of the two terms increases exponentially with
time. This is what we call parametric resonance. We can easily prove (4.14).

First, we can put the Hill’s equation (4.13) in the form

() (4 D)

d

dt”
with z(t) = (uk(t), ux(t))?, and A(t) = A(t +T). From (4.16) we can easily see that if z(t) solves
this equation, also xz(t + T') is a solution. Obviously, the same is valid also for ug(¢). Consider now
two independent solutions of (4.13), ug1(¢) and uge(t). If they are solutions, then also a general lin-
ear combination of them is a solution at the time ¢ and at ¢ + 7. Moreover, we can express them,
evaluated at t + T, in terms of ug(t) evaluated at time ¢, i.e. wupi(t +T) = Biiugi(t) + Birouga(t)
and uge(t +T) = Bojugy(t) + Boguga(t). We can rewrite this in a more compact way, ug;(t + 1) =
Z?:l Biju;(t) with B;;j a constant 2 x 2 invertible matix. Diagonalizing the last equation, we obtain

and, more compactly,
(t) = A(t)x(t), (4.16)

vpi(t+T) = Z§:1 AB6;ju1;(t), where AP are two eigenvalues of B;; and v;(t) are independent linear
combinations of ug;(t). Then, we obtain that with a time shift ¢t — ¢+7 we have a rescaling by an eigen-
value, vy (t+T) = MPuy(t). The most general solutions with this property are vg;(t) = (AZ)Y/T Pyi(t),
where Py (t +T) = Py (t).

Now, the Wronskian of the Hill’s equation (4.13) is given by Wugi, uga] = ugitxe — tgiuke. De-
riving the Wronskian and using the Hill’s equation (4.13), we obtain Wuy,ur] = 0. So must be
W[vkl, vg2] = 0. On the other hand, it is easy to see that Wvgy, vka](t + T) = AEABW vk, vpa] (2).
This means that AP = 1/A\P = AP, The Floquet exponent is simply s = In(AP)/T, and in (4.14)
Pr+(t) is some linear combination of Py 2(t) [57], [59].

To find the Floquet exponent we just need to calculate the eigenvalues of B;;. From [59] we
point out a consideration. Consider the initial conditions wugi(to) = 1, g1 (to) = 0 and uga(to) = 1,
Upa(to) = 0. After evolving the Hill’s equation for one period 7T for the two sets of initial conditions,
the eigenvalues found in [59] are

1 , . .
APy = 3 w1 (to+T) + e (to+T) £/ [upy (to + T) — o (to + T)]2 + 4t (to + T)uge(to + T) | . (4.17)
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Figure 4.1: A plot of the instability band structure for the model V (¢, x) = $m3¢* + 3m2 x* + $9°¢*x*. The

color represents the real part of the Floquet exponent rescaled by the mass of the inflaton, R(ux)/mg. The two
other axes represent the scaled amplitude of the inflaton field, g®/m, and the rescaled wavenumber K/my,

where K =, /k? +m2 [57].

We see that the initial conditions are relevant for the efficiency of the parametric resonance. If both the
initial field and field velocities are zero, parametric resonance does not lead any growth. Therefore we
obtain a difference respect to the case of ordinary resonance. In the ordinary resonance the forcing term
leads to a rapid growth even if the field displacement and velocity are zero. Instead, in the parametric
resonance we have no resonant excitations if no energy is stored in the fluctuations initially. This
is the reason why vacuum fluctuations, even if small, are crucial for the particle production during
preheating.

The properties of the solution of the Mathieu equation are represented by the stability /instability
chart, plotted in (Fig. 4.1) from [57]. There is a region of stability, the dark-red zone, in which
R(pg) = 0. The lighter regions are the unstable zones in which R(uy) > 0.

However, for now consider the case in which |¢| < 1 and A > 0. The regions of instability become

narrow and approach A,(Cn) ~n? as ¢ — 0 (n integer). In the first narrow band the peak value of the

Floquet exponent is R(ux) ~ |q|/2, while A,(:) ~1+|q=1% 49:51) [60]. In this case the first band is
the widest and most important band. The Floquet exponent uy describes the rate of the exponential
growth and in the first band, for m? > g%v?, is given by [56]

[y = (g) <f: - 1) . (4.18)

Considering the condition to have resonance, R(j) # 0, the resonance occurs for k = (1 £ 2). The
maximal value is reached at j, = % = 2gm712@ at k = m/2, and the corresponding modes Xk grow at a
maximal rate exp(gz/2) = exp(?3%) = exp(L2t ”‘I’t)

With the growth of the modes yi, we have a growth of the occupation number of the created
particles ng(t). In fact, we can estimate the number density ny of particles with momentum k as the
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energy of the mode %|Xk‘2 + %W%’XHQ divided by the energy wy for each particle:

w [ [xk]? 2 1
= — —_— . 4'1
= ( 2 + Xk 5 (4.19)

k

When the modes x; grow as exp(gz/2), the number of y-particles grows as exp(gz) = exp(@).

Since the resonance occurs near k = m/2, we can interpret this process as a decay of a ¢-particle
in two y-particles with momentum ~ k/2. In the perturbative limit the tree-level order Feynman
diagrams gives the dominant contribution to the decay of the inflaton condensate into y-particles.
Feynman diagrams of higher order describe the simultaneous decay of more than one inflaton parti-
cles from the condensate and are negligible in the perturbative limit. The main difference between
perturbation theory and parametric resonance is that in the first model the amount of produced par-
ticles does not depend on the number of particles produced earlier. Indeed, considering the rate of
production I'(¢p — xx) = gj:;z, the decay rate I'"! is suppressed by the factor ¢g* making the decay
very slow in the weak coupling limit. Instead, in parametric resonance the rate of the process can
be calculated as ugm ~ 9271@, which is greater than I' for ® > %2—7:’, and the rate of production of
x-particles is proportional to the amount of particles produced earlier (this is the reason why we have
an exponential growth). However, even if the elementary theory and preheating due to parametric
resonance are two completely different effects, these processes may coexist. Moreover, parametric res-
onance in the narrow resonance regime |g| < 1 is in good agreement with the perturbative treatment
of Bose condensation [59].

Thus, we have this picture. In the beginning the inflaton field ¢ oscillates with amplitude ¢ > g;—:
and we have parametric resonance with an exponential growth of the modes xj;. However, the inflaton
loses its energy with the time and the amplitude becomes smaller than %2—:. From this point, the
amplitude of the field ® decays exponentially within a time I'"!, which is smaller than the typical
time necessary for parametric resonance to occur.

During the expansion of the universe the field ¢ decreases also for the friction term 3H¢ in the
equation of motion for the field ¢. Then we should compare gm with the effective decay rate 3H + I
Parametric resonance occurs for gm > 3H + I'. Considering that the perturbative decay is inefficient
at I' < H, we can consider only the condition ¢gm > 3H.

Parametric resonance can become inefficient also if the momenta k are redshifted away from the
resonance band. If the total width of the first band is given by gm, we consider the part in which the
resonance is efficient as gm/2. We can then roughly estimate the time in which a given mode remains

within this band as ¢/ H, and depends on the equation of state of matter. During this time the number
of particles in growing modes increases as exp(‘g—;). This implies that we obtain an efficient decay of
the inflaton field only if ¢?>m > H (see [56]).

In the model considered the two conditions for an efficient resonance, gm > I' and ¢?>m > H, yield
for the amplitude of the inflaton field the constraints

o> 9, gVl (4.20)
32 4920
From this model we obtain that parametric resonance can be efficient only at a sufficiently large
amplitude ®, but reheating never ends in the regime of parametric resonance. Instead, as soon as the
amplitude of oscillations becomes sufficiently small, parametric resonance terminates and reheating
can be described by the elementary theory.

In this simple model with SSB (v # 0) we assumed that the amplitude of oscillations of the
inflaton field is very small, i.e ® <« v, and we considered only the quadratic part of the effective
potential V(¢) ~ (¢ — v)2. However, considering a realistic model of SSB this condition is satisfied
only at the end of parametric resonance. Therefore, instead of this model, we can consider a model
with spontaneous symmetry breaking with the potential V(¢) = %(qﬁQ —v?)?, with m > m,, A > g%
Unlike the previous model, in this case the interaction term %¢4 becomes more important than g2¢? 2.
This leads to a more efficient production of ¢-particles respect to the production of y-particles.
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Assume that in the beginning the inflaton field ¢ is at the top of the potential at ¢ = 0. In
this case we have a negative effective mass squared. This implies, independent of any parametric
resonance, a production of particles through a tachyonic process. However, this effect does not last
long because away from the maximum the curvature of the potential becomes positive. When ¢ = v,
the inflaton field begins to oscillate near its minimum. In this case the parametric resonance with
¢-particle production can be represented with a Mathieu equation for the fluctuations d¢;. The decay
of the coherently oscillating inflaton field ¢ into ¢-particles remains the dominant process until the
amplitude of the field ® becomes much smaller than v, after which the decay ¢ — xx becomes more
important. In the end, when the amplitude of the oscillations ® becomes smaller than %v or m4g’2’?jH ,
the parametric resonance stops and the decay ¢ — xx is described by the elementary reheating. In
this theory the process of x-particle production is more efficient than ¢-particle production only for
d <.

The models studied in this section are a good laboratory to study different features of parametric
resonance. However, there is a problem with the initial conditions. There is no a valid reason why
the inflaton field should be stay initially at the top of the potential at ¢ = 0. Also, the shape of
the potential is rather artificial. For this reason, from the next section we move in the more realistic
scenario of chaotic inflation. In this theory, with a simple potential %m2¢2, the parametric resonance
becomes very different.

4.2 Resonance after Chaotic Inflation

In the chaotic inflation we don’t impose any initial condition on the initial value of the inflaton.
The amplitude of oscillations of the inflaton can be as large as M, i.e. much greater than any other
parameters such as v. We consider now the lagrangian (without SSB)

1 1 1 1
L= 28,00"¢ + S0,x0"x — sm*¢? — Sg? X, (4.21)
2 2 2 2
from which the equation for the fluctuations yj is
X 4 (K2 + ¢?®%sin?(mt))xx = 0. (4.22)
From this, putting z = mt, we can derive the Mathieu equation
i+ (Ag — 2qcos(22))xx = 0, (4.23)

. . 2p2 2 .
where, in this case, ¢ = £ b A= % + 2q and z = mt. For ¢® < m we have narrow resonance with

4m2 b}
q < 1. Considering the first band A,(fl) ~1+qx~ :1—22 + 2q, the resonance is obtained for the modes
k? ~ m?(1 —2q=+q). The modes x; with momenta corresponding to the center of resonance at k ~ m

grow as exp(urz) ~ exp(qz/2) ~ exp(gzgt). At the same time, the number of y-particles grows as

exp(2ukz) ~ exp(qz) ~ exp(g?;t). We can interpret this process as a resonance with decay of two
¢-particles with mass m to two x-particles with momenta k ~ m.

However, for oscillations with a large amplitude ®, the parameter ¢ can be very large. In this
case the resonance occurs for a broad range of values k& and reheating becomes extremelly efficient.

Considering the stability /instability chart for the Mathieu equation, the resonance occurs for modes

with T’:L—QQ = A — 2q, i.e. above the line A = 2¢. In this regime we can’t apply the standard methods of
the narrow resonance.

This broad resonance regime becomes important when we take into account the expansion of the
universe. In the previous section we have seen that resonance in an expanding universe occurs only if

¢®>m > H. This implies
I 1/4
g® > 2m () . (4.24)
m

In the simplest inflationary models the value of the Hubble constant at the end of inflation is of the
same order of the inflaton mass m, H ~ m. We can then conclude that the regime of the resonance
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Figure 4.2: Parametric resonance in the theory m2¢? in an expanding universe with scale factor a ~ t2/3 for
g="5x10"% and m = 1076M,,;. The initial value of ¢ in this process is go ~ 3 x 10%. The number of particles
ny in this process typically increases, but it may occasionally decrease as well. This is a distinctive feature
of stochastic resonance in an expanding universe. A decrease in the number of particles is a purely quantum
mechanical effect which would be impossible if these particles were in a state of thermal equilibrium [56].

reheating occurs only if the amplitude of the inflaton oscillations satisfies the condition ® > m/g.
The resonance stops at ® < m/g when g < 1/4. Therefore, preheating in this model cannot begin
for ® < m/g. In fact, efficient preheating requires extremely large initial values of ¢q. The reason is
that the amplitude of the inflaton field decreases rapidly during the expansion of the universe. Thus,
for not very large initial values of ¢, the condition (4.24) becomes violated before the resonance has
enough time to transfer the energy from the oscillating inflaton field into the energy of y-particles.
In this model preheating is efficient only if the initial value of ¢ at the end of inflation is very large,
qo > 103.

For this huge value of ¢, the expansion of the universe makes preheating very peculiar and, instead
of regular resonance, we obtain a stochastic resonance (Fig 4.2 from [56]).

4.2.1 Stochastic resonance

2
X

matter-dominated like era with a(t) = (t/t9)%/®. We consider ty as initial time, counted from the end
of inflation. With these assumptions, for sufficiently large ¢, we can write the solution for the inflaton
field after inflation as

Consider the fluctuations xj in an expanding universe with m? = 0 and, after inflation, in a

_ My

B \/377rmt'
We can simplify the study of the parametric resonance stage in the expanding universe introducing
the function Xj(t) = a(t)>?xx(t) (that it is equal to %Xk:(t) in this case). The equation for the
fluctuations xj (4.8) becomes simply

o(t) = ®(t) sin(mt), (1)

(4.25)

Xk + Wi Xg =0, (4.26)
where )
wi = 20 + g2 ®? sin®(mt) + A, (4.27)
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Figure 4.3: Parametric resonance in the theory m2¢? in an expanding universe with scale factor a ~ /3 for
g=>5x10"%and m = 107%M,,;. Towards the end of this period, after approximatevely 25 oscillations of the
inflaton field, the resonance ceases to exist, and the occupation number nj becomes constant [56].

with A = mi — %(%)2 — %g This term is usually very small. Indeed, we are considering the case

in which m, =~ 0. Moreover, soon after the end of inflation H? = (£)? ~ & <« m? Then, we
can neglect this term. This equation describes an oscillator with a variable frequency w,%(t) due to
the time-dependence of the background field ¢(¢) and a(t). The initial condition is given by the
positive-frequency solution, Xy (t) ~ e™“rt //2wy.

We consider now the comoving occupation number of particles nx in the mode k in an expanding

universe,
w, ( [xx|? 2 1
= — ——. 4.28
"tk 2 ( wz + I 2 ( )

This quantity is an adiabiatic invariant of (4.26). Indeed, in the WKB approximation, i.e. w < w?,
the comoving number of particles n; does not change with time. This is not true when the adiabatic
approximation (and then the condition & < w? ) is violated. The violent production of particles
occurs, indeed, when the adiabatic approximation is broken.

We can study the beheaviour of X} and ny from the following consideration. The number of bands
in the theory of Mathieu equation is given by n = v/A. In this model reheating occurs for A ~ 2g,
that implies n ~ /2¢ ~ g®/m. In the numerical analysis in [56], with m ~ 107%M,; and g ~ 1071,
from the first oscillation to the second oscillation the band number decreases from n ~ 3 x 103 to
n ~ 1.5 x 103, because the amplitude ® drops by a factor two after the second oscillation. Therefore,
during a single oscillation of the inflaton the field does not remain in the same instability band of the
Mathieu equation, but it jumps over 10% different instability bands. Thus the standard approaches to
study the Mathieu equation completely fails here.

However, as we will see in the next subsection, in the broad resonance regime particle production
occurs only in a small interval around ¢ = 0. Nothing depends on the exact way the inflaton field
¢ beheaves in other moments. This happens because the WKB approximation breaks when the field
@(t) = 0. Then, the comoving number of particles ny is not anymore an adiabatic conserved quantity,
i.e. it changes with time.

Therefore, we have the following picture. Stochastic resonance occurs only in the first part of the
process, when the value of ¢ is very large and the resonance is very broad. During this phase particles
are produced in bursts near the moment when ¢(¢) = 0, raher than smoothly as in the narrow resonance
regime. Gradually, the amplitude of the field ¢ decreases, which makes ¢ smaller. The field then stays
in each resonance band for a longer time, also because the expansion of the universe slows down. The
stochastic regime ends and the regular resonance begins when the parameter ¢ drops from ¢ > 1 to
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q~ 1.

The numerical analysis in [56] provides the following beheaviour. The transition from the stochastic
resonance to a regular one is shown as a short plateau for Inny in the plots of [56] (Fig. 4.3 from
[56]). During this short stage the resonance is no longer stochastic and the mode X}, appears in the
region of stability, which divides the second and the first instability band of the Mathieu equation.
After this little time of stability, we don’t have a broad resonance anymore, but the amplitude still
grows exponentially at high rate until the amplitude of the field ® becomes smaller than m/g, which
corresponds to ¢ ~ 1/3 — 1/4. Then, the resonance stops very soon and the amplitude stabilizes at a
certain constant value.

We can estimate the time ¢y and the number of oscillations Ny at the end of parametric resonance
taking the condition ® ~ m/g when resonance stops. Using (4.25) we obtain t; ~ gMym? and
Ny ~ gM,;/6m. In [56] Ny is estimated as Ny ~ 26.5.

The first resonance band for & = 0 extends from ¢ ~ 0.8 to ¢ ~ 1/3. At the time ¢t ~ t;/2 we have
q ~ 1. During the time from t¢/2 to t; the resonance occurs in the first resonance band. During this
stage the resonance is not very broad and there are no stochastic jumps from one resonance band to
another. At the time just before ¢7/2 we don’t have any resonance. The field is located in the stability
band between ¢ = 1 and ¢ = 2.

In [56] is pointed out that the final number of particles nj produced by the resonance is extremely
sensitive to even small modifications of g. For example, n, changes in a chaotic way even when g
changes by only 10%. Moreover, we have to take into account the effects due to backreaction of created
particles. In [56] the authors found that for g ~ 1073 the occupation numbers n; become incredibly
large. However, for g ~ 10~% backreaction of created particles is not very important. Instead, for
g < 3 x 10~ backreaction becomes crucial, because it does not allow the resonance to produce an
indefinitely large number of particles.

We will now discuss an analytical approach, introduced in [56], to investigate the stochastic reso-
nance. But first, we need to talk about the WKB approximation.

4.2.2 WKB approximation

Consider the Schréedinger equation

>y
making the assumption of a slowly varying potential. If k(z) = const, the Schréedinger equation
(4.29) has the simple solution t(x) = e If k is no longer constant, but varies at a slow rate, we

can consider

ot [w(t)dt (4.30)
as solution of (4.29). Applying the Schréedinger equation to this solution, we obtain
d? )
ﬁ + wQ(x) eztfw(t)dt _ iiw/(m)eisz(t)dt’ (431)
x

where the prime denotes the differentiation with respect x, in this case. Thus, if we consider the case

in which |;U;((§:))| < 1, then (4.30) solves the Schréedinger equation. This is called Wentzel-Kramers-

Brillouin (WKB) approximation, used to construct approximate solutions to differential equations.
We can then construct an iterative solution of (4.29). Considering an ordinary differential equation

y = flz,y), (4.32)

we define the solution at order n as
zo
Y = o + / F(t s (1)), (4.33)

where we assume that exists a series of function y,(z) converging to the true solution y(x). The
parameters yo and xg are set by the initial conditions.
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We assume now that the solution of the Schréedinger equation (4.29) is given by
Y(x) = @), (4.34)
with u(z) an unknown complex function. Substituing in (4.29), we obtain the equation for u(x)
i (z) — u/ (x)? 4+ w(z)? = 0. (4.35)

We can solve this equation with an iterative procedure. We set the 0-th approximation to be the
simple guess in (4.30),

uy = /mw(t)dt. (4.36)

From (4.35) we can derive an iterative solution

un = % / ’ VR (t) + il (£t (4.37)

At first approximation, we obtain

uy(x) = :I:/x \w?(z) +iuf(z) = :i:/mw(t)’ 1+ l:;((i)) (4.38)

Using the WKB approximation, w’ < w?, we obtain

ul(x)zjz/x:

Therefore, the solution at first order is given by

w(t) + ;C:)/((tt))] dt = + /: w(t) dt + %lnw(x) + constant. (4.39)

0

] = L ex
¥(z) = expliu(z)] = NED) p

1 / ' w(t)dt] . (4.40)

0

4.2.3 Stochastic resonance: analytic approach

Coming back to preheating, we can represent the solution X, = a®/?y(t) of (4.26) as products of
its solution in the adiabatic approximation and some functions a(t) and [(t):

Xk(t) _ Oj%e—iftwdt + @%eﬁ-iﬁwdt. (4‘41)

In terms of classical waves, quantum effects occur due to the departure from the initial positive-
frequency solution, ~ e~ wdt /v/2w. Thus, we consider as initial conditions az = 1 and 3, = 0 with
normalitation |a|? — |Be|? = 1.

Now, we can easily demonstrate that the comoving particle occupation number ny is obtained by
ni, = |Bk|>. To demonstrate this, consider the equation for ny, (4.28). Derive the expression (4.41) for
X} (assuming oy, By independent on time) and substitute it in the expression (4.28). Finally, use the
normalitation condition |ay|? — |Bk|? = 1.

The quantity n, = |Bx|? is an adiabatic invariant of the equation for X} in (4.26) in the WKB
approximation. A time-dependent system is said to be adiabatic if the time-dependence is slow.
For example, an adiabatic system in classical mechanics is generally an oscillator with slowly time-
dependent parameters. Neither the frequency nor the energy of the oscillator are exactly conserved
in the adiabatic process, but we can find approximately conserved quantities at high accuracy as the
changes of the parameters are slow. In this case the occupation number ny is approximately constant

as the adiabatic condition ‘:j;((z)) < 1 is valid.

During each oscillation of the inflaton field, the field x oscillates many time. In fact, the effective
mass m,y(t) = g¢(t)) is much greater than the inflaton mass for the main part of the oscillation of
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the inflaton in the broad resonance regime, ¢ > 1. Thus, the typical frequency of oscillation of y,
wi(t) = \/k? + g%¢%(t), is much greater than that of the field ¢. Considering a period of oscillation
T of the inflaton field, the field y makes O(gl/ 2) oscillations. We then can consider an adiabatically
changing effective mass m,(t), i.e. the frequency changes very slowly with time compared to the
variation of the inflaton field. During this time the solutions yj(t) do not grow, ny is adiabatically
invariant and it is conserved, i.e. we have no production of particles. Instead, when the field ¢(¢)
is near at ¢(t) = 0, the change in the frequency of oscillations w(t) ceases to be adiabatic, nj is no
more a conserved quantity and we have particle production. In general the adiabaticity condition is
violated each time the background value of the inflaton field is such that the interaction term vanishes,
i.e. when the effective mass of y-field changes rapidly. For an oscillating field this happens twice in a
period, implying a rate of particle production comparable to T

We discuss now the analytical approach presented in [56] to study the system when ¢(t) = 0.
Consider the general equation (4.26). From the previous discussion, the eigenfunctions X (¢) has
adiabatic evolution between the moments ¢;,7 = 1,2,3.., where the inflaton field is equal to zero
¢(t;) = 0 (twice in a period). Since the non-adiabatic changes of X} (t) occur only in the vicinity of
®(t;), we expect that in all moments but ¢; the wave X}, (¢) have the form

) J J
X]‘Z:(t) — ak e—ifot wdt 4 Bk’ e+’bf0t wdt’ (442)

V2w V2w

where the coefficients 04;? and ﬁf are constant for t;_1 <t < t;. Then, after the scattering within the
interval t; <t < tj;1, Xi(t) has the form
) J+L j+l
X]iJrl(t) _ Y% el J§ wat + Bk et I wdt’ (4.43)

N V2w V2w
j+1

and the coefficients ;" and ﬂi“ are constant for t; < ¢ < t;41. These last two equations are
essentially the asymptotic expressions for the incoming waves (for ¢ < ¢;) and for the outgoing waves
k+1

(for t > t;), scattered at the moment ¢;. The outgoing amplitudes oy, [3i+1 can be expressed in

terms of the incoming amplitudes ai; and Bi through the reflection Ry and transmission Dy, amplitudes

of scattering at t;,
J+1 6] 1 By j_—itd
ak e k _ Dy, DZ ake k (4 44)
Jt+1 i) Ry 1 J _+i07 ) )
By ek Di  D: Br.e%

where 9;“ = fotj dt w(t) is the phase accumulated by the moment ¢;.

[ *

Around the points t; the interaction term can be written as g2¢?(t) ~ g>®2m?(t—t;)? = ki (t—t;)?,
where k, = \/g®Pm is a characteristic momentum. In correspondence of these points we can have an
increase or a decrease of the number of particles, depending on the phase of the incoming wave (Fig.
4.4 from [56]).

Consider the mode equation around a single parabolic potential. Around the time ¢;, we can write

d? X, 2 5 5 5
di2 + ((12 +g P “m (t—tj) XkZO (445)
We can rewrite this equation in the simple form

d*X;,
dr?

+ (k2 4+ 12X, = 0, (4.46)

where we have introduced a new time variable 7 = k,(t — t;) and a scaled momentum k = k/ak,.
Moreover, we have in this case k* = (Ar — 2¢)/2,/q. The asymptotes of this equation match the
forms (4.42) and (4.43). We can then interpret Ry and Dy, as, respectevely, the reflection and trans-
mission amplitudes of scattering at ¢; of scattering at the parabolic potential. The reflection and the
transmission coefficients, for consistency, must obey the equation \R£|2 + |D£\2 = 1.
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Figure 4.4: The change of the comoving particle number ny due to scattering at the parabolic potential. The
dotted lines show the sequence of the parabilic potentials g?¢?(t) ~ g?®?m?(t — tj)2 where scattering occurs.
Time is given in units of 27/k. The number of particles can either increase or decrease at the scattering,
depending on the phase of the incoming wave [56].

The reflection Ry and the transmission Dj amplitudes can be found using the linear combination
of the parabolic cylinder functions W( - %2; \/57'), and take the form:

ieigpk
V1+ 671'/{2 ’
e_iSOk

V14 e’ ,

1+ ir? 2 2
YK = arg I‘( 2m ) + 2<1+ln ;#) (4.49)

Using these expressions in (4.44), we obtain the evolution of the amplitudes ai, Bi from a single
parabolic scattering in terms of the parabolic potential and the phase 9’,2 only, that become

o7\ _ [ ViTemRen ez [ of (4.50)
gt | T\ e oo )\ gl ) |

Now, the number density of y-particles with momentum k is given by ny = |Bx(t)|?>. Then, from this

equation we can calculate the number density of outgoing particles niﬂ = | Biﬂ |2 after the scattering

2 incoming particles. We obtain

R = - (4.47)

Dy, = (4.48)

where the angle ¢y, is

on the parabolic potential with ni = | [3’%
nitl — e 4 (1 + 26—““2> nd —2e7™P\/1 4 e~ [nd (1 4 nd) sin 6., (4.51)

where Gzot = 292, — o+ argﬂ,z - argai.

79



4.2. RESONANCE AFTER CHAOTIC INFLATION CHAPTER 4. PREHEATING

Now, we should make two important comments. First, the number of created particles is a step-like
function of time. The value nf is constant between two successive scatterings at the points ¢; and
t;+1. We have a change of the number of particles exactly at the instances t; in a step-like manner.

The second point is that the effect of particle creation is significant if 7x? < 1, otherwise the
exponential term e~ suppresses the effect of particle accumulation. We then obtain the following
criterion for the width of the resonance band,

A-2
K2 = ? < r1, (4.52)

2/

Recalling that A = af—;z 4+ 2q and ¢ = %, we can rewrite this condition as

B K gno

4.53
a2~ 7 T ( )

Finally, we can consider the large occupation limit of (4.51), ng > 1,
nitt ~ (1 +2e7™ — 2sin 6,2 /1 4 e‘“”2> ni. (4.54)

The first two terms in this equation correspond to the effect of spontaneous particle creation, which
always increases the number of particles. The last term corresponds to the induced particle creation,
which can either increase or decrease the number of particles. The whole effect of particle creation
depends crucially on the interference of the wave functions, i.e. the phase correlation/anticorrelation
between successive scatterings at the parabolic potential. The beheaviour of the resonance essentially
depends on the beheaviour of the phase 0{6 as a function of k for different time intervals j.

In this treatment we now take into account the expansion of the universe. In the case with broad
resonance, where ¢ > 1, this parameter significantly varies within a few inflaton oscillations. However,
we can treat also this case with the method of successive parabolic scattering and, in this case, (4.54)
simplifies. The reason is that for large initial values of ¢, the phase variations are much larger than 7
for all relevant k (see [56]). Therefore, all the phases 6; can be considered as random numbers.

Moreover, the backreaction of created particles leads to an exponentially rapid decrease of ¢ down
to ¢ ~ 1/4 only at the last moments of preheating. Thus, the parameter ¢ in this regime remains very
large and the phases remain random until the very last stages of preheating.

The stochastic character of the phases 6, simplifies significantly (4.54) since there is no memory in
the phase and each scattering can be considered independent from the previous ones. Assuming then
010t completely random, we can rewrite (4.54) as

/AR (1 +2e7™ — 2sinfe ™52\ 1 + e_m?> n, (4.55)

where 6 is a random phase in the interval (0,27), and k:j2 changes slowly with j, Iﬁ? ~ j7Y3. This
equation defines the number of particles at an arbitrary moment as a function of the random phase.
Then, the number of particles nfc is a random variable which can either increase or decrease depending
on the realitation of the phase. The whole process is the superposition of elementary processes where
ny jumps up and down. However, on average the number of particles is amplified with time. This
means that ny increases more often than it decreases. Indeed, from the analysis of [56] comes out that
the probability for the number of particles to increase is three times higher than the probability of its
decreasing. There is also a natural selection effect. Among all modes xi, there will be some modes
for which the increasing appears more often than in the proportion 3 : 1. These modes will give the
dominant contribution to the total number of produced particles.

When the parameter ¢ decreases because of the expansion of the universe and becomes smaller
than 1, the resonance becomes similar to the usual parametric resonance with ¢ < 1. However, at
some stage this description needs to be corrected because of the backreaction of the created particles.
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4.3 Backreaction and Rescattering

In the preheating epoch we have a resonant amplification of the fluctuations xj(t), which corre-
sponds to an exponentially fast creation of ny particles. However, because of the exponential instability
of the x-field, we expect that its backreaction on the background gradually accumulate until it affects
the process of resonance itself. Therefore, we can divide preheating in two stages. In the first part
of preheating the backreaction of created particles can be neglected. This stage is rather long, and if
the initial value of ¢ is small enough, i.e gy < 103, preheating may end before backreaction becomes
important. Instead, in the case in which ¢g is greater than 103, at some moment we have to change
the description of the parametric resonance.

We can have several ways in which backreaction can alter the process. First, interactions with
particles created by parametric resonance may change the effective masses of all particles and the
frequency of oscillation of the inflaton field. Moreover, scattering of the particles off each other and
their interaction with the oscillating field ¢(¢) may lead to additional particle production and to the
removal of the previously produced particles from the resonance.

Then, we have to take into account two effects. First, x-particles may change the frequency of
oscillations of the inflaton field ¢(¢). This can lead to an increase of the value of m, making the
resonance narrow and eventually shut it down.

The second effect is that the interaction of y-particles with the oscillating field ¢(t) may lead to
the production of ¢-particles. Indeed, we can imagine this process as scattering of x-particles on the
oscillating inflaton field ¢(¢). In each interaction each x-particle takes one ¢-particle away from the
homogeneous oscillating field ¢(¢). When many ¢-particles are produced, they may change the effective
mass of the field x, making y-particles so heavy that they no longer can be produced. Moreover, the
process of rescattering can destroy the inflaton field ¢(¢) by decomposing it into separate ¢-particles.
For references of this section see [56], [61] and [62]. Here we summarise the main points.

The simplest way to take into account the backreaction of the amplified quantum fluctuations y
is to use the Hartree, or mean-field, approximation. In this approximation we assume that different
modes and fields evolve independently (are uncorrelated in time), i.e. <X1*<-qu> ~ 0if q # 0,
<5¢i:_qu> ~ ( etc. for all q. In this way all effects of the amplification of the x-field are mediated by
the variance of y, (x?).

In the Hartree approximation the equation for the field ¢ reads

b+ 3Ho+m%p+ ¢*x*)p =0, (4.56)
where the vacuum expectation value (x2) is
1 oo
2 2 2
=— dk k t)]°. 4.57
) =533 /0 Xk ()] (4.57)

Quantum effects contribute to the effective mass mgy of the inflaton field. Indeed, from (4.56) we have
that mé =m? + ¢*(x?).
One can express (x?) in terms of the coefficients ay,(t) and S (¢) that describe the resonance [56]:

1 [ dkk? -
) =553 /O S (\W + Re (akBZem Jo ”dt> ) (4.58)

Using the fact that ny = |Sk|?, we can express the effective mass squared of the background field ¢(t)
in the Hartree approximation as [56]

2gP aqn
m2=m?+ |14 Ccos | =2— cosmt X 4.59
s < m 60) (459

where C'is a numerical factor that derives from the integration.
The equation for the inflaton field becomes

- ) (4.60)

$+3H¢+m2¢+gnx(l+060529@308mt> |z|
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The last term oscillates with a frequency ~ 2g® > m. However, in the broad resonance regime with
g® > m, the high frequency oscillation does not much affect the evolution of the field ¢(t), and then
we can neglect it. Thus, in the first approximation the equation for the inflaton field reads

¢ _
fal

To estimate the change of the frequency of the oscillations of the inflaton field we can use the effective
mass mi = m? + ¢g%(x?). We obtain that the frequency of oscillations of the inflaton field does not
change until the number of y-particles grows to

¢+ 3Ho +m2p + gn, 0. (4.61)

2(1) 2 3
mg :gﬂqu/? (4.62)

TLXZ

We can use this value to define the duration of the first stage of preheating where backreaction of the
created particles can be neglected.

Therefore, we obtain the following picture (see [56]). The process of broad resonance can be divided
in two stages. In the first stage, n, < m2® /g, backreaction of the y-particles can be neglected and
the frequency of oscillations of the field ¢ is determined by its bare mass m. The second stage begins
when n, ~ m2®/g. From now, the frequency of oscillations of the field ¢ becomes determined not by
its bare mass m, but by its interaction with yx-particles.

There is another process that affect the preheating stage. We should consider also the generation
of inflaton fluctuations d¢ due to the interaction of y-particles with the oscillating field ¢(¢) and the
subsequent interaction between x and dx fluctuations. Using a particle-like picture we can imagine
the classical scalar field as a condensate of ¢-particles with zero momentum, and interpret ¢-particle
production as the result of rescattering of y-particles in the condensate. With this interpretation, we
can use the concept of cross-section of interacting particles. Actually, the process is very complicated
and this interpretation fails (see the discussion in [56]). However, there are two results that are
valid. First, there is a significant generation of rapidly growing fluctuations d¢ ~ e?#™¢!, due to the
interaction between y-particles and the oscillating inflaton field ¢(t). Second, the generation of large
fluctuations of d¢ can terminate the resonant creation of y-particles at the end of the second stage of
preheating.

We discuss now briefly the validity of the Hartree approximation. In fact, as the number of particles
increases the Hartree approximation stops to being a good description. The couplings between different
Fourier modes become important, heralding the true beginning of the non-linear stage. However,
we will discuss this important result. Fluctuations of the x-fields generated from vacuum by the
oscillating inflaton in the large occupation number limit can be considered as classical waves with
gaussian statistics. Therefore, in first approximation all fields x, d¢ can be treated as interacting
scalar waves. We can then study preheating by investigating a system of non-linear classical equations
or by lattice numerical simulations of the interacting scalar fields. The equations of motion in Fourier
space for the Fourier modes of the fluctuations d¢ are:

5" 3H6 I k2 2 5 _ 92¢0(t) dSk/ g2 dSk/ d3k//5
O+ 3HIG + | —5 +my |dr = — an) Xie—o X'~ (578 Pr—w/ K" XK/ XK/
(4.63)

and those for yy:

g% ¢o(t)
(2m)?

2
g
/d3k?/X1<—k’5¢k' — =3 /dsk’ EE Xy 111 515

(2m)3
(4.64)
The Hartree approximation corresponds to neglect the scattering between different Fourier modes.
Considering the first equation, only the second term in the r.h.s is retained. This term gives rise
only to the g?(x?)d¢y term for k’=k” . The other term in this equation is neglected because involves
coupling between different Fourier modes. Similarly, we obtain g?(§¢?)x} from the r.h.s of the second

. . k2
Xt + 3H xx + (CLQ +92¢%(t)> Xk =
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Figure 4.5: Lattice simulations for the evolution of the field variances in the ¢ and x fields during preheating for
the model V (¢, x) = %m2¢2 + %92(;52)(2 with an initial resonance parameter ¢ = 10°. Here 7 is the conformal
time and (X?) is (x?) in our notation. The  fluctuations begins to grow initially through parametric resonance
but this is followed by the growth of the ¢ fluctuations through the non-linear process of rescattering which
is significantly more rapid (with roughly double the Floquet index). The backreaction shuts off the resonance
in the yx-field earlier than it does in the ¢ fluctuations which also dominate the final variances. The lattice
simulations are essential to full understand the process [62], [19].

equation. Therefore, the perturbed field equations under the Hartree approximation are

2
S + 3HSGy, + (’;2 +md + g2<x2>> S = 0, (4.65)
]{22
Y& + 3Hx + (aQ + G2 (HR(t) + <5¢2))> X = 0. (4.66)

The scattering between different momentum modes becomes crucial especially at the non linear stage
of preheating, and then we cannot have a complete view with the Hartree approximation. Indeed, the
couplings between different Fourier modes actually lead the rescattering process.

The equations (4.63) and (4.64) explain also an observation of the lattice simulations. After the
initial resonance in the y-field, there is a very rapid amplification of the fluctuations of the inflaton
field. We can see this by looking at the first term on the r.h.s. of (4.63). This term is independent of
d¢r, which grows as exp(2urmet) since each factor of x is growing exponentially with Floquet index
. This provides a rapid increasing source term for d¢ fluctuations. Then, the fluctuations d¢y goes
as 0¢y ~ e and hence they will grow basically with twice the Floquet index of the y-fluctuations
(see Fig. (4.5) from [62] and [19]).

We can then put all together to summarise all the stages of preheating making some important
comments. In the first stage we can ignore the backreaction of created particles on the frequency of
oscillations of ¢(t). An estimate of the moment ¢; in which this stage ends is

m2®(t1)

ny(t1) =~ Y (4.67)

A very important point is which fluctuations yj are amplified during the entire period of resonance.
We remind that the amplification occurs when the adiabaticity condition ‘é—‘;’(wQ is violated, i.e. when

the inflaton field ¢(¢) = 0. This implies that the fluctuations xj amplified by the broad resonance
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have physical momenta k < k./2 ~ /gm®/2. In other words, we obtain an exponentially growing
occupation number of particles with k < ky,, i.e. n(t) ~ exp(2umt), where u is an effective index which
describes an average rate of growth for modes with k < k.. Meanwhile, the amplitude ® decreases as
~ My /3mt due to the expansion of the universe.

For different values of the coupling constant g, one can estimate for example the initial value qg
and the final value ¢; of ¢ at the beginning/end of the first stage of preheating. We report the results
of [56]. For g ~ 1073, we have g ~ 10* and ¢; ~ 3. For g ~ 1072, we have gy ~ 10° and ¢; ~ 550.
Finally, for g ~ 107!, gy ~ 10® and ¢; ~ 10°. One can also calculate the number of oscillations the
inflaton field ¢ makes from the end of inflation to the end of the first stage. For example, the inflaton
makes 15, 11 and 8 oscillations for the three different couplings reported above, respectevely.

From the analysis of [56] we can distinguish different scenarios depending on the coupling constant
g. For g < 3 x 1074, the broad resonance ends during the first stage. Parametric resonance in this
case is not efficient enough to transfer the main part of energy of the inflaton field to the energy of
x-particles.

For g ~ 3x 1074, at the end of the first stage we have g; ~ 1/4. The energy becomes approximately
equally distributed between the energy of the oscillating inflaton field ¢ and the energy of the y-
particles produced by its oscillations.

Finally, for ¢ > 3 x 10~* the broad resonance continues after the end of the first stage. To study
further the process, one should study quantum effects produced by the interaction of the y-fluctuations
with the oscillating inflaton field ¢(t).

In the second stage of preheating (after ¢1) the frequency of inflaton oscillations is determined by
the backreaction of y-particles and it is no longer m. Neglecting rescattering for the moment, from the
numerical analysis of [56], comes out that the system spends half of the time in the broad resonance
regime and another half of the time in the regime with ¢ ~ 1. During all the time, except the last one
or two oscillations, the parameter ¢ is very large and the theory can be described with the stochastic
resonance. When ¢ ~ 1/4, the resonance terminates. However, this description should be modified
because of the presence of the rescattering process.

The rescattering process leads to the fragmentation of the inflaton condensate. In order to alter
the motion of the field the fluctuations d¢ should have comparable kinetic energy to m¢<1>2 /2. The
fluctuations of the inflaton field §¢ grow as d¢ ~ €™ due to the interactions of pairs of y-particles
with the inflaton condensate. In this stage the inflaton fluctuations grows with double rate. When
(§¢%) > ®? we say that the condensate is substantially fragmented or destroyed. Then, rescattering
also re-destributes the energy stored in the y-particles. The rescattering process transfers the energy
from the amplified modes to modes with momenta lying in the stability regions. Even if rescatter-
ing completely shuts off the resonance, rescattering becomes important since leads to the non-linear
evolution of the system and to the fragmentation of the inflaton condensate.

However, we should point out that having a fragmented inflaton condensate does not imply that
the energy stored in it is negligible. We can say only that rescattering and fragmentation kick in
when the energy stored in interaction terms and/or fluctuations is comparable to the energy of the
classical background. Then, at the end of preheating, non-perturbative particle production ends and
non-linear evolution begins with most (or at least non-negligible) fraction of the total energy being
stored in field fluctuations.

We can roughly estimate the time at which resonance ends comparing the effective mass term of
the inflaton field g?(x?) with its squared bare mass m?. When backreaction of the x fluctuations
are as large as the inflaton bare mass it is difficult for the resonance to continue. Considering that

(x%) ~ e2mt e obtain
1

From the analysis of [56] comes out that, for example, at the end of resonance y-particles need to
rescatter only 10 times to destroy the coherent oscillation of the field ¢ and decomposing it into separate
¢-particles. At the end of resonance, x-particles may destroy the classical field ¢(¢) completely. Then,
the final stage of preheating is not determined by resonance, but by rescattering.
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In the next chapter we will investigate through numerical simulations in the literature this peculiar
stage. Before doing that, we explore now other models of preheating.

4.4 Model \¢*

In this section we concentrate on the theory of preheating in a class of conformally invariant
theories such as %(b‘l + %g2¢2x2. In such theories, the classical oscillating inflaton field ¢(t) decays
into y-particles and ¢-particles. The parametric resonance in this theory is described by the Lame
equation and significantly differs from the resonance with a quadratic potential. The structure of the
resonance in this case depends in a rather nontrivial way on the parameter g2/\. For example, with
g> = X or g2 = 3\ this theory has only one instability band, but the structure of the bands and the
characteristic exponents pi, are completely dfferent. Changing the ratio g2/ only slightly, the number
of instability bands immediately becomes infinitely large. In this section we review the model. For
reference and details see [63].

4.4.1 Equation for the inflaton

In the chaotic inflation model V(¢) = $A¢? the equation for the classical field ¢(t) reads
b+ 3Hp+ A = 0. (4.69)

For sufficiently large initial values ¢ > M,,, the friction term 3H qb dominates over qS This leads to
the inflationary stage where the universe expands quasi-exponentially. With a decrease of the field
¢ below My, the friction term 3H ¢ becomes less important and inflation terminates at ¢ ~ My;/2.
After a short stage of fast rolling down, the inflaton rapidly oscillates around the minimum of V(¢)
with initial amplitude ®¢ ~ 0.1M,.

The amplitude ® of the oscillations of the inflaton field ¢ after inflation asymptotically approaches

3M2 1/4
B(t) ~ ( pl) My (4.70)

~ i\ 8TA TS

where N is the number of oscillations after the end of inflation.
To simplify calculations in this theory we make a conformal transformation of the space-time
metric and the fields. We then use the conformal time

dt
- /a(t) (4.71)

and the conformal field,
¢ = ag. (4.72)
In the coordinates (7, x) the equation of motion for the field ¢ (4.69) becomes

1

¢+ NP — %cp = 0. (4.73)

However, the last term in this equation can be discarded. Indeed, in this particular model after
inflation we have a radiation-like dominated era, p = p/3, a(n) ~ n and then a” = 0. The equation
(4.73) now reads simply

@+ Ap® = 0. (4.74)

This equation can be reduced to the canonical equation for an elliptic function. We use the dimen-
sionless conformal time variable

62\
= Vg = ( . pl) NG (4.75)
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where ¢ is the amplitude of the oscillations of the field ¢. We rescale the field ¢ as ¢ = ¢ f(z), where
the function f(x) has an amplitude equal to unity. This function obeys to the canonical equation for
elliptic functions

£y = 51~ Y, (4.76)

whose solution is in terms of the elliptic cosine

1
f(z)=cn (a: — Zo; \/§> . (4.77)

Oscillations in this theory are not sinusoidal, but are given by an elliptic function. Moreover, the

energy density of the inflaton field ¢ decreases in the same way as the density of radiation, i.e. a™2.
The elliptic cosine can be represented as follows [63]:
8TV2 o= e T(n71/2) 2m(2n — 1
f(z) = mv2 ¢ cos m(2n )ac7 (4.78)
T <1+ e—m(n—=1/2) T
n—=

where T ~ 7.416 is the period of oscillations. In this equation the amplitude of the first term in
the sum is 0.9550; the amplitude of the second term is much smaller, 0.04305. However, even if the
first harmonic term is very close to the actual form of oscillations, to study the general structure of
stability /instability bands one should consider the full solution.

4.4.2 Conformal theory

Consider the interaction between the classical inflaton field ¢ and the massless quantum scalar
field x, given by the lagrangian

1
~g* " (4.79)

1 A 1
_ = [ ERAPY S o
L= 50u00"6 — 0"+ 500"y — 5

The fluctuations of the yg-field with comoving momentum k obeys the equation
. a . K50
Xk + 35)@ + ) +9°9" | xx = 0. (4.80)

The self-interaction A¢?* also leads to the generation of fluctuations of the field ¢. The equation for
the inflaton field ¢y is

. 2
b + 3%@ + ((’; - 3/\¢2) o1 = 0. (4.81)

Note that this last equation is equal to (4.80) with g2 = 3\. Then, the last equation is a particular
case of (4.80). Since the physical momentum p = k/a(t) in (4.80) is redshifted in the same manner as
the background field ¢(t) = ¢(t)/a(t), we can eliminate the redshifting of momenta from the evolution
of x. In fact, considering the rescaled quantity X (t) = a(t)xx(t) and rewriting the mode equation
for Xj(t) with the conformal time z, we obtain

2 1
X+ (/{2 + %cnz (:p, 7 X =0, (4.82)

where k2 = k2/Ap2. In this way, the equation for the field fluctuations does not depend on the
expansion of the universe and it is reduced to a problem in Minkowsky space-time. This is a special
feature of this theory. The equation (4.82) describes oscillators, X}, with a variable frequency

w2—2f2 L 4.83
L =K +Scn x,\/i, (4.83)
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Figure 4.6: The stability /instability chart for the Lame equation for fluctuations X () in the variables (12, %),
obtained from the numerical solution of (4.82). Shaded (unshaded) areas are regions of instability (stability).
For instability bands, the darker shade implies a larger characteristic exponent u;. There are 10 color steps.
One color step corresponds to the increment Apy = 0.0237, so the darkest shade corresponds to maximal

ur = 0.237, the least dark shade in the instability bands correspond to ju; = 0.009. For positive x2, there is

only one instability band for the particular values of the parameter % = 1 and 3. This occurs because the

higher bands shrink into nodes as % approaches 1 and 3 [63].

which periodically depends on time, x. For the fluctuations of the field ¢ = a¢, we have

oh+ (KQ + 3cn? (a:, \2) ) o = 0. (4.84)

The solutions X}, are exponentially unstable, i.e. Xp(z) o e#**. Assuming positive-frequency initial
condition, we expect then an exponentially fast creation of x-particles as the inflaton field oscillates, i.e.
ny ~ €2#%*  The parameter g2/\ gives the strength of the interaction with the periodic oscillations
cn?(x,1/+/2). Therefore, we have a crucial difference with the theory with a quadratic potential
described in the previous section. In the theory with quadratic potential it is required a large amplitude
of the inflaton field. In the conformal theory, instead, is the combination of parameters g2/\ that
defines the structure of the parametric resonance.

The equation (4.82) belongs to the class of the Lame equations and it is an equation with periodic
coefficients, as the Mathieu equation. The solutions X of this equation may be stable or unstable
depending on the particular values for x and g2/\. The parameter g?/\ represents the strength of
the interaction. The second parameter k is the momentum of vacuum fluctuations x in units of the
frequency of the inflaton oscillations.

As in the quadratic potential model, the evolution of the comoving number density of created
xg-particles, ng with comoving momentum £k, is given by the comoving energy density and the energy

per particle wy,
wi (e, ) 1
= — ——. 4.85
ng ) <|Xk| + o2 9 ( )

k

The stability /instability charts of the Lame equation describes preheating in the conformal invari-
ant theories and it is studied in [63]. The stability/instability chart is plotted in (Fig. 4.6) from [63].
The stability /instability chart is similar to the stability/instability chart of Mathieu equation, but
there are important differences. In the case of Mathieu equation there are infinitely instability bands
corresponding to each value of ¢. Instead, in the Lame equation some of the instability bands may
occasionally shrink to a point. For example, for g2/\ = 1 and for g2/\ = 3 there is only one instability
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band. From the (Fig. 4.6), indeed, we see that the higher zones shrink to nodes as g?/\ approaches to

1 and 3. For positive x2, whenever % = w, there are a finite number of instability bands. Finally,

as for the Mathieu equation, all other values of g?/) have infinite numbers of instability bands.

In particular, for % < 1, the Lame equation can be formally transformed into the Mathieu equation
with the parameters A ~ 1.3932x2 and ¢ ~ 0.3464% < 1. Thus, in this case the stability /instability
charts of Mathieu equation and Lame equation coincide exactly.

4.4.3 Analysis of Lame equation

The Lame equation can be solved in terms of the transcendental Jacobi functions. The analytical
study of resonance using these functions is rather difficult. However, for % = "(n; 1), with n integer,
one can obtain simple solutions to (4.82). In [63] are studied different cases for the value of g/A. Here
we summarise the main results.

First, we rewrite (4.82) in the so-called algebraic form using the time variable z instead of x, where

1
2(z) = en? (m, \@) . (4.86)

The equation (4.82) becomes

1-32%)— —2) X = 0. 4.87
1.2 + ( Z>dz +(/<c+>\z) i (4.87)
Consider two linearly-independent solutions of this equation, X;(z) and Xs(z). We expect that one
of them exponentially grows and the other exponentially decreases during resonance. Introducing the

linear combinations X7, X2 and X; X», turns out that they solve the third order equation

d*M d*M 2
2227~ 1)y + (927 = 3) " 2 [<2gA - 3>z + 242

22(1 — 2?)

dM g°
— —27-—M = 0. 4.88
dz A ( )

The three solutions, M(z), of this equation correspond to the three bilinear combinations of X; and

Xs. The important point is that for % = @ this equation admits a polynomial solution of degree

n. This solution is the product of an exponentially growing solution and an exponentially decreasing
solution in the resonance zone, i.e. M(z) = X;(2)X2(2).

Solution for £ =1

In the case g = A the solution in the resonance band is
Mi(z) = X1(2)X2(2) = z — 2k%. (4.89)

Using the Wronskian of (4.87), the solution for X 5 is found

e (£ G [
X12(2) = V[Mi(2)] p(i 5 /\/li(z)>’ (4.90)

Cy = v/2k%(1 — 4K2). (4.91)

Considering that for exponentially growing solutions C must be real, these solutions take place in a
single instability band where

where

1
0< k< 5 (4.92)

The growing solution of (4.87) has the form X (z) = e*** P(z(z)), where P(z(z)) is a periodic function
of the conformal time x. The solution for the characteristic exponent gy, is

(k) = % 212 (1 — D) I (k), (4.93)

88



CHAPTER 4. PREHEATING 4.4. MODEL \¢*

with

/2 sin'/2 9

The maximal value of pg iS fimar =~ 0.1470 and k2 ~ 0.228.

Solution for % =3

In this case in the resonance zone the solution is given by

Ma(2) = X1(2)Xo(2) = 22 — gﬁz 14 g,& (4.95)

and
X12(2) = /[Ma(2)] exp (i = / \/z(li—iZQ)Mg(z)) (4.96)

with
Cy = \/2?@2(&4 - Z)(3 Y (4.97)

Also in this case there is only one instability band for

3
5 < K2 < V3. (4.98)

In this case the characteristic exponent is given by

_ 8v2 of a9 4
where
/2 sin3/2 9
J(k) = do . 4.100
(%) /0 1+ 2k2sin6 + (3k* — 1) sin? 0 ( )

The maximal value of the characteristic exponent is fimqe, =~ 0.03598 at k%2 ~ 1.615. In (Fig. 4.7) we
show the plot of [63] in this case.

Solution for % <1

Considering that the function f(z) can be expanded in series (4.78), comes out that the leading
contribution to Xy (z) comes from the lower harmonic cos(4wz/T). Keeping only this term, the
equation for X can be reduced to the Mathieu equation

> X},

= + (A+2qcos27) X, =0, (4.101)

where 7 = 27z /T, A = (Tk/27)? and ¢ = 0.4973 % (&£)%. Thus, for % < 1 the parametric resonance
corresponds to that of the Mathieu equation.
The exponentially growing solution has the maximum characteristic exponent

2
fimas & 0.1467(“(;). (4.102)
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Figure 4.7: The typical resonant production of particles at the particular choice of rescaled comoving momentum

k% = 1.6, and the parameter % = 3. This plot shows the logarithm of the comoving particle number density

ng. The number of particles grows exponentially with logny ~ 2ugx. In this case, ux ~ 0.035 [63].

Solution for % > 1

In this case the parameter % is very large. We report in (Fig. 4.8) from [63] the plot of the time
evolution of the fluctuations X (z) and the comoving number of particles in a given mode, ng(x).

In this case, the evolution is similar to the broad/stochastic resonance regime in quadratic potential
model. For % > 1, the evolution of the modes X () is adiabatic and the number of particles ng(x)
is constant between the zeros of the background field. The number density of particles changes only
near times x = x;, when the amplitude of the oscillating inflaton field crosses zero (¢(xz = z;) = 0).
We can use, as for the quadratic potential model, the scattering potential method.

We assume that the semiclassical solution is valid everywhere but around z;. Thus, away from
the points z;, the mode function Xj(z) is adiabatic and we consider the scattering in the parabolic
potential (z —z;)? at the moment x; between the incoming waves (for # < z;) and the outgoing waves
(for x > ;). In the vicinity of z; we have cn(z,1/v2) ~ (x — z;), and from (4.87) we obtain the
simple equation

d2X 2
dek + (/{2 + %(w - l’j)z) X =0. (4.103)

In this way we can solve this equation in terms of coefficients for transmissivity and reflectivity (see [63]
for details).
From [63] turns out that in this case

2
maz = 7 (1 + V2) ~ 0.2377. (4.104)

This is a general result for the upper limit of piy,q, for an arbitrary g?/\. Therefore, in this special
case the resonance is stronger both in terms of the characteristic exponent 4, and the width x2.

4.4.4 End of resonance

We can study the end of the resonance with the pure %A(ﬁ‘l model, with g> = 0 and no x-field
involved. Indeed, if one neglects backreaction, the equations describing the resonance for the modes
¢, coincide with the equations for the modes yj in the theory g? = 3\ (see the equations (4.80) and

(4.81). Therefore, it is sufficient to study the theory with g2 = 3.
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Figure 4.8: The upper plot shows the time-dependence of the real part of the eigenmode Xj(z), which de-
mostrates the adiabatic (semiclassical) beheaviour between zeros of the inflaton oscillations (dotted line), where
the comoving occupation number ny of created particles is constant (lower plot). The lower plot shows logny
as a function of time xz. Particle creation occurs in a step-like manner only in the vicinity of the zeros of the
inflaton field, where the adiabaticity is broken. This beheaviour is the same of the quadratic potential model

of the previous sections. In this plot the characteristic exponent uj ~ 0.1, % = 5050 and k2 = 29 [63].

The main reason for the termination of the resonance in the %Aqﬁ‘l model is the restructuring of
the resonance band due to the backreaction of created particles. Indeed, it is sufficient to shift the
position of the resonance band in momentum space by few percent to stop the growing of the leading
resonant mode ¢. There are two effects that lead to the restructuring of the resonance band. First,
particle production reduces the energy of the scalar field, and therefore reduces the amplitude of its
oscillations. This means that the oscillations reduce their frequency and the resonance band is moved
towards smaller k. On the other hand, the effective mass of the field ¢ grows due to its interaction
with the ¢-particles. We then have an increase of the frequency of oscillations and a shift of the
resonance band towards larger k. Therefore, these effects act in opposite direction. From computer
simulations of [63] in this theory results that efficient preheating ends as soon as the fluctuations of
produced particles (p?) grow to 0.05 P2

The resonance in the particular case of the pure theory A¢? is inefficient because the resonance
band in this theory is very narrow and the characteristic exponent p is extremely small. However,
when we take into account also the y-field with g2 = X\ or g2 = 2\ the characteristic exponent is much
greater and the resonance band is very broad. It is much more difficult to shut down the resonance
in such theories.

In the next subsection we discuss the case in which the conformally invariance is broken by a small
mass term.

91



4.4. MODEL \¢* CHAPTER 4. PREHEATING

lnnk

20 40 60 Z0 100

Figure 4.9: Development of the resonance in the theory %Zgﬁz + %(,754 + %¢2X2 for % = 5200. The upper curve
corresponds to the massless theory, the lower curve describes stochastic resonance with a theory with a mass
m which is chosen to be much smaller than vA¢ during the whole period of calculations. Nevertheless, the
presence of a small mass term completely changes the development of the resonance [63].

4.4.5 Preheating with a massive self-interacting inflaton

In the previous sections we investigated parametric resonance in the theory m72¢2 + %(Z)QXQ. In
this theory reheating can be efficient only if g® > m, with ® the amplitude of the oscillating inflaton
field. Due to the rapidly decrease of the amplitude ®, the parameter ¢ in the Mathieu equation rapidly
changes and we have a stochastic resonance regime.

2
In the theory %(b‘l + %¢2X2, instead, the decreasing of the inflaton field ¢ does not make the
resonance stochastic because all parameters of the resonance scale in the same way as ® due to the
conformal invariance.

However, neither of these two theories is completely general. Indeed, in the theory of the massive
scalar field we expects terms ~ A¢* because of radiative corrections. On the other hand, in many
realistic theories the effective potential is quadratic with respect to ¢ near the minimum of the effective
potential. Therefore, one can study the general theory m72<Z>2 + %¢2X2 + i/\gzﬁ‘l. We report here in
(Fig. 4.9) the plot of [63], in which are shown the development of the resonance both for the massless
theory, and for a theory with a small m. See the paper for details. In the purely massless theory
the logarithm of the number density n; for the leading growing mode increases linearly. Instead, in
the case with a small mass m the resonance becomes stochastic. However, in the case with smaller
g%/ and a little massive inflaton field, the resonance is not stochastic, but it may consist of stages of
regular resonance separated by stages without any resonance. Therefore, the presence of a little mass
term can modify the nature of the resonance even if this term is much smaller than A¢?*.

In this model if the ratio of g/ VA is smaller than a certain critical value, ﬁMpl /m, the resonance
never become stochastic. Otherwise, if g/v/A > ﬁMpl /m, the resonance originally develops as in
the massless conformal theory and then, with the decrease of ®(t), the resonance becomes stochastic.
In all cases the resonance stops when ®(¢) becomes sufficiently small. Another interesting model
studied in [63] is the case with spontaneous symmetry breaking with the change of sign of m?, i.e.

2
V(6.X) = =58 + G + Ao
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4.5 Tachyonic Preheating

In the second chapter we considered the hybrid inflation model

1

1 1
_ Lt oozt 2 Lo o 41
o ATT)" A+ gmieT + S0 (4.105)

Vg, o)
where m and M are the bare masses of the scalar fields ¢ and o. At large values of the fields, their
effective masses squared are both positive and the potential has the simmetry o — —o. At small
values of the field ¢, the potential has a maximum at ¢ = ¢ = 0 and a global minimum at ¢ = 0,
oc=o090=M/ VA, where the simmetry is broken.

In the second chapter we discussed how inflation proceeds/ends in this model. Motion starts
at large ¢, where the effective mass of the o-field is positive and large. The o-field is sitting at
the minimum of the potential at ¢ = 0. During the slow-roll, the effective mass of the o-field is
m2 = g2¢? — M?. When the field ¢ acquires the critical value ¢. = M /g, fluctuations of the massless
o field trigger the symmetry breaking phase transition that ends inflation.

Therefore, in the simplest model of hybrid inflation, inflation ends as soon as the inflaton field
decreases below ¢. = M/g. It is important to understand the waterfall process in which the o field
goes from o = 0 to |o| = M/ VA. In fact, considering the classical equation of motion, the field at
o = 0 cannot change its value because the first derivative of the effective potential vanishes at o = 0.
Indeed, in this case the process of SSB occurs due to the exponential growth of quantum fluctuations.
The trigger field o acquires a negative mass squared —u?(¢) = g?(¢* — ¢?), which vanishes at the
critical point, but becomes large and grows up to p(0) = M as the field ¢ moves to ¢ = 0.

Quantum fluctuations of the trigger field ¢ with momentum k grow as ~ e“**, where wj =
V2 — k2, k = |k|. Therefore, simmetry breaking occurs due to the growth of fluctuations with
k(u. We obtain an inhomogeneous distribution of the field o with (o) = 0. The resulting distribution
of the field o is rather homogeneous on a scale [ ~ p~! because the rate of exponential growth is
maximal at k£ = 0, and the fluctuations with k£ > p do not grow (see [64]).

After inflation, the fields oscillate around their minima producing particles. In this model there are
two fundamental frequencies of oscillations near the minimum of the effective potential: m, = v2M
and mg = gM/ VA. We have also two different scales for the fields ¢ and o: ¢, = M /gand og = M/ V.

In the case A > g2 we have 0p < ¢g and m, > mg. In this case oscillations of the o-field tend
to be insignificant and most of the energy of these two fields is concentrated in the oscillations of the
inflaton field ¢. On the other hand, for A < g? we have m, < mg. In this case we have the opposite
situation: oscillations of the inflaton field ¢ is insignificant and most of the energy of the two fields
will be concentrated in the oscillations of the scalar field . Finally, the case A ~ ¢? is much more
complicated. Both fields will oscillate with a comparable amplitude, transferring energy to each other
in a chaotic way.

In [64] are studied different cases deriving, for each situation, the Mathieu equation that describes
the system. For example, are studied the case in which g < A, where the beheaviour of the inflaton ¢
dominates, or the opposite case, g2 > \. However, if we consider the amplitude of oscillations of the
field o small, resonance occurs in the narrow resonance regime and then, in general, the production
of particles is inefficient in all cases . Instead, considering M > H for A < ¢2, we obtain a different
result. In this type of model we have a quick end of inflation and a large amplitude of oscillations
of the field o after inflation. The field makes 10° oscillations before the amplitude is damped by the
expansion of the universe (taking for example a model with g = 1, A = 1072, m = 103GeV and
M = 1.3 x 101 GeV, it gives H ~ 2 x 10* GeV, my ~ 5 x 10"H and m, ~ 8 x 10H ). As a result,
we obtain very efficient production of o and ¢ particles. In the plots (Fig. 4.10) from [64] are shown
the growth of the fluctuations for the two fields neglecting backreaction. Preheating in this model is
so efficient that it completes within few oscillations.

The efficiency in this model of the process of production of o-particles can be explained by the
tachyonic instability of the field in the first stages of its rolling down. Neglecting the expansion of the
universe, fluctuations of the field o in the beginning of the process grow as exp v'k2 — M?2t. The value
of the homogeneous field (o) vanishes at all time and all the energy is stored in the fluctuations of the
o-field.
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Figure 4.10: The top panel shows the exponential growth of the occupation number n; and o particles, as a
function of N = m,t/2n for k = 0.43M with m2 = 2M?2. It acquires a typical growth parameter p;, ~ 0.3 during
the last stages of preheating. The lower panel shows the occupation number nj of ¢-particles, for k = 0.2M.
In this case the growth parameter is an order of magnitude smaller, p; ~ 0.023. The dashed line shows the
oscillations of the field 0. The upper panel shows 100 /0, while the lower panel shows o/0p. The number of
the o-field oscillations differs from N because the oscillations are not armonic. In this model A = 1072, g =1,
m =103 GeV, M = 1.3 x 10! GeV [64].

Various simulations are computed about this stage. We will see in the next chapter that preheating
process after hybrid inflation is even more violent than in the case of parametric resonance that occurs
after chaotic inflation. For more details about this model see [64].

4.6 Other Models

In this last section we briefly review some other very interesting models of preheating.

4.6.1 Instant preheating

Instant preheating works even in the models where parametric resonance does not develop. It
leads to an almost instantaneous reheating accompanied by the production of superheavy particles
with masses which may be as great as 1017 — 10'® GeV [65].

Consider the simple chaotic inflation model with mTQ<;52 + %(]54 and assume that the inflaton interacts
with some other scalar field x with the interaction term —%ngzSQXQ. We have seen in the previous
sections that, when the inflaton ¢ = 0, we have a production of x-particles. This mechanism is
described by the broad resonance process. However, concentrate on the first instant of the process.
Initially only a small fraction of the energy of the inflaton field is transferred to the particles y.
Suppose that the particles y interact with fermions ¢ with the coupling htpy. If the coupling with
fermions is strong enough, the x particles may decay to fermions before the oscillating inflaton field
¢ returns back to the minimum of the effective potential. In this way, parametric resonance does not
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occur, but the total energy of the y-particles at the moment of their decay is much greater than their
energy at the moment of their creation. Indeed, the effective mass of each x-particle grows as m, = g¢
when the field ¢ rolls up from the minimum of the effective potential. We can consider the y-particles
being fattened by the energy of the inflaton field. These x fattened particles decay to fermions when
they have the greatest mass, i.e. when ¢ reaches the maximal value.

The y-particles can decay to two fermions with mass that can be as large as 5 x 1017 GeV for
g ~ 1. Tt results that this mass is two orders of magnitude greater than the masses of the particles
that can be produced by the parametric resonance process. The total energy density of the produced
particles also becomes two orders of magnitude greater than their energy density at the moment of
their production. Therefore, the chain ¢ — x — % significantly enhance the efficiency of the energy
transfer from the inflaton field to matter.

Moreover, the produced superheavy particles 1 eventually dominate the energy density of the
universe, even if initially their energy density was relatively small. When these particles decay, they
eventually lead to the reheating of the universe.

The entire non perturbative process is referred as instant preheating since it occurs immediately
after the end of inflation within less than one oscillation of the inflaton field (see [65] for the complete
detailed model). This process can lead to the production of particles with momenta and masses many
orders of magnitude greater than the inflaton mass.

A peculiar and very interesting effect that can happens in this model occurs when the masses of
the produced x particles, m, = g|¢|, become greater than M,,. When this happens, each x-particle
becomes a Planck-size black hole, which immediately evaporates and reheats the universe.

4.6.2 Preheating of fermions

During preheating the leading channel of particle production is the non-perturbative process of
parametric resonance of bosonic fields during which they are produced exponentially. Initially, because
of the Pauli principle that prohibits unbounded creation of fermions, it was assumed that the creation of
fermions can be treated with perturbation theory for the decay of individual inflatons. However, in [66]
it is found that we can have preheating of fermions in a regime called parametric excitation of fermions.
Fermionic preheating differs significantly from the perturbative expectation. In this case the number
density of fermions varies periodically with time.

Consider the Dirac equation for a massless quantum Fermi field (¢, x):

i7"V — ho(t)ib = 0, (4.106)

where ¢(t) should be considered as a coherently oscillating scalar field.

Consider the model i)\gﬁ‘l + htp¢rp. We can do a conformal transformation of the involved fields:
© = ap, U = a*%p and 7 = \/A@? [dt a(t)”'. Take an auxillary field X (7,x), so that ¥ =
[(iv#V, + helX. It is found that the temporal part of the eigenmode X, obeys the oscillator-like
equation [66]

Xi + (ﬁ +qf* - iﬁf) X, =0. (4.107)

This is an equation with complex frequency which depends periodically on time. The comoving
momentum & enters the equation in the combination x? = k%/Ap?. The background oscillation

enters in the form f(7) = ¢cn (7‘, \}§> with unit amplitude. Finally, the combination of the coupling

parameters ¢ = h?/\ defines the structure of the solution of (4.107). The comoving occupation number
of particles ny in a given spin state is given by

1 K2 - \/§f

where Q, = k2 + ¢f(7)? and ny < 1/2. From the numerical analysis in [66] comes out that the occu-
pation number exhibits high frequency oscillations, which are modulated by a long period beheaviour
(see (Fig. 4.11) from [66]).
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Figure 4.11: The occupation number 7y, in this model as a function of 7 in units of T ~ 7.416 (the period of the
background oscillations) for ¢ = 10~* (lower), 1 (middle on right), and 100 (upper on right) and x? = 0.18, 1.11,
and 11.9, respectevely [66].

For values ¢ > 1, as in the case of parametric resonance production of bosonic particles, the
number of fermions is almost constant between two successive zeros of the inflaton field. It jumps in a
step-like manner at instances when ¢(t) crosses zero. In this case we talk about parametric excitation
of fermions and q plays the role of the resonance parameter. For details about this model see [66].

4.6.3 Gauge-field preheating

We can consider the possibilty of preheating via the parametric amplification of a massless, U(1)
abelian gauge field. This is a model studied in [67].
In this model the inflaton field ¢ is coupled to U(1) gauge field with the action

S = / d*z\/—g ( — Wfb)FWF‘“’ — %Buqﬁa“qﬁ — V(¢)> , (4.109)

where W(¢) and V(¢) are scalar functions which represent the coupling strength and the inflationary
potential, respectevely. The potential of the inflaton field is quadratic, V(¢) = %m2¢2, and the
coupling function has the form

W(g) = e/, (4.110)

where M is a free parameter which value is near m. As the scalar field decays, the coupling goes to
unity and standard electromagnetism is recovered.

From the analysis of [67] an abelian U (1), massless, electromagnetic field can be used as a mecha-
nism by which energy can be moved from the inflaton field into particles. Moreover, this model does
not require additional channel of decay or tachyonic instabilities in order to generate the radiation
dominated universe after reheating. Once the energy is moved to the gauge field during resonance,
there is no movement of energy back to the scalar field that one normally see in other models.

Once the field ¢ becomes small, the coupling function term becomes negligible and the energy
deposited in the gauge field remains there. In this model then we obtain a method for creating a
universe at the end of inflation with a majority of its energy in a gauge field A,. At late times
the coupling function is close to unity and the standard dynamics of the gauge field, for example
electromagnetism, is recovered.

Another possibility is the case in which the inflaton is charged [68]. In this case we consider the
inflaton field ¢ to be a complex scalar field under an abelian U (1) symmetry, with the standard kinetic
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term replaced by
AL = —[Dyo|* = ~|8,8]* +ig(¢0ud" — ¢*0u9) A + g%|¢| A, A¥, (4.111)

where the final term is similar to the standard preheating interaction g2¢?x?, but with the scalar field
x replaced by a gauge field. Since spin-1 fields are bosonic, this can leads to significant parametric
resonance.

4.6.4 Multi-field preheating

In the case we consider several oscillating homogeneous fields, the periodicity of the time-dependent
background can be violated. Unless special situations [59], the time-dependent coefficients in the
equation of motion governing the fluctuations are not exactly periodic. This can lead a stochastic
resonance if the adiabaticity condition is violated.

In the case in which the number of oscillating homogeneous fields is much greater than one, the
effective masses of the daughter fields evolve randomly. This reduces the efficiency of the particle
production, but resonance still takes place. It occurs at all wavenumbers, not only within particular
resonance bands. In fact, we can consider the condensed matter phenomenon of Anderson localitation,
in which small random impurities make eigenfunctions exponentially localized in space (see [59]).
Therefore, we expect that in the case of preheating, time-dependent masses with random components
give rise to exponentially growing modes at all wavelength. A reference for this type of models can be
found in [69].
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Chapter 5

Non-linear Evolution

The study of reheating in the early universe involves the description of the evolution of interacting
fields in a dense, high-energy environment. Preheating and the subsequent phase of Thermalization
involve non-perturbative interactions of fields with exponentially large occupation numbers in states
far from thermal equilibrium. As seen in the previous chapter, approximation methods like the Hartree
approximation fail in the description of the process because they neglect important scattering terms.

The simplest model of preheating involves a chaotic inflationary scenario with potential V(¢) =
%mQQDQ and a quadratic coupling of the inflaton to another field %g2¢2x2. We studied the process
of preheating. However, backreaction of inhomogeneous fluctuations quickly brings the system of
interacting scalar fields to a strongly non-linear regime characterized by very high occupation numbers.

Another important class of inflationary models are given by hybrid inflation scenerios. As discussed,
preheating in hybrid inflation, which contains a symmetry breaking mechanism, occurs in the tachyonic
way and has a very different character respect to the chaotic inflation scenario.

In this chapter we present the numerical results about the process of non-linear interactions of
fields during and after preheating. We consider both tachyonic and chaotic models.

5.1 Tachyonic Model

We start discussing the dynamics of spontaneous symmetry breaking that leads to the tachyonic
preheating process. In this model the particle production is extremelly efficient, much more than
parametric resonance models after chaotic inflation. For reference and details see [70] and [71].

In the simplest models the instability appears because of the presence of a tachyonic mass term
such as —m?¢?/2 in the effective potential. This implies the exponentially growing of long wavelength
quantum fluctuations ¢y of the field ¢ with momenta k < m, ¢ ~ exp(tv'm? — k?), which leads to
spontaneous symmetry breaking.

The spontaneous symmetry breaking process is a strongly non-linear, non-perturbative effect, and
leads to production of particles with large occupation numbers. The approximation methods like
perturbative theory or the Hartree approximation completely fail in the description. However, in the
past years methods of lattice simulations have been developed. They are based on the observation
that quantum states of bose fields with large occupation numbers can be interpreted as classical waves
and their dynamics can be fully analized through lattice simulations of relativistic wave functions. A
significant advantage of this method is that the semi-classical nature of these effects allows us to have
a clear visual picture of all the processes involved.

To understand the basic features of a SSB model we consider the simplest model

_ A s Mmoo A, om
V()= 4 (@" =) = ——-¢"+ o7+ (5.1)
where m? = M? and A < 1. V(¢) has a maximum at ¢ = 0 with curvature V" = —m? and a minimum
at ¢ = +v.
Consider the Klein-Gordon equation for the scalar field fluctuations in this model:
b+ (K + V") = 0. (5.2)
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Suppose that initially at ¢ = 0 the mode functions describing quantum fluctuations in the symmetric

phase ¢ = 0 are the same as for a massless field, ¢, = ﬁe*ikt”kx. Then, at ¢ = 0 we turn on the

term —m?2¢?/2 corresponding to the negative mass squared —m?. The modes with k = |k| < m grow
: WIS 3

exponentially, ~ e , until \/(0¢?) reaches the value ~ v/2. At ¢ ~ v/v/3 the curvature of the

effective potential vanishes and one has the usual oscillations of all the modes instead of the tachyonic

instability. This happens within a time ¢, ~ ﬁ In %, where C' ~ 102 (see [71]).

To study this process is convenient to use the occupation number n; of produced particles. Indeed,
in situations where the number of particles is well defined (this happens at the end of the process)
the occupation number is an adiabatic invariant, i.e. it does not change during the field oscillations,
unless some dramatic changes occur to the system. In the previous chapter we have seen the standard
definition of the occupation number, which is valid for m? > 0,

' 1
ng = % <‘f§ + |¢k|2> 5 (5.3)

However, this definition should not be interpreted as the occupation number of particles during the
tachyonic regime. In fact, during this stage the effective mass squared of the field ¢ becomes neg-
ative since wy = vk% + m?2 becomes imaginary. We can define a formal quantity using for example
k2 + |m?| in the expression for n; whenever m? < 0. This formal quantity n can be interpreted as
the occupation number of particles after the end of the tachyonic regime, when m? > 0. Indeed, these
two quantities matches at the end of the tachyonic stage.

The exponential growth of fluctuations during the tachyonic regime can be interpreted as the
growth of the occupation number of particles with k£ < m. Considering the instant t, at which the
tachyonic growth of the fluctuations ends, it is showed in [71] that ny for k£ < m at the time ¢, grows
up to ng ~ exp(2mt,) ~ O(102)A~! > 1. Thus, for small A fluctuations with k& < m acquire very
large occupation numbers. Moreover, these fluctuations will have large amplitude and will be in a
squeezed state. If we consider the general solution, it will contains two terms, a growing mode ~ Ae“*
and a decreasing mode ~ Be~“!, but after a short time only the growing mode survives. Then, only
modes with & < m survives after the beginning of the tachyonic regime independently of the initial
phase of quantum fluctuations, and their amplitude will become extremely large. This implies that
we can study these modes by lattice simulations since we can interpret them as classical waves.

Equation for fluctuations in the model V(¢) = —m72¢>2 + %¢4 + T—: is

ék+-<k2——wﬂ—+3A¢%)¢k::0 (5.4)

This is the Lame equation that we have seen in the previous chapter, and its solutions depend on
the parameter combination v Ao /m. In the numerical computation this equation should be solved
together with the equation for the background field ¢(t):

¢ —mPp+A¢® =0, (5.5)

In this model the study of the growing of perturbations is a generalitation of the theory of parametric
resonance in the model %gf)‘l, studied using the stability/instability chart of the Lame equation. The
additional instability is due to the presence of the negative mass term.

From the analysis of [71] we have the following picture. Consider the evolution of the occupation
number n, of the modes ¢, with A\ = 10™* and the field rolling from ¢q = 0.0lv. Start with a
mode ¢ with k& < m. When the field ¢ rolls from ¢ = ¢g to ¢ = v/v/3, the occupation number
becomes ~ e”. Then, the field reaches the bottom of the effective potential, goes little beyond this
point, bounces back and again approaches the tachyonic region ¢ < v/v/3. The occupation number
of particles with k < m does not change much until the field becomes smaller than v/v/3. After this
point, however, the comoving number of particles decreases almost to the same value from which the
simulation starts. Indeed, this beheaviour is due to the fact that the solution for the fluctuations has
two modes, one growing and the other one decaying. Then, when the field bounces, fluctuations either
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grow or decay depending on the phase with which they re-enter the tachyonic regime. In (Fig. 5.1)
from [71] is showed the growth of n; during three consecutive oscillations of the field ¢. During each
full oscillation the occupation numbers grow e'® times. Therefore, during n oscillations the occupation
numbers grow e¢'®” times. We obtain from this model then an incredible fast growth, much faster

log n,
12

100

5 10 15 20 25 30 35
m2

Figure 5.1: Evolution of the occupation numbers for fluctuations with k& < m in the model V(¢) = —™-¢* +
Agd o m?
20" + 45 [71].

log n,

5 10 15 20 25 30 35

Figure 5.2: Same as in (Fig. 5.1) but for kK = 0.5 m [71].

than in the parametric resonance theories with m? > 0. This process can rapidly convert all the

energy of the homogeneous field into the energy of the classical interacting fields.

If we consider in general a theory with V(¢) ~ —¢™ with n > 2, the growth of the occupation
numbers for small k£ occurs faster. Indeed, the tachyonic fluctuations with small momenta in the long
time limit grow as ¢y ~ ¢™2. We can easily prove this statement. Consider a generic model

V(9) = Vo — A" /2. (5.6)
Consider the field ¢ that begins rolling down from ¢g. From energy conservation we have
1 '2 1 '2
59— 59 =V(60) - V(©). (5.7)

Assume for semplicity that the field starts from ¢ = 0 with zero total energy, i.e. ¢g = Vj = 0. Then,
we have

1 2 _1 n
S8 = —V(9) = 32", (538)
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that yields .
b = V™2, (5.9)

and finally,
¢ = Co"/. (5.10)

In particular, this implies that in the theory with the potential —¢? the long wavelength fluctuations
grow just like the field itself, i.e. ¢5 ~ ¢. If we consider for example a theory with a potential ~ —¢3,
the fluctuations grow faster, ¢r, ~ ¢3/2, and for the theory —¢* they grow even faster, ¢y ~ ¢2.

In the theory —m?2¢? the fluctuations grow as fast as the scalar field. For example, if one consider
¢o ~ 10720, quantum fluctuations grow almost 10* times when the field falls down from ¢ = ¢
and returns back. The amplitude of inhomogeneites after the return becomes approximately three
orders of magnitude larger than ¢y. This means that the homogeneous inflaton condensate becomes
completely destroyed. When the inflaton field falls down to the minimum of the effective potential
again, it becomes divided into large colliding waves. If we consider a general potential V(¢) ~ —¢™
with n > 2, the process occurs even more faster (see [71]).

5.1.1 Lattice simulations

To study the beheaviour of this process with lattice simulations in [71] is considered the probability
distribution function P(¢,t), which is the fraction of the volume containing the field ¢ at a time ¢. At
t = 0, at the start of the simulation, the probability distribution is concentrated near ¢ = 0.

In the beginning, quantum fluctuations are very small and the probability distribution P(¢,t) is
very narrowly focused near ¢ = 0. Then, it spreads out and shows two maxima that oscillate about
¢ = £v with an amplitude much smaller than v. The symmetry becomes broken within a single
oscillation of the distribution of the field ¢. After the SSB, the space becomes divided into domains
with the field ¢ ~ £v (see (Fig. 5.3) from [71]). The size of the domains is large and they become
even larger since large domains eat the small ones. In the numerical analysis are considered only the
modes with k£ < m, since only these modes experience exponential growth and beheave as classical
fields.

In (Fig. 5.4) and (Fig. 5.5) from [71] is showed the growth of fluctuations in a two-dimensional
slice of 3D space. Maxima corresponds to domain with ¢ > 0, while minima correspond to domains
with ¢ < 0. The third image correspond to the first one half of an oscillation. In this moment, the
universe is already divided into domains with ¢+ v and initial size somewhat greater than m~"!. Inside
each domain the deviation from ¢ = |v| is much smaller than v. Therefore, from the lattice simulation
we see that SSB occurs within a single oscillation. Gradually, the size of each domain grows and the
domain wall structure becomes more and more stable. If one continues the simulation for a much
longer time, we see formation and growth of domains with ¢ = +wv. In the beginning these domains
are small, but they eat each other and grow.

We show also in (Fig. 5.6) from [71] the case in which we have the SSB for a theory of a multi-
component scalar field ¢; with the potential

A 2 A 4
V(9) = JU18P =) = —T-|o]* + Zlol' + (5.11)

In the plots of (Fig. 5.6) is illustrated the dynamics with a two-component scalar field ¢ = (¢1 +
i¢h2)/v/2. It shows the probability distributions P(¢;,t) which is the fraction of the volume containing
the field ¢ at a time ¢.

In the beginning, the probability distribution is concentrated near ¢ = 0. Then, it spreads out
and stabilizes at |¢| ~ v after a single oscillation, which corresponds to SSB. In (Fig. 5.7) from [71] is
showed the occupation numbers nj of produced particles. During the first oscillation the occupation
numbers grow up to 107 — 10® for £ < m (k < 1 in the figure). Then, the occupation numbers at
k < m slightly decrease, while at k > m begin to grow. In the model of a complex scalar field, instead
of domain walls, we obtain strings that are produced when the field falls down. We report in (Fig.
5.8) from [71] a simulation of the strings produced after one half of an oscillation of the complex scalar
field. The whole process of string formation in this model occurs within a single oscillation.
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Figure 5.3: The process of symmetry breaking in the model (5.1) for A = 10~*. The values of the field are shown
in units of v, time is shown in units of m~!. For each moment of time, it is also shown the occupation numbers
ng (the lower part of each panel), with k& measured in units of m. At ¢ = 0 one has n; = 0, as in the usual
quantum field theory vacuum. In the beginning of the process the occupation numbers n; grow exponentially
for k < m (k <1 in the figure), but then this growth spreads to k > m because of domain wall formation and
collisions of classical waves of the field ¢. Within a single oscillation the occupation numbers for £ < m grow
up to ~ 105. The spectrum rapidly stabilizes, but it is not thermal yet, and the occupation numbers remain
extremely large [71].

We see that, as in the case of the one-component scalar field, we obtain a formation of topological
defects from the SSB. Indeed, this is not a small correction but an important feature of SSB. Topo-
logical defects, like other inhomogeneities generated by tachyonic instability, drain the energy of the
scalar field rolling down to the minimum of the effective potential. In this way, they diminuish the
amplitude of subsequent oscillations of the inflaton field.

5.1.2 Tachyonic model simulations

An important example of tachyonic model is provided by the theory

T D D S
Vig) = —§U¢ + Z¢ TRY (5.12)
This potential is a prototype of the potential that appears in descriptions of symmetry breaking in F-
term hybrid inflation [78]. In this model the fluctuations increase considerably if the initial amplitude
is somewhat greater than d¢. ~ 4%’2. Low probability fluctuations with d¢ > d¢. correspond to
peaks of the initial Gaussian distribution of the fluctuations of the field ¢ (see [71]). In this model of
tachyonic preheating the whole process looks not like a uniform growth of all modes, but more like
bubble production. The numerical simulation is showed in (Fig. 5.9) from [71]. The bubbles, that
are high peaks of the field distribution, grow, change shape, and interact with each other, rapidly
dissipating the vacuum energy V(0). In (Fig. 5.10) is showed the occupation numbers of produced
particles with A = 1072, These occupation numbers grow up to 10* — 10° within a single oscillation.
We consider now the model of tachyonic preheating with potential

A

V((b: J) = 4

2
g 1
(o =02 + £ 2l + S22, (5.13)

that we have seen in the previous chapter. If o is a real one-component scalar, the SSB may lead to
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Figure 5.4: Tachyonic growth of quantum fluctuations and the early stages of domain formation in the simplest
2
theory of spontaneous symmetry breaking with V(¢) = —2-¢* + %d)‘l [71].

t=100

t = 1000 t = 10000

Figure 5.5: Formation of domains in the process of symmetry breaking in the model (5.1) [71].
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J

Figure 5.6: The process of symmetry breaking in the model (5.11) for a complex field ¢ = \%((ﬁl +igo) [71].
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Figure 5.7: Occupation numbers ny of particles produced during tachyonic preheating in the model of a complex
scalar field ¢ with effective potential V(¢) = —m?|¢|? + A|¢|* with A = 10~%. In the beginning (lower curves),
nyg grows for k < m (k <1 in this figure), but then eventually this growth spreads to larger k [71].
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Figure 5.9: Field values on a 2D slice through the lattice for V' = —%vgi)?’ + %gb‘l. The growth of quantum
fluctuations of ¢ looks like bubble formation. The bubbles expand and collide even before the average field
value reaches the minimum. Preheating occurs due to a combined effect of bubble production, tachyonic

instability and bubble wall collisions [71].
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Figure 5.10: Occupation numbers of particles produced during tachyonic preheating in the model (5.12) with
A=10"2[71].

the formation of domain walls. In this case, assuming o a complex field, SSB after inflation produces
cosmic strings [70].

In this model a lattice simulation can be found in [72] and it is showed in (Fig. 5.11) and (Fig.
5.12). This model leads, as the previous one, to bubbles formation. The non-perturbative evolution is
studied numerically solving the coupled classical equations of motion for the inflaton field ¢ and the
Higgs field o with gaussian initial conditions. As seen in the other models, also in this one SSB in not
at all a homogeneous process. Already in the linear regime, the Higgs field o evolves by developing
lumps in space that grows with time. In the plots (Fig. 5.11) and (Fig. 5.12) from [72] is followed the
classical evolution of the Higgs’ lumps. From the figure we can see that the peak of the largest Higgs’
lump is the first to break the symmetry, i.e. to reach |o| = v, and soon after the center of the lump
invaginates, creating an approximately spherically symmetric bubble, with ridges that remain above
|o| = v. Finally, from these plots we see that neighbouring bubbles collide and the symmetry gets
fully broken through the generation of higher momentum modes.

Regarding the beheaviour of the |o(x,t)| at the center of the highest Higgs lump, it oscillates
around |o| = v with an amplitude that is dumped in time. Oscillations of the field remain coherent
and give rise to concentric bubbles, until the time when bubble collisions break the symmetry.

5.2 Chaotic Models

Consider the potential of chaotic inflation

V(6.X) = g + 126, (514

where ¢ is the inflaton and x the scalar field coupled to it. At the end of inflation, ¢ is a homogeneous
oscillating field and x a quantum field which obeys an oscillator equation with a periodic frequency
w,% = ];—z + g?¢2. In the previous chapter we have seen that the amplitude Yz (¢) undergoes parametric
resonance, leading to large occupation numbers of created particles ng. Since the occupation numbers
grow very fast, we can treat the field x(¢,x) as a classical scalar field. Once the x field is amplified
in this way, the other fields coupled to it are themselves amplified. Thus, within a short time of
linear preheating (of order dozens of inflaton oscillations), fluctuations of x generate inhomogeneous
fluctuations of the inflaton field ¢.
The equation of motion for ¢
06 +m?” + g% = 0, (5.15)

in Fourier space reads
b + 3Hy, + ((k2/a?) +m?) ¢y, = g2do(t) /d?’qquij, (5.16)
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Figure 5.11: Snapshots of the growth of the Higgs peak in a full non-linear lattice simulations, for A = 0.11/4
and V = 0.003. Plotted is the value of the Higgs amplitude o in the (x,y) plane, where the z-coordinate is that
of the highest peak. Note that several peaks appear in the simulation. Here are showned the first stages of the
evolution, where the highest peak invaginates and form the bubble. In the figure ¢ is the our Higgs field o [72].
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Figure 5.12: Same as in (Fig. 5.12). Here are showed the late stages, in which gradients arise from collisions of
bubbles and the symmetry is broken. In the figure ¢ is the our Higgs field o [72].
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Figure 5.13: Evolution of spectra in the combination k3wyny, of the ¢ and y fields during and immediately after
preheating. Bluer plots show later spectra. Horizontal axis & is in units of m [73].

where is neglected the term that is third order with respect to fluctuations and ¢g(t) is the background
oscillation [73]. When the amplitudes of the fields ¢ and x become sufficiently large we obtain a full
non-linear problem. The field evolution can be well determined using the classical equation of motion
(5.15) supplemented by the equation for the field y,

Ox + ¢?¢*x = 0. (5.17)

To obtain the simulations in this section of non-linear preheating it is used the program LAT-
TICEEASY [74]. LATTICEEASY can generally solve the classical equations of motion for interacting
scalar fields, with or without the effects of the expansion of the universe. This program has a vari-
ety of applications since it simulates the nonlinear scalar field dynamics, i.e. parametric resonance,
formation of gravitational waves, phase transitions, formation of topological defects, Thermalization
after preheating. Each particular scalar field potential that the program solves is encoded in a model
file, which is read in LATTICEEASY. The model contains all the necessary equations for running the
potential and includes the potential itself and its first and second derivatives, all of which have to be
provided in the model file. The model contains also all the parameters for a given run of the program,
the number of grid points, the time step, and a number of other general variables specific to each run.

LATTICEASY uses a staggered leapfrog algorithm with a fixed time step. This means that at
each step the field values f and their derivatives f are stored at two different times ¢t and ¢ + dt/2,
respectevely. The derivatives are used to advance the field values by a full step dt, and then the field
values are used to calculate the second derivatives f , which are in turn used to advance the field
derivatives by dt (see [74]).

For chaotic inflation we show the results of [73] in (Fig. 5.13) expressed in terms of the evolution of
the occupation numbers ny(¢) with m = 1075M,; (fixed by CMB normalitation) and ¢g* = 2.5 x 107".
The size of the simulation box is L = 10m~! and the grid contains 256> points. The spectra in (Fig.
5.13) show a rapid growth of the occupation numbers of both fields, with a resonant peak that develops
first in the infrared (k ~ k), and then moves towards the ultraviolet as a result of rescattering. In
the other plot in (Fig. 5.14) from [73] is showed the evolution of the comoving number density for the
fields ¢ and x. We can see clearly the exponentially fast growing of the occupation number of the field
X, due to parametric resonance, followed by even faster growth of the field ¢ due to the interaction.
This beheaviour is in accordance with (5.16).

Another feature of preheating is the onset of chaos: small differences in the initial conditions for
the fields lead to exponentially divergent solutions, i.e. D(t) ~ e*, where D is the distance in phase
space between the solutions and A is called Lyapunov exponent (see [73]). After the violent transition,
the distance D begins to diverge exponentially towards the turbolent stage.
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Figure 5.14: Evolution of the comoving number density of ¢ (red, lower plot) and x (blue, upper ploat) in units
of m3. Time is in units of 1/m [73].

The evolution of the fields in configuration space is showed in (Fig. 5.15) from [73]. Each frame
shows the spatial profile of the fields ¢ and x along a two-dimensional slice of the 3D lattice. Times
are reported in units of 1/m.

For ¢ < 100, we have the initial evolution of the fields characterized by linear growth of fluctuations
of x. The positive and negative peaks correspond to the peaks of the initial gaussian random field .
During this stage the fluctuations have the form of a superposition of standing waves with random
phases, which yield to a random gaussian field. The first panel in (Fig. 5.15) shows the fields at
the end of this first linear stage. After this point, the oscillations become nonlinear and ¢ becomes
excited. The amplitude of these ¢ oscillations grows much faster than the initial y oscillations, and
the oscillations have different and changing frequencies.

For ¢ < 110, the peaks reach their maximum amplitude, comparable to the initial value of the
homogeneous field ¢, and begin to spread. The two lower left panels of (Fig. 5.15) shows the peaks
expanding and colliding.

By t = 124, the fluctuations have spread throughout the lattice. Shortly after this time all
coherence is lost and the field configurations appear to be like random turbolence.

The evolution during the non-linear period is analyzed not using the Fourier-mode description
(5.16), but instead considering the configuration space description (5.15).

We show also in (Fig. 5.16) from [73] the evolution of the statistics of the fields ¢ and x. In (Fig.
5.16) are showed the field distributions, i.e. histograms, at various times during the evolution. Initially
both fields have gaussian distributions from their random quantum fluctuations. The field ¢ is sharply
peaked around ¢q, and the field x is centered around zero. As non-linear effects become important, the
statistics of the two fields become complicate. The distribution of the inflaton field becomes at times
sharply peaked to one side (when the condensate is at an extreme end of its oscillation), and at other
times with a presence of the homogeneous component plus a significant inhomogeneous component,
i.e. bi-modal. The statistics of the field x also becomes strongly non-gaussian. Moreover, the statistics
of the two fields remain non-gaussian for a long time after preheating. At ¢ = 300, when the simulation
in [73] ends, the fields are still non-gaussian.

The picture that emerges in this model is similar to what we observed in the previous section
for tachyonic preheating in hybrid inflation. For example, in the model (5.12) small initial random
fluctuations of ¢ are amplified by the non-linear ¢* term. The peaks of the gaussian field then begin
to grow very fast relatively to the surrounding regions of ¢. In the same way, in the model discussed
in this section, it is found in [73] that oscillations of the fields x and ¢ grow initially at the locations
of the peaks in the initial y field. In this model these growing peaks form a pattern of standing
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Figure 5.15: Values of the ¢ and x fields in a two dimensional slice through the lattice. The horizontal axes are
spatial axes and the vertical axis is field value [73].

waves that persists throughout the linear regime, and then begin to spread and overlap as rescattering
becomes important.

Therefore, we can split the reheating process from the end of inflation, when we have the inflaton
condensate, to the begin of the radiation era, where we have the radiation of randomly moving waves, in
four stages. The first is the exponentially growing of small inhomogeneities that emerge from vacuum
fluctuations (due to parametric resonance or tachyonic instabilities). During this stage fluctuations
are linear and the fields are gaussian random fields. The second stage is violent backreaction and
rescattering of the waves with non-gaussian, non-linear and non-thermal fluctuations. In the next
chapter we will study the third and the last stage of reheating. The third stage is the Kolmogorov
turbolence. During this phase, the fluctuations are nearly gaussian and energy gradually cascades
towards high momentum modes. The final stage is Thermalization where eventually the fields reach
thermal equilibrium characterized only by the temperature.

To end this section, we discuss an important signature from the non-linear bubble-stage of inflaton
fragmentation. Lumps of the scalar fields correspond to large energy density inhomogeneites at the
scale of those bubbles, say R. The collisions of bubbles generate gravitational waves. The fraction of
the total energy at the time of preheating converted into gravitational waves is significant. To estimate
this quantity we consider the following result. The energy converted into gravitational waves from the
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Figure 5.16: Field distributions. The horizontal axes are field values and the vertical axis represents the
frequency of that field value on the lattice. The black dots represent the simulation results and the red lines
are best-fit Gaussian curves. The fitting lines can not be seen in the first frame because they lie directly under
the dots [73].

collision of two black holes is of the order of the black hole masses. Suppose the mass of lumps of size
R equals to a fraction f of a black hole of the same size. Thus, the fraction of energy converted to
gravitational waves from the collision of two lumps is f. Scalar field lumps at the Hubble scale would
form black holes, so f = (RH)2 We can then estimate the fraction of the total energy converted into
gravitational waves as

%GVZ ~ (RH)2. (5.18)

The present-day frequency of this gravitational radiation is estimated as

107GeV
fo Y g, (5.19)

M
where M = V1/4 is the energy scale of inflation with the potential V.
For the chaotic inflation model in this section the size of the bubbles is R ~ few/m and they begin
colliding at H ~ m/100 [73]. Then, the fraction of energy converted into gravitational waves is
estimated as ~ 1073 — 107, For chaotic inflation with M at the GUT scale this frequency is too
short and not observable. However, better possibility of observations comes from low energy hybrid
inflation where f can be much smaller.

Gravitational waves continue to be generated during the turbolent stage and even during thermal
equilibrium due to thermal fluctuations, but with a smaller amplitude. In the final chapter of this
thesis we present various numerical simulations of gravitational wave production from preheating after
chaotic and hybrid inflation.
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5.3 Oscillons

We end this chapter considering a very peculiar model from which we can have a signature in the
spectrum of gravitational waves.

Many interesting non-perturbative phenomena may take place during preheating such as forma-
tions of oscillons when we have the inflaton fragmentation. Oscillons are spatially localized, tempo-
rally oscillating configurations of a nonlinear scalar field. They are first described by Bogolubsky and
Makhankov [79], and then are studied in great detail through numerical simulations.

Oscillons are not strictly stable, even in the classical limit since they are not associated with
conserved charges, but are long-lived (see [76] and [75]. There are various models in which massive
oscillons are generated during preheating, and in a large class of inflationary scenarios oscillons may
account for the majority of the energy density in the post-inflationary universe, i.e. axion monodromy
model. In these scenarios, the universe undergoes a transient matter-dominated phase.

Oscillons can form in a variety of models. However, an oscillon-dominated universe can follow
inflation driven by a single-field model. Oscillons can form if the inflaton potential is

V(g) = ms + U (o), (5.20)

where U(0) = 0 and U(¢) < 0 for some range of ¢.

Consider potentials with V(¢) ~ ¢?* during inflation and o < 1. These models are generated by
various string and supergravity scenarios which yield U(¢) < 0 at large ¢. It is also required that
V(¢) has a stable minimum set at the origin in order to have V(¢) ~ ¢? at small ¢. We can consider

the potential
0 \"
1+ 2 1{, (5.21)

where 0 < a < 0.9 and M < 0.05M,,. In particular, o = 1/2 is the axion monodromy model. When
/M is small, we have V(¢) ~ m?¢*/2. For this potential very massive oscillons can be copiously
produced after inflation, giving rise to an oscillon-dominated phase. They eventually decay reheating
the universe.

A very interesting feature of this model is the production of gravitational waves as a consequence
of an oscillon-dominated phase in the early universe. Gravitational waves can arise during their
formation, during the oscillon dominated phase itself, and during their decay and the subsequent
Thermalization of the universe [77]. In [77] is computed the gravitational wave spectrum during the
resonance and the oscillon-formation phase. In (Fig. 5.18) from [77] is showed the resulting spectrum.
The spectrum has a specific and characteristic structure, with multiple peaks and troughs.

In models in which the scalar field is complex, one can also get nontopological solitons, called
Q-balls [80]. Also Q-balls can generate high-frequency gravitational waves [81].

m2M?
20

V(¢) =
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Figure 5.17: Sample output from a 3D oscillon simulation. Contours delineate regions where the local energy
density exceeds the average value by a factor 10, showing localized, approximatevely spherical, overdensities
characteristic of oscillons [75].
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Figure 5.18: Peaks and troughs of the gravitational wave spectrum. The vertical lines correspond to the
gravitational wave frequencies associated with the different harmonics of the oscillon [77].
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Chapter 6

Thermalization

We have seen in the previous chapters that after inflation all energy density is stored in a Bose-
condensate, the coherently oscillating inflaton field. This stage is highly unstable: non-adiabatic
processes as parametric resonance or tachyonic instability lead to an explosive and fast decay of the
inflaton and production of particles. The decay of the inflaton leads to a rapid amplification of one or
more bosonic fields to exponentially large occupation numbers. This process eventually shuts down
because of backreaction and rescattering. We obtain at the end a turbolent medium of coupled,
inhomogeneous, classical waves far from equilibrium.

The transition from this stage of turbolence to a hot Friedmann universe in thermal equilibrium
is the stage called Thermalization. A theory of Thermalization of the fields is necessary to bridge
inflation and the Hot Big Bang universe. The details of Thermalization depend on the costituents of
the fundamental Lagrangian and their coupling. At first glance the description of this process would
be strongly model-dependent. However, from various analysis, i.e. [82], many features of this stage
seem to hold generically across a wide spectrum of models. This is due to the fact that the conditions
at the end of preheating are in general not qualitatevely sensitive to the details of inflation.

In this chapter we review the main common features of Thermalization among various different
models. We will discuss the beheaviour of the spectrum in terms of the so-called Kolmogorov turbo-
lence.

6.1 Rules of thermalization

In [82] is calculated the evolution of the number density n(t) of particles with time for different
models. For all models examinated in the paper, n(t) shows an exponential growth during preheating.
This exponential growth is well-studied in the previous chapters and corresponds to the explosive
particle production due to parametric resonance or tachyonic instabilities. After preheating, the fields
enter a turbolent regime during which n(t) decreases. Indeed, the decrease can be interpreted as a
consequence of the particle interactions: as mj shifts from low to high momenta the overall number
decreases. We then have a flow towards infrared momenta.

This beheaviour can be understood from (Fig. 6.1) from [82]. The spectrum shows a cutoff at some
momentum k,, above which the occupation number falls off exponentially. This is because we have an
excess of occupation numbers at low k due to parametric resonance. Indeed, parametric resonance is
typically most efficient at exciting low momentum modes, and becomes completely inefficient above a
certain cutoff k. From (Fig. 6.1) we can see the flow towards higher momenta. The ultraviolet cutoff
is initially at the momentum k,, where parametric resonance shuts down. However, during the time
the cutoff moves to higher k£ as more modes are brought into the quasi-equilibrium of the infrared
part of the spectrum. Moreover, the infrared sector gradually flattens as the system approaches a true
thermal distribution.

We have an other interesting feature studied in [82]. Consider the pure one-field model A¢* and
the two-field model g?¢?x2. The numerical analysis in [82] shows that in the first case ng decreases
very slowly compared to the second. This occurs because the interactions between ¢ and x greatly
speed up the Thermalization of both fields (see the plots in [82]). In the pure A¢* model, ¢ can
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Figure 6.1: Evolution of the spectrum of the field x in the model V = %Aqﬁ‘l + %g2¢2X2.The lower plots all
show early times. In the bundle of plots higher up the spectrum rises on the right and falls on the left as time
progresses [82].
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only thermalize through its weak self-interaction. Moreover, the spectra of the two fields ¢ and x are
essentially identical and results ng ~ n,. The two spectra match shortly after preheating, and from
that they evolve identically. This is due to the fact that the potential term V ~ g?¢?x? is symmetric
with respect to the two fields, and then they act as a single effective field.

Finally, we can also include an additional decay channel for y. The interaction between y and
the decay field, o, drag o exponentially quickly into an excited state. The field o is exponentially
amplified not by parametric resonance, but by its stimulated interactions with the amplified x-field.
The interaction of the two fields does not affect the preheating of x. From this, results that n,
decreases as o grows, so the spectra of y and ¢ are no longer identical.

In [82] the previous features are encoutered in various models. Thus, in the paper are established
a set of rules that seem to hold generically. They are called rules of Thermalization. We report them
in the following:

1. In most models of inflation exist a mechanism for exponentially amplifying fluctuations of at
least one field x. These mechanisms tend to give rise an highly infrared spectrum due to the
long-wavelength excitations.

Indeed, we have seen in the case of single-field models the parametric resonance mechanism.
In hybrid models the same amplification is mainly leaded by tachyonic instabilities. Adding
additional fields or self-couplings has little or no effect on the resonant period. Moreover, the
qualitative features of the fields arising from these processes are largely independent of the details
of inflation or the mechanisms used to produce the fields.

2. Fxciting one field x is sufficient to rapidly drag all other light fields with which x interacts into
a similarly excited state.

In the paper is simulated the beheaviour of multiple fields directly coupled to x. It is sufficient
to have one field rapidly excited to amplify an entire sector of interacting fields. These amplified
fields will inherit the basic features of the x-field, i.e. they will have spectra with more energy
in the infrared than would be expected for a thermal distribution.

3. The excited fields will be grouped into subsets with identical characteristic (spectra, occupation
numbers, effective temperatures) depending on the coupling strengths.
In general, fields that are interacting in a group will thermalize much more quickly than other
fields.

4. Once the fields are amplified, they will approach thermal equilibrium by scattering energy into
higher momentum modes.

116



CHAPTER 6. THERMALIZATION 6.2. KOLMOGOROV TURBOLENCE

In this process we obtain a slow redestribution of the particle occupation number as low mo-
mentum particles are scattered and combined into higher momentum modes. The tilt of the
infrared part of the spectrum decreases, meanwhile the ultraviolet cutoff of the spectrum in-
creases. Within each field group the evolution proceeds identically for all the fields. However,
different groups can thermalize at very different rates.

6.2 Kolmogorov Turbolence

Turbolence appears in a large variety of non-equilibrium phenomena in nature. In particular,
Kolmogorov turbolence was first applied in the study of fluids with large Reynolds number. In this
case Kolmogorov identified turbolence as a statistically scale invariant flow of spectral energy mediated
by vortex interaction. The same structure may appear in systems of coupled waves [84].

If there exists an active (stationary) source of energy in momentum space, the turbolence is called
stationary (or driven). When the source is switched off after the stage of activity, the freely propagating
energy flux is called free turbolence.

In the case of reheating, we can think the inflaton field as a source of energy localized in the
infrared part of the spectrum. The energy flows towards a significantly separated region of ultraviolet,
high momentum modes. In the first stage of turbolence the energy is pumped out by the zero-mode
of the inflaton field. At this stage we have stationary turbolence driven by the zero-mode. The
stage of stationary turbolence terminates when the energy left out by the inflaton zero-mode becomes
smaller than the energy stored in created particles. From this moment the transport of energy from
the source is negligible, and we observe non-stationary evolution of particles distribution towards
thermal equilibrium. This last stage of free turbolence is very long and analitically can be described
as self-similar evolution.

We can consider first the simple A¢* model. In (Fig. 6.2) from [83] we see the exponential growth
with time of the occupation numbers, which are shown at different moments of conformal time 7. ¢
denotes the amplitude of the zero-mode oscillations. At the time n = 100 we have the parametric
resonance. At later times, the growth of the resonance peak is stopped by re-scattering of particles
out of the resonance band, which leads the appearance of multiple peaks at 7 = 400. At even later
times, the spectra becomes smooth because of rescattering.

The particles with small momenta are distributed according to a power-law. At larger momenta
we have a cutoff that moves with time to the ultraviolet. In the system energy is continuosly inputted
in the region of k near the resonance peak. We have a continuos flux of energy across momentum
space, from low to high momenta.

We have the following features for n > 1500 [83]:

1. The system overall is statistically close to a Gaussian distribution of field amplitudes.

2. The spectra in the dinamically important region can be described by a power-law, k=%, with
s =~ 3/2. The exponent of particle distributions in the power region corresponds to Kolmogorov
turbolence. The system is not in thermal equilibrium, which would imply s = 1.

3. the power-law is followed by a cutoff at higher k. The position of the cutoff monotonously grows
towards the ultraviolet, reflecting the evolution towards thermal equilibrium.

4. This motion can be described as a self-similar evolution
n(k,7) =71 Ing(kT™P), (6.1)

where 7 = n/n. and 7. is some arbitrary late-time moment. In (Fig. 6.3) from [83] is reported
the best numerical fit of [83] that correponds to ¢ ~ 3.5p and p ~ 1.5. The value of the exponent
p determines the rate with which the system approaches equilibrium.

In (Fig. 6.4) from [83] is reported the squared amplitude of oscillations of the zero-mode of the inflaton
field, ¢o = (¢), and the variance var(¢) = (¢?) — $3, as a function of time. From the plot we can see
the initial fast transfer of the zero-mode energy into fluctuations during preheating (up to n ~ 300),
and the subsequent decreasing of the amplitude of the zero-mode oscillations.
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Figure 6.2: Occupation numbers as function of k/¢q at the conformal time 7 = 100, 400, 2500, 5000, 10000 [83].
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Figure 6.3: On the right hand side, it is plotted the wave energy per decade found in lattice integration at
1n=3600,5100,7000,10000. On the left hand size are the same graphs but transformed according to the relation
inverse to (6.1) [83].
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Figure 6.4: Squared amplitude of the zero-mode oscillations, @2, and variance of the field fluctuations as
functions of time n [83].

6.2.1 Analytical model

In the Kolmogorov turbolence we have a stationary transport of some conserved quantity between
different scales in momentum space. Turbolence occurs when a source of energy or particles is present
and is localized in some momentum region k;,. Considering reheating, the localized source of energy
is represented by the coherently oscillating inflaton zero-mode that pumps energy into the system of
particles at k;;, ~ ky.s. The mechanism behind the pumping can be parametric resonance, tachyonic
instabilities etc.

A complete analytical model is described in [83] and here we discuss only the main points. The
model is based on the analysis of the wave kinetic equation

flk = [k[n], (62)

where ny, is the occupation number which describes the average volume of phase space occupied by the
oscillations of a single mode with a wave-number k. The evolution of nj is a result of wave interactions.
The quantity Ix[n] is the collision integral, which is a function of the external momentum k and a
functional of the distribution function n. Considering for example the scattering of two particles into
two particles, the collision integral reads

Iifn] = / 4k, ) F (k. ). (6.3)

In this definition are separated the contributions which are due to the (fixed) particle model, dQ2(k, ¢;),
from those which are due to the evolving particle distribution functions, F'(k,¢;). In this equation k
is the external momentum and ¢; refer to momenta over which the integration is carried out. The
infinitesimal solid angle, dQ)(k, ¢;), reads

o MP

3.
(ks ain) [ [ 2wf(2q;)3. (6.4)
=1

In this formula the §- function represents the usual energy-momentum conservation, | M|? is the squared
matrix element of the process and wy is the particle energy. Finally, I’ accounts for quantum effects
and, in the limit n > 1, reads in this case

F(k,q) = (n + ”tn)”qznqs — NNy, (”qz + ”q:s)' (6.5)
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The limit n > 1 corresponds to interactions of classical waves. In this limit, F' is a homogeneous
function with respect to multiplication of each occupation number by a quantity ¢. For example, in
the case of interaction of m waves F(¢n) = (™ 1F((n).

In the initial stage, when the turbolence is stationary, the flux should be scale-independent. Con-
sidering the energy flux, SP(p), through the sphere of radius p

d ap P /2
2m)¢ - S =— dk wgng = —————
(2m) (p) / kT T+ d/2)
the stationarity implies that the integral in this equation should not depend upon its integration limit
p. This is possible only if the collision integral equals to zero, i.e. Ix[n] = 0. Such solutions correspond
to stationary turbolence and are found in [83] considering states for which the collision integral has
certain scaling properties under e-rescaling of the external momentum k, i.e.

P
/ dk K wp Ty (6.6)

Iin] = € " Ig[n]. (6.7)

In an analytical approach when the process is described by free turbolence, i.e. non-stationarity, it is
usually assumed that the evolution is self-similar. In the numerical simulation of [83] at late times, in
the A¢? model, the evolution is self-similar.

Suppose ng(k) a distribution function at some late moment of time ¢y, when the regime of self-
similarity has been already established. We can describe the evolution with a rescaling of momenta
accompanied by a suitable change of the overall normalitation

n(k, 7) = A'ng(kA), (6.8)

where it is defined 7 = t/tg, v is a constant and A(7) is some time-dependent function satisfying
A(1) = 1. A(7) and v are determined by solving the wave kinetic equation (6.2).
Using the scaling beheaviour of the collision integral I(k,7) (6.7) (setting e = A), and the wave
kinetic equation (6.2), results
A=17P, (6.9)

with p = I'ty and T is some typical rate. Finally, substituing (6.9) in (6.8) we obtain
n(kt) =17 Pno(kr™P), (6.10)

that confirms the numerical beheaviour (6.1). The exponent p determines the speed with which
the distribution function moves over momentum space and defines the time scale of Thermalization.
During reheating the energy is concentrated at low momenta initially and should propagate to high
momenta. The solution of (6.10) then is physically relevant only for p > 0. The exponent 7 can be
specified by appropriate boundary conditions that are studied in [83].

6.2.2 Numerical results

We refer to the numerical analysis in [83]. In the analysis is considered the two-field model

V(0.X) = 226 + D™+ 25x (6.11)
where ¢ is the inflaton. The couplings are set A\, = 10713, g = A4, /Ay = 30 and h = A\, /Ay. The
parameter h is varied in the range 0.1g < h < 10%g.

At late times the spectra of the two fields are very similar to the one-field model and have the
same turbolent exponents, s = 3/2. Both fields evolve in a self-similar way with p = 1.5 at sufficiently
late times.

The measure of the total energy density stored in particles as function of time is shown in (Fig.
6.5) and (Fig. 6.6), from [83] in which are compared models with two different values of h. We can
see three different regimes:

1. Parametric resonance: In this regime the energy density p, grows exponentially. The resonance
stops when re-scattering becomes important. Larger is the parameter h, earlier resonance stops.
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Figure 6.5: Spectral energy distributions for x (upper panel) in the model with A = 10g. In each panel it is
plotted the wave energy per decade found in lattice integrations at n = 1000, 1500, 2000. In the lower-left corner
of each panel are the same graphs transformed according to (6.1) [83].

2. Stationary turbolence: At later times the energy density in y particles grows linearly with time.
This is a sign of stationary turbolence since in this phase the flux of energy is constant and the
total energy has to grow linearly with time.

3. Free turbolence: This phase starts when the energy density in the zero-mode of the inflaton field
drops below the energy density already stored in particles. From this point the regime of free
turbolence, with conserved energy in particles, follows as a self-similar evolution.

If we consider models with larger self-coupling, turns out that the parametric resonance stops earlier
and only a negligible part of the inflaton energy is transferred to particles during the resonance stage.
Moreover, in [83] is showed that if all coupling constants are of order of the inflaton self-coupling,
Thermalization becomes a very long process and the universe reheats to a very low temperature
T ~ 100 eV. This means that some couplings, such as self-couplings or couplings to the inflaton in
a realistic model, have to exceed significantly the scale of the inflaton self-coupling. In models with
larger couplings Thermalization proceeds faster. In realistic models the major mechanism of energy
transfer from the inflaton to particles is stationary turbolence. Indeed, in many models the parametric
resonance stops very soon, only when a negligible fraction of the inflaton energy has decayed.

6.3 Equation of state

In [58] is computed the equation of state during and immediately after preheating. In this paper is
considered a chaotic inflaton quadratic potential V (¢, x) = %m2¢2 + % %% x? with mass of the inflaton
m ~ 10'3 GeV.

Previously, we have seen that immediately after inflation the equation of state is effectively the one
of matter domination since we expect that in this stage the frequency of oscillations of the inflaton is
much higher than the rate of expansion H.

In (58] is perfomed a three-dimensional lattice simulation for this model with m = 107¢M,,; and
g> = 107 7. Tt is chosen this value because it is large enough to produce highly efficient preheating,
but small enough that the occupation numbers ny ~ 1/g? produce strong rescattering.

The numerical simulation is showed in (Fig. 6.7) from [58] where it is studied the time evolution
of the EOS w(t) for different couplings. Each point plotted in the figure represents the value of w
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Figure 6.6: Different regimes of the evolution of the y field for two values of self-coupling, h = 10g and A = 100g.
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averaged over a complete inflaton oscillation. The equation of state averaged over inflaton oscillations
is w = 0 immediately after inflation and it sharply changes at the end of preheating. In [58] are showed
three important points:

1. The transition of the EOS from w = 0 to the value w ~ 0.2 — 0.3 occurs very sharply, within a
time interval ~ 1073 seconds.

In (Fig. 6.7) the unit of time is 1/m (m inflaton mass), i.e. 10737 seconds. The first stage of
preheating is completed in 1073% seconds.

2. The dependence of w(t) on the coupling g* for resonant preheating is a non-monotonic function
of g°.
The time at which preheating comes to an end is very weakly (logarithmically) dependent on
the coupling. In (Fig. 6.7) we can see that the curves w(t) initially shifts to the left towards
an earlier end of preheating. However, at some point the curves stop moving to the left and,
instead, begin to return towards the right. Moreover, as g? is varied, the function w not only
shifts but it also varies its detailed shape.

3. The equation of state w does not necessarily immediately go to the radiation dominated value
1/3.
This is due to the fact that, immediately after preheating, the light field still has a significant
induced effective mass because of the interaction with the inflaton field. On the other hand, a
significant residual contribution comes from the inflaton itself.

6.4 Thermalization

During the last stage of free turbolence the front of the distribution propagates into the ultraviolet
until it relaxes to a Bose-Einstein (or Fermi-Dirac) spectrum. At this stage quantum effects domi-
nate over thermal fluctuations, and Thermalization is obtained through particle fusion and off-shell
processes.

Thermalization is a long process, much longer than the preceding preheating, non-linear and
turbolent stages. A complete Thermalization requires two conditions: the system has to reach a
nearly constant equation of state with w ~ 1/3 (radiation-dominated universe), and it has to reach
Local Thermal Equilibrium (LTE).
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Figure 6.7: Evolution of the equation of state w = w(t) as a function of time (given in units of m~!) for various
couplings g2 around g2 = 2 x 10~7 [58].

In principle, the universe can attain a radiation-like equation of state during or shortly after the
turbolent stage. However, it can take much longer to reach a state of LTE and involves particle fusion
and off-shell processes. We say that the universe is in a prethermalized state if w ~ 1/3 but LTE is
not established yet.

If we consider long-lived objects such as Q-balls or oscillons, preThermalization can be delayed.
They beheave as pressureless dust, and they then should decay into relativistic matter to achieve a
radiation-like equation of state before BBN. On the other hand, if we consider massive scalar field
condensates, they must decay completely before preThermalization. For example, if there is some
remnant condensate, even if subdominant in energy during Thermalization, it can make the universe
re-enter in a matter-dominated state of expansion before BBN. To avoid this, we can add perturbative
interactions for the absolute removal of the inflaton condensate such that a three-leg interactions, i.e.
éx?, or a Yukawa interaction with fermions, ¢in).

A state of LTE is characterized by particle species both in kinetic and chemical equilibrium. The ki-
netic equilibrium ensures that the moment distribution of the particles maximizes the entropy. Chem-
ical equilibrium, on the other hand, ensures the stability of different species of matter interacting with
each other. Kinetic and chemical equilibrium require in this stage the re-distribution of momentum
and energy between different particles and the increase of their total number. Both number-conserving
and number-violating (i.e. off-shell processes, particle fusion) reactions are involved.

Kinetic equilibrium entails efficient exchange of energy and momentum between particles. This
means that it is sufficient to have number-conserving interactions only. Instead, chemical equilibrium
can be achieved only by changing the number of particles. Even if number-violating interactions are
suppressed initially (for example particles mediating this type of interactions have a large mass at early
times), these processes become efficient during the time. Therefore, particles flow to lower chemical
potentials until the sum of chemical potentials of reacting particles becomes equal to the sum of the
chemical potentials of the products in every reaction. At this point full LTE is reached [59].

An understanding of the entire Thermalization process is still incomplete. In particular, given any
particular model, it remains an open challenge to trace the evolution of the system through each of
the four major stages and compute a robust equilibrium reheat temperature, T..p, [57]. For references
about thermalization see for example [57] and [59].

We can sum up all the stages of rehating after inflation using the results of [?]:

1. Preheating: This first phase, dominated by parametric resonance, lasts typically 6t; ~ 100m ™1,
where m is the mass of the inflaton field.

2. Non-linear dynamics: This stage occurs at the end of preheating. It consists of a short and violent
stage in which non-linear effects evolve in a chaotic way, erasing details of initial conditions. This
stage lasts 6to ~ 10m 1.
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3. Turbolent regime: The spectrum of fluctuations cascades towards both ultraviolet and infrared
modes. This process lasts on a time-scale dt3, which is longer than either 6t; and dto

4. thermalization: This last stage is characterized by particle fusion and off-shell processes. The
reaching of LTE state occurs on a time-scale dt4, which is the longest of the four stages.
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Chapter 7

GW from Reheating

Gravitational waves play an important role in the context of inflationary cosmology. A detection
of the cosmological background of GW may carry unique informations about the universe at very
early/high energies since once produced they propagate freely to us.

During inflation tensor modes are produced from the amplification of initial quantum fluctuations
into classical perturbations outside the Hubble radius, due to the accelerated expansion of the universe.
The amplitude of these gravitational waves depends directly on the energy scale during inflation and,
in particular, they lead to the B-mode polarization of the CMB anisotropy fluctuations. The imprint of
the GW on the CMB anisotropies should be detectable by forthcoming CMB polarization experiments.
However, if inflation occurs at lower energies (for example in many hybrid inflationary models), the
amplitude of the resulting gravitational waves would be too weak to be observed.

On the other hand, we have during reheating another type of gravitational wave production which
is not associated with amplification of quantum fluctuations, but instead with classical production from
energy sources involving large, time-dependent inhomogeneites. In the previous chapters we have seen
the dynamics of reheating: the inflaton decays and reheats the universe. In most models preheating,
the first stage of this process, is dominated by an explosive and non-perturbative production of highly
inhomogeneites, non-thermal fluctuations of the inflaton and the other bosonic fields coupled to it.

In the case of chaotic inflation models, the inflaton decays via parametric resonance accompanied
by violent dynamics of non-linear inhomogeneous structures of the scalar fields. Instead, in hybrid
inflation models, the inflaton decays into inhomogeneous structures through a tachyonic process. After
preheating the dynamics is characterized by turbolent interactions between Bose (scalar) waves until
the system settles into thermal equilibrium.

Preheating, non-linear stage at the end of preheating and thermalization are inevitably accompa-
nied by the emission of gravitational waves. For low energy scale inflationary models, the frequencies
of the GW produced after inflation may well occur in the range which can be detected by direct
detection experiments (like LIGO/VIRGO and BBO/DECIGO). The detection of these gravitational
waves would provide us, with the complement of CMB data, a way to test inflation and a potential
observational window to understand the subsequent dynamics of the very early universe [90].

In this last chapter we discuss the main results and the various methods studied in the literature
to understand the production of gravitational waves during the reheating epoch, considering all the
stages discussed in the previous chapters.

7.1 Emission of GW

In this section we consider the discussion and the results of [90]. In this paper the authors develop
a theoretical framework for calculating systematically the emission of classical gravitational waves
from random media of dynamical scalar fields in an expanding universe. Here we summarise the main
points of [90]. See the paper for details.

Considering the Robertson-Walker background, gravitational waves can be represented by the
transverse and traceless part of the spatial metric perturbation

ds?* = gdatde’ = a®(7)[—dr* + (6ij + hyj)da'da?], (7.1)
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with O;h;; = hy = 0. The tensorial perturbation h;;, which has two independent degrees of freedom,
has the equation of motion
/
a
hij + 2 hiy = V2hij = 167Ga’ T (7.2)
where prime denotes a derivative with respect to the conformal time 7. In the third chapter we have
considered this equation without the source term. In this case the tensorial modes are produced by
quantum fluctuations during inflation. Now, we consider the situation in which quantum effects are
negligible and classical gravitational waves are generated by a non-zero source term in (7.2). The
source term HZ;T is the transverse-traceless part (8ng;T = IILT = 0) of the anisotropic stress II;;

a’Ii; = Ty — (p)gij, (7.3)

where (p) is the background homogeneous pressure and Tj; is the energy-momentum tensor.
We consider the classical gravitational waves emitted by a background made by inhomogeneous
scalar fields denoted collectively by {¢4,a = 1,2...}. In this case the energy-momentum tensor reads

1
T#y = u¢aau¢a — Guv (29p0 p¢aaa¢a + V) ) (74)

where repeated indeces are summed. In this treatment we work at linear order in dg,,, considering its
linear response to the inhomogeneous part of T),,. Indeed, the inflaton decays inhomogeneously and
some of the fields that are coupled to it are significantly amplified. We work at linear order in dg,,,
because its coupling to T},, is suppressed by the Planck mass M, and the typical mass scales involved
in the energy-momentum tensor are much lower than M,y,. Gravitational waves are the only physical
degrees of freedom, among the different components of the metric perturbations, that propagate and
carry energy out of the source.

One can solve the equation (7.2) in different ways. One example is based on the Weinberg formula
and using the wave-zone approximation of the solution in configuration space. However, this approach
is applicable only for isolated sources without expansion of the universe and requires the knowledge
of the whole evolution of the stress-energy tensor with time. In the next section we will study this
method. In this section, instead, we present the method in [90], which is better suited to cases such
as reheating with extended sources or continuos media in an expanding universe, and allows to follow
the evolution of GW with time. Consider the equation (7.2) in Fourier space

a/l

Rl (k) + (zﬂ — a) hij(k) = 167Ga’IL}}" (k), (7.5)

where it is redefined ﬁij = ah;j. The transverse-traceless part of the tensor II;; is obtained in momen-
tum space by the projection

P () Py (k) — ~ Py () Pr () | T (), (7.6)

77 (k) = O im (k) Ty (k) = 2

with

Pyj(k) = 6;; — kik;, (7.7)

where k = k/k is the unit vector in the k direction. The operators P;; are projectors on the subspace
orthogonal to k satisfying F;;k; = 0 and P;; Pj; = P;. These properties imply that kng;-T = Hz;-T =0.

At first order (7.3) becomes
(J,ZHZ‘J’ ~ ﬂj - <p>6ij7 (78)

where Tj; reads

1
Tij ~ 0;¢0a0j¢a — bij <25klﬁk¢a&¢)a + V) . (7.9)

126



CHAPTER 7. GW FROM REHEATING 7.2. GW ENERGY DENSITY SPECTRUM

In the last two equations we have neglected the spatial metric perturbation h;; in the spatial part
of the metric tensor g;; = d;; + h;; since it gives a contribution %<8¢ 0¢) }_lz'j, which emerges only
at second order in the gravitational coupling and it is negligible at sub-Hubble scales. In the last
two expressions the part proportional to §;; are pure trace and then they do not contribute in the
computation of the transverse-traceless part of the stress-energy tensor. Thus, the relevant part of the
energy-momentum tensor is given by the product of the spatial derivatives of the fields, which gives a
convolution in Fourier space,

. R 3
azﬂg;’T = j—gT(k) = Oij,lm(k){al¢aam¢a}(k) = Oij,lm(k) / (265_‘_)1;/2 Pt Pm ¢(p) ¢a(k - p)v (7'10)

where {0;¢40m ¢4} (k) denotes the Fourier transform of 9;¢,0m ¢

The dominant part of the gravitational wave spectrum is produced well inside the Hubble radius at
the time of production. In this case the term a”/a in (7.5) can be neglected since a”/a ~ a®? H? < k2.
Dropping this term in (7.5), and using (7.10), we obtain

R (7, k) + k*hij (1, k) = 167TGCL(’7’)T5T(7', k). (7.11)

Assume that there are no gravitational waves at scales k before the initial time 7;, yielding the initial
conditions h;;(7;) = h;(7;) = 0. The solution of (7.11) simply is given by the Green function

_ 1 T
hij(7, k) = b / dr’ sin[k(t — 7')] a(7) TgT(T', k) (7.12)
for k #0. Moreover, we have
T ! TT
hi; = 167G /T dr’ cos[k(r — 7")] a(r') T;;" (7', k). (7.13)

If we assume that the source eventually becomes negligible after some time 7 = 7, the waves propagate
freely. At the time of production the gravitational wave modes were sub-Hubble and remain sub-
Hubble until today. The solution of (7.11) without the source reads

hij(’i‘, k) = Aij(k) sin[k(T — Tf)] + Bij(k) COS[k(T - Tf)] T > Tf. (7.14)

Matching h;; and h; at T = 7, yields

Tf
Ay = 27 [ ar'cosfvlry — ) alr) 3T (7 1), (7.15)

and n [
Byl = 200 [ ar'sinfv(ry — ) alr') T (7 ). (7.16)

7.2 GW Energy Density Spectrum

The energy density carried by gravitational waves can be defined as an average over a volume V
of several wavelengths’ size. We can compute the energy density of GW as

1 . .

PGW = %U”j(tvx) hij(tax)»V, (7'17)

where in this case @ denotes a derivative with respect to the cosmic time t. We can rewrite the term
hijh;j in terms of the conformal time and h;; = ah;j,

.. 1 - o o
hijhij = g(h;]h;] + QCLHhZ'jh;j + CLQthijhij). (7.18)
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In the case of sub-Hubble wavelengths, k/a > H, the second and third terms are negligible with
respect to the first one. Therefore, we obtain

1 1./ /
PGW = 5o g (W (1,%x) W (1,%x))v. (7.19)
From this expression, we can expand each h(7,x) into Fourier components h(7,k) and calculate the
remaining spatial average as

1 ; 2m)?

L dxe=iteriorx — % 5@ g 4 geny (7.20)
V Jvsas 4

where the comoving volume V' has large dimensions compared to the comoving wavelengths A. In the

lattice simulations V' corresponds to the volume of the box in configuration space. The final results

are independent of V. The final expression for pgy is then

1 1

———— [ &k W (1,k) W*(1,k 21
gty [ PRI H () (7.21)

PGW =

where * denotes the complex conjugate.

Consider free waves propagating up to now after the emission process is completed. Suppose that
today we are not interested in the resolution of the oscillation of h(7, k) with time, and then we average
over a complete period of oscillation T = 27 /k, i.e.

2
W () B (7, )r = = > (14417 + 1By ). (7.22)

2
Using (7.15) and (7.16), the right part of this expression reads
2}

(167rG {
(7.23)

Expanding the cosine and sine in this expression in terms of cos(k7y) and sin(k7), we obtain the final

expression of pgw using (7.21),

2
4 1 Tt

pew = ”G d3k Z{ / ~dr'sin(kr) a(7) TS (7 ) }

(7.24)

Defining the quantity
2
b

Sury) = 47er /dQZ{
(7.25)

we can construct the spectrum of the gravitational wave energy density per unit logarithmic interval,

dpew ~ Sk(7y)
<d lnk) ) - oad(r) (7.26)
T Tf

Sk(7¢) is the main quantity computed in [90]. This quantity does not depend on the subsequent
cosmological evolution that diluites the energy density and redshifts the frequencies of gravitational
waves. The final spectrum today is obtained from the expression (7.25), where 7¢ is the time at which
the source becomes negligible.

It is important to remark that the gravitational waves that we are considering here are very
different from the ones produced during inflation. During inflation, initial quantum fluctuations are
amplified into super-horizon classical perturbations, as a result of the accelerated expansion. In this

/ dr’ coslk(ry —7")] a(r )TTTTk

T4

/ dr'sin[k(ry —7)] a(r’) TgT(T/,k)

Ti

2
dT' cos(k7’) a(t’) TgT(T', k)| +

2
dT’ cos(kt') a(t’) TET(T/, k)| +

Tf
[ arsiner) ae) T3 (7 10

i
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case, the inhomogeneous part of the scalar field corresponds to a small perturbation compared to the
homogeneous part. At linear order the source term Hg;T vanishes. Instead, in the case of GW that we
are studying in this chapter, the inhomogeneous part of the scalar fields cannot be treated as small
perturbations and HiTjT acts as a classical source. Gravitational waves can be produced classically
from the second-order scalar perturbations generated during inflation [3].

Finally, consider the expression (7.25) of Si(7¢). We can distinguish two different regimes where the
spectrum (7.26) depends in a simple way on the frequency. In the case of quadrupole approximation
for large wavelengths, and then small k, the sine and cosine in the time integrals of (7.25) vary more
slowly with time than the source and can be taken out of the integrals. In this way, Sj varies as the
cube of the frequency since its k—dependence comes only from the pre-factor in k%. On the other
hand, for large k the time integrals of the factor in cosine and sine in (7.25) are proportional to 1/k.
Therefore, Sy o< k and the gravitational wave spectrum varies linearly with the frequency.

From (7.26) we can compute the abundance of gravitational waves energy today

dj
(e — [4 W Qaw (f), (7.27)
per ), f
and the spectrum per logarithmic frequency interval
h? dpaw
h*Q =|— 7.28
aw (f) <pc dinf ) (7.28)

where f is the frequency and p. = 3HZ2/(87G) is the critical energy density today. To convert the
spectrum into physical variables today, it is necessary to consider the evolution of the scale factor from
preheating up today. We have seen in the previous chapter that if we consider an inflaton potential
quadratic around its minimum, the equation of state jumps from w = 0 to an intermediate value close
to w = 1/3 during preheating.

Denote by t; the time at the end of inflation, ¢, the instant at which reheating ends, i.e when thermal
equilibrium is established, ¢; < t, a moment after the jump of the equation of state, and finally ¢y the
present time. Moreover, we assume that from t, to g, i.e. from the end of thermalization to today, the
expansion of the universe obeys entropy conservation. We assume also that from ¢; to 4, i.e. from the
jump of the equation of state to the end of thermalization, the universe evolves with a mean equation
of state w, which is close to 1/3. From the time ¢; to ¢; the equation of state is w = 0. During such a
period the energy density of the universe evolves as p ~ a3, and at t; we have p; = p; (a;/ a;) 3. At
t. we have p, = p; (a./ aj)*‘?‘(l*w). In these expressions p;, p; and ps denote the energy density at ¢;,
t; and t,, respectevely. Denoting p,.q0 as the energy density of radiation today, we can use entropy

. 1/3 1/3 . . .
conservation aé 90/ Prad,0 = al g*/ p« to find an expression of p,qq40 in terms of p;. We obtain

1/3 —4 3(14w)
G« ao a;
Prad,0 <QO> (a*> Pj (a*> (7 9)

From this expression we derive an equation for the scale factor today ag,

) ) —1/12 1-3(1+w)
L 9 4 1/4 7.30
ap ajpjl./4 (90) (a*> Prado- ( ' )
Therefore, we can derive the physical wave-number today, ko = k/ag, in terms of the comoving wave-
number k,
1-3(14w)
k k j *
fo=0_ & (YU 4% 10°H 2. (7.31)
2r 4 .pl/4 s
g
From this result, we can obtain the energy density spectrum today from (7.26) setting a = ay,
-1/3 1—3w
o hrdpew W% Si(ty)  Sk(7y) [ 9 a; 5
Qoewh” = ——— = — i - 1 — —_ Qraah”, (732)
pe dlnk  p. ag a;jp; \ 90 ax
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where Qqqh? = h2Pmd,O /pe = 4.3 x 107° is the abundance of radiation today, and we consider
9x/ 90 = 100.

7.3 No-go Theorem

In [90] it is derived an important result, called no-go theorem. To discuss it, we start expressing
the amplitude of the gravitational waves from (7.12)

167G T d?
= Oijim / dr'sinfk(r = )] a(7") / (%f;,/ Pt Pm ¢a(7'.P) Ga(r k—p).  (7.33)

Consider gravitational waves emitted by a medium made of a real free massive scalar fields ¢ obeying
the Klein-Gordon equation in Minkowsky spacetime, with a(7) = 1. The Fourier transform of the
fields is

¢(P7 T)eipx _ b(p)eia}p‘l’-ﬁ-z’px7 (7.34)

with dispersion relation w, = p?> + m?, and m mass of the scalar fields. Therefore, we can rewrite
(7.33) in the form

hi(7) o €70, 1 (K) / p p1 pm b(p) bk — p) / ' e p 2R (7.35)

Ti

that corresponds to trilinear interactions between two ¢-particles and one graviton, with different
signs in the phase corresponding to different channels of integration. However, in the limit of large
T respect to the frequencies of the particles, the time integrals reduce to the Dirac delta function,
yielding energy conservation

Wp + Wk—p| = k. (7.36)

In this case energy and momentum conservation can be realized only for massless particles. We can
derive this exploting the relation (7.36) using the dispersion relation. Moreover, we have that for
the conservation of helicity, which forbids interactions between free scalar waves and a graviton at
linear order, the gravity amplitude (7.35) becomes zero. Indeed, helicity 2 of the emitted graviton
cannot match the helicity zero of the incoming scalar waves, and the resulting amplitude vanishes.
Interactions involving several gravitons are possible but further suppressed by the Planck mass. On
the other hand, if we consider the source of gravitational radiation as a superposition of vector field
waves (photons or gauge bosons), gravitons can be emitted already at first order since vector fields
carry helicity 1. Thus, for example a thermal bath of photons emits gravitational waves, while a
thermal bath of massless scalars does not (see [90]).

We apply this result to the various stages of reheating to see what phases can lead to gravitational
waves emission. Suppose that we are dealing with interacting scalar waves instead of free scalar waves.
Therefore, the dispersion relation of the field ¢ will involve the other scalar fields interacting with it.
For example, in the case of chaotic inflation with coupling g?¢*x? we obtain

wf) =p? +m? + ¢*% (7.37)

In the case in which the frequencies w, vary adiabatically with time, the time evolution of the field ¢
can be described by the WKB approximation, ¢(p,7) ~ el d7'wr in (7.33) and the no-go result holds.
Thus, from [90], we can introduce the no-go theorem:

Scalar field configurations which can be represented as the superposition of waves with wave-like dis-
persion relations and adiabatically varying frequencies do not emit gravitational waves at first order
i the gravitational coupling.

This theorem has very interesting applications in the case of gravitational wave production during
reheating. For instance, during preheating after chaotic inflation scalar field waves are produced
only during short intervals of time and vary adiabatically between those instances. Therefore, no
gravitational radiation is emitted during the adiabatic phases. The no-go theorem is violated when
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the frequency does not change adiabatically and the dispersion relation is not wave-like. We have this
beheaviour during preheating in the instances in which the WKB approximation is broken.

Another stage of production of gravitational waves is in the strongly non-linear phase at the end of
preheating described by bubble-like configurations of non-linear scalar fields. During this bubble stage
the wave-like dispersion is violated. The collision of scalar field bubbles emit gravitational waves.

After preheating, the scalar fields enter a stage of Kolmogorov turbolence, characterized by the
irreversible dynamics of weakly interacting scalar waves. We do not expect gravitational waves to be
emitted from this stage. Finally, we do not expect emission of GW neither in the case of thermalization,
in which we have a thermal bath of interacting scalar fields.

7.4 Analytical Calculations

Before considering lattice simulations of production of GW we outline the analytical approach
discussed in [90]. In the previous sections we have considered the emission of gravitational waves
by inhomogeneous media, without using their stochastic character. In this section we consider the
gravitational wave energy density obtained from the ensemble average over different realitations of the
random scalar fields. We consider the energy density (7.19) decomposing h;;(7, x) into Fourier compo-
nents, and taking the ensemble average (...) of the resulting bilinear combinations of the gravitational
wave amplitudes

1 3k Sk - - Y
PGW = 55— / (;)3 72 / (;T)g 75 (R (e, ) By ()t B, (7.38)
For h;;(1,k) consider the free waves (7.14) after the emission process is completed. This leads to
the computation of terms of type (A;;(k) Af;(k'))) in (7.15) and (B;;(k) Bj;(k))) in (7.16), which
involve the computation of the unequal time correlators of the transverse-traceless part of the energy-
momentum tensor <T5T(7'/ k) T%’T*(T” ,k')) for an arbitrary random medium and depends on the
4-point unequal time correlators of the scalar fields. In the computation it is assumed the the fields
0q(p) are described by a statistically homogeneous random gaussian field. During reheating the scalar
fields are gaussian during the linear stage of preheating and non-gaussian during the bubble-stage at
the end of preheating. Gaussianity is recovered at the later stage of turbolence.
The unequal time correlator for the energy-momentum tensor reads

R “ d3 d3 !
<T‘5T(T,,k) j—gT*(T”’k/» = Oij,lm(k)oij,rs(k/)/ (27_[_)1;/2 / ( )3/2 Pt Pm pr ps
X <¢a(p7 T/)¢a(k - b T/)(;ﬁ;(p/, T//)¢b( - p » T )>

The 4-point functions can be expanded in terms of 2-point functions for the Wick’s theorem. We can
express the unequal time correlators of the scalar fields as

(Ga(p, ') S3(P',7")) = Fap(p, 7', 7")0(p — P'), (7.40)

where Fy;, depends only on p = |p|, by statistical homogeneity and isotropy of the scalar fields.
Averaging over a complete period of oscillation of the free waves we obtain

2
(Bl e, ) By m))r = (14500 A500) + (Bis() B¢ ). (7.41)

2
From these expressions we can compute the quantity S(7;), that now reads

Sk(Tf) —G /

x / ar' [ s cosik(’ — 7ol a(") Fus(p. 7' ) Fal = Bl ),

(7.39)

3p sin?(k, p)
(7.42)

where (k,p) denotes the angle between k and p. This result is used in [90] to compute analytically
the energy density of gravitational waves during the various stages of reheating.
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7.4.1 Linear Preheating

In the first linear stage of preheating only the field y is amplified. The quantum field x is described
by the field operator

dgk ikx i
\(7,%x) = | ——==a 7) "™ +af xi(T eﬂkx), 7.43
1) = [ s (moudr) @+ X0 (7.43)
where ay, &I are the annihilation and creation operators with the usual commutation relations. The
field ¥ obeys Gaussian statistics. When we compute the unequal time correlators such as (7.40), we
have to use the operator x(p,7) defined as

X, 7) = xp(7) Gp + xi(7) ¥, (7.44)
The field correlator then reads
Olx(p, ™) X*(p', 7")10) = xp(T")xp(7")3 (P — P'), (7.45)
from which we obtain
Fux(p, 7, 7") = xp (7 )X (7"). (7.46)

Inserting this into the expression for Si(7¢) (7.42), we finally obtain

_2 3 4 A0 4
Sk(Tf)—WGk /(277)319 sin”(k, p)

X +

\

(7.47)

/‘Tf dr cos(kt) a(T) xp(7) X‘k,p(T)

/‘Tf dr sin(kt) a(71) xp(7) X|k—p|(7')

From the last equation we can compute analytically the gravitational wave spectrum emitted in
different models during the linear stage of preheating. In the case of broad resonance with interaction
g*$*x?, the dispersion relation for the , field is wx = (k/a)? + g?¢?(t), where ¢(t) is the background
oscillating inflaton field at the end of chaotic inflation. When ¢ is away from its zeros, the frequency wy,
changes adiabatically with time and the field x,(7) is described by the WKB approximation. During
these stages there is no production of gravitational waves for the no-go theorem. When ¢(t) crosses
zero, the frequency wj changes non-adiabatically with time and we have production of GW.

In [90] is computed in detail the spectrum of the gravitational waves emitted in the broad resonance
regime for the model V = %qb‘l + %924529(2 using (7.47). See [90] for details. In (Fig. 7.1) from [90] is
plotted the spectrum derived analytically from (7.47), compared with lattice simulations, in the first
stage of linear preheating during which only the y-field has been significantly amplified.

7.4.2 Non-linear stage

At the end of preheating there is a violent, highly non-linear and non-perturbative stage where
the inhomogeneous fields have very large occupation numbers and strongly interact. In this phase the
fields become extremely non-gaussian and the analytical approach discussed in this section does not
work anymore. This stage gives the dominant contribution to the gravitational wave production.

During the linear stage of preheating after chaotic inflation, scalar fields interacting with the
inflaton field are produced as standing random gaussian fields with exponentially increasing amplitude.
During the non-linear rescattering stage in the final part of preheating, standing random non-gaussian
inflaton inhomogeneites are generated with very fast growing amplitude. The peaks of the inflaton
inhomogeneities coincide with the peaks of the scalar fields produced by parametric resonance. When
the inflaton peaks reach their maxima, they stop growing and begin to expand. The subsequent
dynamics is characterized by the expansion and the superposition of the scalar waves generated from
the peaks. This phase is then characterized by the formation, expansion and collision of bubble-like
field inhomogeneities associated with the peaks of the gaussian field. This process is similar to the
bubble-like inflaton fragmentation occurring in tachyonic preheating after hybrid inflation.
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Figure 7.1: Spectrum of energy density in gravitational waves computed at the time of their production with
(Qew)p = Sk(1y)/(ajp;), as a function of their comoving wave-number k, in units of VAo, for the model

V = %¢4 + %g2x2 with ¢g amplitude of the inflaton at the of inflation. The two thin lines correspond to
the spectrum obtained from the lattice simulation. The thick line corresponds to the spectrum obtained from
analytical computation. The spectra are calculated with ¢ = g?/\ = 128 during the linear stage of preheating
(zy ~ 50 in (7.25)) [90].

This fragmentation gives the dominant contribution to the production of gravitational waves.
Supposing R, the typical size of the bubble-like field inhomogeneities, we have roughly estimated in
(5.18) the fraction of the total energy converted into gravitational waves when two bubbles collide.

We can re-express (5.18) as
2
PEW ) o a(R* H) : (7.48)
Prad » p

where the subscript p indicates that this quantity is evaluated at the time of production t, and H is
the Hubble radius evaluated at that time. In [90] « is estimated o ~ 0.15 from numerical analysis.

7.4.3 Thermalization

After preheating the scalar fields enter the stage of Kolmogorov turbolence. This stage corre-
sponds to media of the scalar waves, weakly interacting and having random phases. These waves
have dispersion relation similar to w), = p? + k? and are described by eigenfunctions varying as e~“?
with time. Thus, during the stage of Komogorov turbolence we have no production of gravitational
waves because of the no-go theorem. However, numerical computations of the scalar field dynamics
show that the Kolmogorov turbolence is not established immediately after preheating, but the fields
stay non-gaussian for a while after the end of preheating. Moreover, for models of chaotic inflation,
the residual inflaton condensate is still significant at the end of preheating and the wave-like disper-
sion w = m? 4 p? is not established yet. Therefore, we can expect some residual gravitational wave
production after the non-linear stage at the end of preheating.

In the final stage of thermalization the scalar fields are described by field operators decomposed
into oscillators as in (7.43), and obey gaussian statistics. Therefore, for the no-go theorem, neither
in this stage we have production of gravitational waves. In [90] it is also derived analytically this
result during thermalization using the partition function Z = Ilx(1 — e “%x/T) and the density matrix
Z e H/T  with H the hamiltonian for oscillators H = ok wkaidk. For a scalr field ¢ in thermal
equilibrium with a thermal bath at temperature T, the correlator results [90]

(o, )" (K, 7)) = 271 T <eﬁ/%<k, ﬂ@*(k'm’)) Sl o). ()
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Figure 7.2: Spectrum of gravitational wave energy density in physical variables today (7.28), accumulated up
to the time xy ~ 240, with ¢ = 120. The two spectra are obtained from simulations with different box sizes,
and averaged over different directions in k-space [90].

The field correlator is an harmonic function of time. Deriving Fi,, from this correlator and inserting
it in (7.42) we reproduce the conditions for the no-go theorem. Therefore, no gravitational waves are
emitted from the thermal bath of scalar fields. However, a bath of gauge fields and photons emits
gravitational waves [91].

7.5 Numerical analysis

The numerical analysis in [90] is based on the computation of the quantity S(7¢), defined in (7.25),
using the program LATTICEEASY to calculate the evolution of the scalar fields and the evolution of
the scale factor. The calculation of the scalar field evolution is performed in configuration space and
it is described by LATTICEEASY documentation [74]. To find the integrand at each integration time
step it is calculated the transverse, traceless components of the energy momentum tensor ’T;;T(T/ , k).

In [90] is computed the gravitational radiation emitted in the model V' = %(b‘l + %qﬁxz for several
values of the coupling constant g?. In (Fig. 7.2) from [90] is showed the results of simulations for
q = g*/)\ = 120. This figure shows the gravitational wave spectrum (7.28) accumulated up to the time
xy = 240, where x is defined as xy = ﬁqﬁm'f, with ¢¢ ~ 0.342M,, initial amplitude of the inflaton
condensate at the end of inflation. zy = 240 is well after the end of preheating. For this model the
peak amplitude is h2Qaw ~ 3 x 10~ with a peak frequency f ~ 7 x 107 Hz. All the modes are
produced well inside the Hubble radius. Any gravitational wave produced from preheating in this
model are at frequencies well above the range of LIGO/VIRGO.

In (Fig. 7.3) from [90] is also showed how the total energy density in gravitational waves is
accumulated with time, in comparison with the evolution with time of the total particle number
density of the fields ¢ and x. The first stage, up to xy ~ 90, corresponds to preheating by parametric
resonance. In this stage gravitational waves are produced in very short intervals where the fields evolve
in a non-adiabatic way. The resulting gravitational waves energy density grows twice the exponent
of the scalar field number density, i.e. pgw ~ n2;. At the end of preheating, during the highly
non-linear stage, the energy density in gravitational waves continues to increse significantly up to
xy ~ 150. At this time the number density becomes approximatevely constant. For different values of
the parameter ¢ this non-linear stage may be much shorter. During the early stage of the subsequent
regime of turbolence, the gravitational waves energy density still slightly increases but at a much
lower scale. From the plot we see that the rate of production of GW is maximal during parametric
resonance, but the main part of the final energy density in gravitational waves is produced during the

134



CHAPTER 7. GW FROM REHEATING 7.5. NUMERICAL ANALYSIS

h? pgw
Po

e

- : - : . : 2 Time x

50 75 100 125 150 175 200

Figure 7.3: The thick curve shows the total density energy in gravitational waves (7.27) accumulated up to the
time z, as a function of ;. The thin curve shows the evolution with time of the total particles number density,
Nyot = N + Ny, rescaled to fit on the same figure [90].

non-linear bubble stage at the end of preheating.

In (Fig. 7.4) from [90] are plotted the results of simulations for different values of the coupling
constant g? and hence the resonant parameter ¢ = g?/\. They are all performed in lattice simulations
on lattice with 2563 points, up to the same final time z ¢ = 240. The spectra of gravitational waves
energy density accumulated up to different times are shown on the left panel of the figure for ¢ =
1.2, 120, 128 and 1130, and they are calculated around the time of their production,

(1 dpew Sk(Ty)
(Sow)y = (pmd lnk> ~alp (7.:50)
p

On the right panel are shown, for each of these values of g, the evolution with time of the spectrum
of K?(|Xy| + |®x|) for the two scalar fields, where X = ay, ® = a¢ and K = k/(v/A¢g). The peak
amplitude in the gravitational wave spectra depends only mildly on the values of ¢ for the cases
considered. The maximal amplitude is for ¢ = 1.2, in which case the spectrum today has a peak
amplitude h?Qaw ~ 5 x 10719, at a frequency of order 5 x 10° Hz.

The IR part of the spectrum is essentially produced around the end of preheating, when the peaks
in the scalar field spectra become maximal. The UV part of Qg (k) then increases, for example with
new peaks appearing at high frequencies in the case of ¢ = 128 and ¢ = 1130. However, the peak
amplitudes at low frequencies stay basically unchanged. The frequencies of these peaks in the GW
spectrum depend directly on the resonant momentum k, amplified by preheating, which corresponds
to the initial peaks in the scalar field spectra. The corresponding frequencies of these gravitational
waves spectrum’s peak today can be computed from (7.31),

K
fom —77 4 x 10 Hz ~ K, \Y* 5 x 10Hz ~ K, 2 x 10"Hz, (7.51)

a; ,0]-
where it is used a4pj ~ 1.15 A2, kv = VAo K, with A = 10714,

During preheating the exponential growth of the spectra of the scalar fields with a sharp peak at
the comoving resonant momentum k, corresponds to the amplification of bubble-like inhomogeneities
with a characteristic, physical size R, ~ a/k,.. At the end of preheating the shift of the spectra of the
scalar fields towards the UV corresponds to the fragmentation of these inhomogeneities into smaller
structures. Equation (7.48) estimates the contribution of this non-linear stage to the energy density
in gravitational waves at the time of production shortly after the end of preheating. At this time, the
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Figure 7.4: Evolution with time of the gravitational waves energy density spectrum (left panels) and of the
scalar field spectrum (right panel) for different values of ¢ = g?/\. From top to bottom, ¢ = 1.2,120, 128, 1130.
The left panels show the spectra (Qgw)p, accumulated up to different times zy, as a function of the comoving
momentum K = k/(v/A¢g). The right panels show the total scalar field spectrum K2 (| Xy |+|®x|) /o at different
times, as a function of K [90].
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total energy density in GW is given by the peak of the spectrum,

2
aH) a (a*H)? (752

O ~ a(R,H)? ~ ~ ,
(Qw)p ~ a(R.H); a(k* . aZK2 A}

where R, = a/k. and ap is the value of the scale factor when the peak of the spectrum is reached.
In all simulations of [90] the last factor (a?H )12) /(A¢3) ~ 0.28. The dependence on 1/ alz) is expected
since for this model TZ:JFT diluites as 1/a? with the expansion, giving an overall factor of 1/a? in S.
The peak amplitude of Qg is reached when the rescaled scalar modes X and &, stabilize to their
maximal value. Gravitational waves produced after this moment are suppressed by the expansion.

The value of (£2fy,)p tends to decrease with ¢, for example from about 3 x 1075 for ¢ = 1.2 to
3 x 1076 for ¢ = 120. However, its precise value varies with ¢ in a non-monotonic way. For example,
it is higher for ¢ = 128 than for ¢ = 120. Indeed, also the resonant momentum k, is lower for ¢ = 128.
In this case, preheating is also more rapid and a, is lower. Moreover, from the analysis of [90], the
parameter « is estimated as o ~ 0.15.

The numerical results of this model, V = %(;54 + %¢2x2, for the frequency and the amplitude of
the spectrum of GW are well described by (7.51) and (7.52). From the analysis of [90] turns out
that these quantities depend very mildly on the details of the rescattering, non-linear phase, but they
are mainly determined by the characteristic momentum k, amplified during preheating. The precise
value of k, can be calculated analytically for any values of the coupling constants. However, k., is a
non-monotonic function of the parameters.

Finally, from the analysis of [87] we remark that the exponential rate of gravitational wave pro-
duction is maximal during parametric resonance, but the main part of the final energy density in GW
is produced during the non-linear bubble stage.

7.6 Other methods

There are several approaches to study the production of gravitational waves. The first predic-
tion about the production of GW from the fields was made by Khlebnikov and Tkachev in [86].
In [86] the authors predicted a gravitational wave signal whose peak amplitude was approximatevely
Qcw ~ 10719 for quartic A¢? models, at present day frequencies of around 1 GHz. In this paper the
gravitational radiation emitted was calculated using the Weinberg formula in flat spacetime, assuming
that the time scale of processes that give rise to gravitational radiation is much smaller than the
time scale of the expansion of the universe. In this approach, the total energy of gravitational waves
radiated in the direction n in flat spacetime is calculated as

dE oo 2 g lm

o =2CAyum /0 W (e, )T (k, ) o, (7.53)
where T%(k,w) are the Fourier components of the stress-energy tensor, and Aijim is a projection
tensor made of the components of n and Kronecher’s deltas (we can think this projector as the O;j
of the previous section). Therefore, in this method the energy in gravitational waves is expressed in
terms of the double Fourier transform in both space and time of the stress-energy tensor.

In 2006 Easther and Linn argued that the amplitude of any preheating signal could be essentially
independent of the inflationary scale, while its present day frequency is proportional to the energy
scale of inflation [87]. Therefore, while a GUT scale model would be peaked near GHZ, preheating
following inflation at 10° GeV scale would lead to a signal near the LIGO band, while lowers scales
would overlap with the range of BBO. The approach developed in [87] was a numerical algorithm
derived from [86]. However, this algorithm has limitations since it does not allow the gravitational
wave spectrum to be computed at arbitrary times. Indeed, it is considered the power generated in
a series of four dimensional space-time bozxes, and it is based on a formula for the radiated power in
gravitational waves which is only strictly valid in a non-expanding universe.

In [88] was developed a new algorithm, similar to the one studied in the previous section, in which
the tensorial components of the metric perturbation are directly evolved. This paper confirmed that
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a preheating signal could be visible in future versions of LIGO or BBO when the inflationary scale is
low enough, and that its amplitude was essentially independent of the inflationary scale [85]. In this
method is considered the perturbed Einstein’s equation

GW + 060G (z,t) = 87rG[TW(t) + 6Ty (2, 1)), (7.54)
where the background G’W and T, wv obey Einstein’s equations for the unperturbed metric,
G (t) = 87GT,.(t), (7.55)

and the perturbed metric,
0Guw(x,t) = 8nGOT (,1). (7.56)

From this equation one obtains the equations of motion for the h;;,

. at  _a Q. 1_, 167G . _pr
hij -2 (a2 + 2&) hij + 3ahz‘j — EV hij = 7551] , (757)
where ]
Sij = 0Tij(w,1) = 00Ty, (7.58)

and S;";T is the transverse-traceless part of S;;. This can be extracted from S;; by projecting into the
transverse plane and subtracting its trace, i.e.

1
SHT = PiSuPy — §Bj(f)lmslm)v (7.59)
where Pj; = 6;5 — kik;/ k? is the projection operator. Then, h;; is Fourier transformed, obtaining the
resulting differential equation for the Fourier component h;;

Gk, t) = 87GT,,(k,1). (7.60)

The mode £ = 0 is the homogeneous background for which the corresponding components of h;;
vanish. This approach is referred as the spectral method, since it explores the spectral evolution of the
hij. In [88] and [85] is used a 4th order Runge-Kutta integrator to evolve the modes. At each point
in space it is calculated S;;(x) explicitily from

1
T;w = au¢kau¢k — Guv [2aa¢kaa¢k - V(¢z) : (7'61)

The full 7},, is obtained by summing in the last equation over all the scalar fields. The non-vanishing
components of S;; are

2
Sij = 0;0r0;0) — §5z‘j [Om &rO™ P (7.62)

Then, SiTjT(k) are constructed Fourier-transforming the last equation. The field evolution is computed
using LATTICEEASY.
The relative spectral density is calculated as

1/3
dQcw (ac) [ g
2 2 GW \Ue 90
Qawh? = Qh* == <g*> , (7.63)

where a, is evaluated at the end of the simulation and gg/gs« is the ratio of the number of degrees of
freedom today to the number of degrees of freedom at matter/radiation equality, and §2, is the present
day radiation energy density. In the simulation are taken go/g. = 100. The form of dQgw /dInk is

d Ink Perit d Ink ~ 322 ; |hijo(k)[7, (7.64)
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Figure 7.5: Spectrum of gravitational radiation produced during resonance using the spectral approach with
m = 1071 (left) through to 107% (right) in units where M, ~ 10'%GeV = 1. Each spectrum has a value of
m 10% times larger than the one immediately to the left. The corresponding initial energy densities run from
(4.5 x 10°GeV)* to (4.5 x 10'°GeV)*. The plots are made on 1282 grids and the spikes at high frequencies are
a numerical artifact [88].

where L is the length of one side of the lattice. This equation is derived using the expression for the
stress-energy tensor )
T = S3ag i) (7.65)

from which the associated energy density is computed exploiting the (0 — 0) component (see [85]
for details). In (Fig. 7.5) from [88] is plotted the spectrum of gravitational waves produced during
resonance with the spectral method for the quadratic model V (¢, x) = %m2¢52 + % 2?2

In (Fig. 7.6) from [87] is shown the gravitational spectrum calculated using the Weiberg formula
(7.53) in the quadratic model. We refer to this method as the boz method since the spectrum is
calculated subdividing the spacetime into descrete 4-D boxes of spatial sizes L3, and time interval
7 = L with 7 conformal time. In the box method each box, labeled «, is a localized source and the
total gravitational waves energy density produced for each box, py, is calculated from the Weinberg
formula (7.53). The total energy density is then built up summing the energy densities computed for
each box, diluited appropriately, i.e.

dpow(ee) _ - dih (oo (a) | (r.66)

d Inw d Inw aq

where a,, is the scale factor taken at the middle of the box in conformal time and a., in this case, is
the scale factor at the end of inflation. For each box « results

dpcw (aa)

= 8TGWly 3Ny T T, (7.67)

where lga is the physical size of the box at time a, and w is the physical frequency. The total density
of GW is computed with (7.63). In this method it is implicitly assumed the universe is radiation
dominated at the end of preheating.

The source term for h;; contains different combinations of derivatives which are evaluated on a
discretized lattice. Thus, there is an ample opportunity for numerical noise to contaminate these
simulations. Therefore, the analysis has to take into account the spatial extent of the lattice, which
has to be small enough to ensure that the highest Fourier modes that contribute to the gravitational
wave spectrum are well resolved.
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Figure 7.6: Gravitational wave spectrum for the quadratic model of inflation m2?¢? computed with the box
method. The parameters are set g2 = 2.5 x 1077, m = 10*? GeV. The resonance parameter is ¢ = 2.5 x 10° [87].

During the reheating phase following inflation with quartic potential the universe grows signifi-
cantly diluiting the gravitational waves as they are produced. The box method does not properly
account for the growth of the universe in the computation. Therefore, it is safest to solve h;; self-
consistenly in an expanding background when we need to evaluate the gravitational wave signal gen-
erated during preheating.

We can compare the Green’s function method discussed in the previous section, with the box
method considering the discussion in [85]. In the previous section we have estimated the quantity
Sk(1¢) in (7.25). In the Green’s function method the source, or the continuos media, extends over the
whole expanding universe, and is active (with respect the gravitational wave emission) for a limited
period of time 7¢. This can be extended to systems emitting gravitational waves continuosly, i.e.
active all the time, by taking 7; — +o00. Thus, we can relate the Green’s function method to the
Weinberg formula for the case of isolated sources in the wave-zone limit (where the distances are large
compared to the wavelengths and to the size of the localized source) in Minkowsky spacetime. The
computation is done in [90], setting a(7) = 1 and taking the limit 7; — 400 in (7.24). Expressing
ﬂ?T(T, k) in terms of Tj;(k,w) and after some easy math the Weinberg formula (7.53) is obtained (in
this case Ajj i is the projection O;j ) (see [90] for details).

As explained, gravitational waves from preheating after chaotic inflation in the box method is
investigated on the basis of the Weinberg Formula (7.53) in Minkowsy spacetime. In this approach
the expansion of the universe is taken into account by dividing the conformal time into steps AT,
calculating the gravitational wave density energy that results from each step, and summing up each
contribution diluited by the value of the scale factor at the middle of the step. From the analysis
of [90], this results that the terms

2
s / / / T /
| dr’ cos(kt') a(r') T;;" (7', k) (7.68)
in (7.25) are effectevely replaced by
2
Ta+AT
Z / dr’ cos(kt') a(r") TgT(T',k) , (7.69)

where a = 1,2,3... counts the steps. Indeed, in the box method what is summed up is the energy
density from each partial step, instead of the energy density from the whole evolution of gravitational
waves with time. Indeed, we can divide the term (7.68) into similar steps. The final result is different
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from (7.69), because all the cross terms given by the products of integrals over different steps are lost.
This means that the approach based on (7.69) does not take into account the precise propagation
history of the gravitational waves in the medium. However, this approach may give a good approx-
imation during preheating when the scalar fields are exponentially amplified and their past values
give negligible contributions. On the other hand, the past evolution should be taken into account at
the end of preheating, when the amplitude of the scalar fields stabilize around their maximum value.
The numerical results obtained in [90], with the Green’s function method, are relatively similar to the
ones obtained with the results of Khlebnikov and Tkachev in [86], where a smaller frequency range
is considered. However, the results in [90] differ significantly from the results of [87], which use the
box algorithm, for both the shape and the amplitude of the gravitational wave spectrum. This can be
easily seen comparing (Fig. 7.8) from [87] and (Fig. 7.7) or (Fig. 7.2).

In the case of the quadratic model V' (¢) = m?$?, the spectrum obtained with the spectral method
in [88] is similar to that obtained using the box algorithm [87] (compare (Fig. 7.5) and (Fig. 7.6)).
In this case the agreement between the two approaches is considerably better, even if the box code
actually underestimates the maximal power in gravitational waves. The reason is that the total
growth of the universe during resonance is smaller in this case than in the quartic inflation. Since
the box algorithm effectively computes h;; in flat space, the discrepancy between the two methods is
reduced [85].

On the other hand, the results of the spectral method developed in [88], and the Green’s function
method, developed in [90], overlap exceptionally well. We can see this from the plot (Fig. 7.7).
Despite some little discrepancies that are introduced by the finite resolution of the underlying spatial
lattice, there is a solid agreement between the two independent codes. Therefore, one can be confident
that the gravitational wave signal generated during preheating is being accuratevely evaluated. These
results can be safely used to assess observational stategies for detecting a gravitational wave stochastic
background.
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Figure 7.7: Results of simulation with a quartic inflation model with g?/\ = 120 using both the spectral method,
and the Green’s function method. The simulation matches (Fig. 7.2) from [90], and the Green’s function results
are shown with a dotted lines. The results from the the spectral method are showed for three different lattice
sizes (1282 for the solid line, 2562 the dashed line, and 5123 the dot-dashed line). There are an excellent
agreement with the results of [90], in which the gravitational wave spectrum in obtained using a very different
numerical algorithm [85].
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Figure 7.8: The gravitational spectrum for the A\¢* with A = 10* and g?/\ = 1.2 (dashed line) and 129 (full

line) respectevely. It is peaked around 107 — 10% Hz. It differs significantly with the results obtained with the
Green’s method and the spectral method [87].
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7.7 Tachyonic Models

In the low-scale models of hybrid inflaton it might be possible to generate a stochastic background
of gravitational waves in the frequency range accessible to present detectors. In tachyonic models
of preheating after hybrid inflation the process of spontaneous symmetry breaking proceeds via the
nucleation of dense bubble-like structures moving at the speed of light, which collide and break up
into smaller structures. Such collisions could be a very strong source of GW. From the moment of
production until now, the gravitational waves are redshifted as a radiation-like fluid, totally decoupled
from the other energy-matter content of the universe, such that the today’s ratio of energy stored in
the GW could range from Qg ~ 1078, peacked around f ~ 107 Hz for the high-scale models, to
Qawh? ~ 1071, peacked around f ~ 1 Hz for the low-scale models.

We can consider the hybrid inflation potential

V(6,0) = JoP — 02 + ¢S lof + gm*¢ (7.70)

where ¢ is the inflaton field and o is the Higgs (or trigger) field that triggers the spontaneous symmetry
breaking and then the end of inflation. Hybrid models do not require small couplings in order to
generate the observed CMB anisotropies. For instance, a model with a GUT symmetry breaking,
v = 10_3Mp1, a Higgs self-coupling A and an inflaton coupling g, given by g = v/2X = 0.05 satisfies all
CMB constraints [89]. While chaotic inflation models can only occurs at high scales, with Planck scale
values of the inflaton, and Vj,; ~ 106 GeV, one can choose the scale of inflation in hybrid models to
range from GUT scales to GeV scales. The Higgs v.e.v can range from Planck scale, v = M, to the
electroweak scale, v = 246 GeV.

In [89] the spectrum of gravitational waves is computed evolving the classical equations of motion
of the Bose fields with the equation for tensor perturbations

hij +3Hh;; — ?Vthj = 167GTl;; (7.71)

in configuration space, with 9;I1;; = II;; = 0. The source of GW, 1I;;, contributed by both the inflaton
and the other scalar fields, is calculated as

IL;; (k) = Aij,lm(f{)Tlm(k)a (7.72)
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with
Bj<k>ﬂm<ﬁ>), (7.73)

N

Aijim (k) = (Pz'z(l;)ij(ﬁ) -
where Ty, (k) is the Fourier transform in momentum space of the stress-energy tensor

1
Tij = 5(VidVid + VixVix), (7.74)

where we have not inserted the term proportional to g,, because is thrown away by the projection.
In [89] are computed the various quantities at those instances at which it is wanted to calculate
the GW spectrum. In particular, it is solved first the equation

1
ﬁv%ij = 167G T;;. (7.75)

i + 3H Uij —
This equation is the same of (7.71) but sourced with the complete Tj;, instead of its TT part, II;;.
However, the equation (7.75) contains unphysical degrees of freedom. Only when needed, the solution
of this equation is Fourier transformed and the projector is applied, i.e.

~

hij (tv k) = Aij,lm (k)uz] (t7 k)? (776)

with w;;(¢, k) the Fourier transform of the solution of (7.75). In this way, it is recovered the physical
transverse-traceless d.o.f. representing the gravitational waves. Whenever needed, one can Fourier
transform back to configuration space and obtain the spatial distribution of the gravitational waves.
Therefore, one can easily build the GW spectra or take a snapshot of spatial distribution of GW.

To obtain the power spectrum of GW, the energy density is expressed in terms of the u;; in Fourier
space as

11 , . 1 . »

The power spectrum per logarithm frequency interval in GW is computed as

QGW:/Cj{QGW(f)a (7.78)

where

3
Qe (k) = ;jﬁﬁ -5 C’;L% / 4 Asy i (K)itey ()i, (1 K). (7.79)
In (Fig. 7.9) from [89] is showed the evolution of the GW spectra up to times m¢ = 200. In the
plot po = m?v?/4 is the energy density at the end of inflation, with m = Av2. From the figure we
see that the amplitude of GW saturates to a value of order pgw /po =~ 2-1075. At mt ~ 50 the
maximum amplitude of the spectra has already reached pew /po =~ 1075. From times mt ~ 150 till
the maximum time reached in the simulation, m¢ = 2000, the maximum of the spectrum does not
change significantly, slowly increasing from ~ 2 - 1076 to 2.5 -107%. Despite the saturation, we see
in the plot that the long momentum tail of the spectrum keeps moving towards greater values. We
expect this beheaviour from the turbolence stage.

In (Fig. 7.10) from [89] is reported also the evolution in time of the fraction of energy density
in GW. In the first tachyonic stage we can see the growth with a logarithmic slope twice that of the
anisotropic stress tensor Il;;. Then, there is a small plateau corresponding to the production of GW
from bubble collisions. Finally, there is a slow growth due to turbolence.

To end this final chapter, in (Fig. 7.11) from [89] is plotted the sensitivity of planned GW interfer-
ometers like LIGO, LISA and BBO together with the present bounds from CMB anisotropies (GUT
inflation), from Big Bang Nucleosynthesis (BBN) and from millisecond pulsars (ms pulsar). Also, are
shown the expected stochastic backgrounds of chaotic inflation models like A¢?*, both coupled and
pure, as well as the predicted backgrounds from two different hybrid inflation models. The first is an
high-scale model with v = 10_3Mpl and A ~ ¢g? ~ 0.1, while the second one is a low-scale model, with
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Figure 7.9: Time evolution of the GW spectra from mt = 6 to mt = 2000. The amplitude of the spectra seems
to saturate after mt¢ ~ 100, altough the high momentum tail still moves slowly to higher values of k£ during the
turbolent stage [89].
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ponents and gravitational waves for different lattices), normalized to the initial vacuum energy, after hybrid

inflation, for a model with v = 1073M,;. One can clearly distinguish here three stages: tachyonic growth,
bubble collisions and turbolence [89].
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the possible stochastic backgrounds. It is also included the White Dwarf Binaries (WDB) and chaotic preheating
(Ap*, coupled and pure) for comparison. Note the two differentiated backgrounds from high-scale and low-
scale hybrid inflation. The bound marked with (?) is estimated from high frequency laser interferometers’
expectations [89)].

v = 10_5Mpl and A ~ g2 ~ 10~ corresponding to a rate of expansion H ~ 100 GeV. The high-scale
hybrid models produce typically as much gravitational waves from preheating as the chaotic inflation
models. The advantage of low-scale hybrid models of inflation is that the background produced is
within reach of future GW detectors like BBO.

For high-scale models of inflation, we may never see the predicted GW background coming from
preheating, in spite of its large amplitude, since it appears at very high frequencies where no detector
has yet shown to be sufficiently sensitive. However, if inflation occured at lower scales, we can expect
gravitational waves from preheating to contribute with an important background in sensitive detectors
like BBO, even if in this case we will never have a chance to detect the GW produced during infla-
tion in the polarization anisotropies of the CMB. The detection and characteritation of such a GW
background, coming from the complicated and mostly unknown epoch of reheating of the universe
after inflation, may open a new window into the very early universe, while providing a new test on
inflationary cosmology.
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Conclusions

In this work we have provided a full view about the stage of reheating after inflation. We call
reheating the transition from inflation to later stages of the evolution of the universe (radiation and
matter dominance). We have seen that such a phase contains very complicated and non-linear dy-
namics. We can divide reheating in three major stages: preheating, turbolence and thermalization.

In single field chaotic inflationary models, the coherent oscillations of the inflaton during preheating
generates, via parametric resonance, a population of highly occupied modes that beheave like waves
of matter. They collide themselves and their scattering leads to turbolence, homogenization and
local thermal equilibrium. In models like hybrid inflation the conversion into radiation occurs almost
instantaneously. In hybrid models preheating is more violent than chaotic inflationary models, via the
spinoidal instability of the symmetry breaking field that triggers the end of inflation. Such a process
is known as tachyonic preheating and could be responsible for copious production of dark matter
particles [92], but also has applications in the study of lepto and baryogenesis, topological defects,
primordial magnetic fields, etc. (see [57] and [59]). Moreover, we have explored non-standard models
of preheating in which we have production of oscillons, Q-balls or in which the inflaton is coupled with
fermions or gauge fields.

During reheating a strong production of gravitational waves is predicted. Gravitational waves are
ripples in space-time that travel at the speed of light. The emission of gravitational waves is a robust
prediction of General Relativity. We do believe that the universe is permeated by a diffuse background
of GW of both astrophysical and cosmological origin. Astrophysical sources, like the gravitational
collapse of supernovae or the neutron star, black holes binaries’ coalescence, produce a stochastic
gravitational wave background. On the other hand, among the backgrounds of cosmological origin, we
have production of gravitational waves also during inflation. Fortunately, these backgrounds have very
different spectral shapes and amplitudes that can help in distinguishing between them, if they will be
detected at present or future interferometers such as LIGO (Laser Interferometer Gravitational Wave
Observatory), LISA (Laser Interferometer Space Antenna), BBO (Big Bang Observer) or DECIGO
(Decihertz Interferometer Gravitational Wave Observatory). However, this task will be very difficult
since the gravitational wave signal is very weak. In order to distinguish one background from another
a very high accuracy is needed.

There are different constraints on some of these backgrounds. As far as the cosmological (in-
flationary) background is concerned, the most stringest one comes from the large-scale polarization
anisotropies in the CMB, measured by Planck. There are also contraints coming from Big Bang Nu-
cleosynthesis, since such a background would contribute as a relativistic species to the expansion of
the universe, and then increases the light element abundance. We can also have constraints from
millisecond pulsar timing. However, most of these constraints come at very low frequencies, typically
from 1078 Hz to 10~® Hz. Instead, present GW detectors work at frequencies of order 1-100 Hz, and
planned observatories will range from 1072 Hz of LISA to 103 of Advanced-LIGO.

During inflation we have production of gravitational waves with an almost scale-free power spectra.
Because of the weakness of gravity, the primordial GW from inflation should decouple from the rest
of matter as soon as they are produced, and move freely through the universe till today. Today, we
can have an indirect detection of these primordial GW from the B-mode polarization anisotropies of
the CMB. Therefore, right now the biggest effort employed in the search of the B-mode polarization,
rather than via direct detection. The detection of such a background would help to determine the
absolute energy scale of inflation, a quantity that is still uncertain, and would open the exploration of
physics at very high energies.
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In the first part of this thesis we have explored the possibility to have information from inflationary
gravitational waves about the reheating temperature, defined as the temperature at which reheating
ends and thermalization is completely established. The reheating temperature could provide important
information about inflation such as the inflaton properties (mass, potential, interaction strength with
other particels...), and therefore constraints about the choice of the inflationary model. We have
seen how the detection of primordial gravitational waves can determine the reheating temperature Tr
through a change of slope in the GW spectrum. This knee-like feature could be observed by future
experiments like BBO. We have explored also the possibility to have contraints on Tk from the analysis
of the CMB.

After inflation, other backgrounds of GW could have been produced at shorter wavelengths in a
more classical manner, rather than sourced by quantum fluctuations. In particular, whenever there
are large and fast moving inhomogeneities in the matter distribution, one expects the emission of
GW. In the second part of the thesis we have reconstructed the full model of reheating present in the
literature, analyzing in depth each of its phases. During preheating, the first stage of reheating, we
have a very fast motion and high density contrasts in the continuos matter distribution, due to the
conversion of the huge energy density which has driven inflation into radiation and matter. In this
stage only specific resonance bands of the fields suffer an exponential instability, which makes their
occupation numbers grow by many orders of magnitude. Shape and size of the spectral bands depend
very much on the inflationary model. The highly populated modes in position-space correspond to
large time-dependent inhomogeneities in the matter distribution, which act as a source of gravitational
waves.

The characteristic frequency and shape of GW generated at a given time should contain infor-
mations about the very early universe in which they were produced. Actually, the detection of GW
backgrounds could be the only way we may have to infer the physical conditions of the universe at
such high energy scales, which certainly no particle collider will ever reach. However, even if GW are
the major candidate to probe informations about the early universe, they are extremelly difficult to
observe [89].

At the solar-system scale, the space-based interferometer LISA will probe frequencies from 1072
Hz, which is probably too small for the gravitational waves considered. The proposed BBO and
DECIGO missions are sensitive to frequencies of the order of 1 Hz and would probe gravitational
waves arising from preheating after TeV scale inflation. Terrestrial interferometers also could probe
frequencies corresponding to preheating following low-scale inflation, like LIGO and VIRGO. These
are sensitive to scales between 100-1000 Hz, and may be able to probe a stochastic background in
the range Qgwh? ~ 10719 However, the best hope for observing a primordial gravitational wave
background is currently provided by BBO that may be launched in several decades [90].

However, for some recently discussed methods to detect very high-frequencies GW [93], besides the
gravitational wave spectrum associated with preheating, one would need to understand other potential
sources that could lead to a stochastic background of gravitational waves such as first order phase
transitions in the early universe, or decays from cosmic strings. The potential for gravitational waves
to provide a clean information about inflation and other early universe processes has rightfully drawn
considerable attention and strongly motivates the huge experimental efforts to detect the primordial
gravitational spectrum [3]. The challenge is to better determine their properties, and to assess possible
strategies for their detection [94].
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