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Abstract

The main aim of this thesis is to investigate new methods beyond standard perturbation the-
ory (SPT) to study the statistical properties of the Large Scale Structure (LSS) of the Universe.
In particular, we will focus on the advantages that the use of the linear response function can
bring to the evaluation of the matter power spectrum at scales presenting subdominant but cru-
cial non-linear effects. In order to pursue this end, after an introductory part where we recall
the importance of the studies on the LSS for contemporary Cosmology, as well as an excursus
from the first analytical and observative attempts trying to understand its features until the
state of the art in the field, we develop SPT in a typical field theory fashion, that is by means
of generating functionals and Feynman rules, and we derive constraints between correlators
arising from the galilean invariance of the dynamical system. Then, we define the linear re-
sponse function as a tracker of the coupling between different cosmological modes, a genuine
non-linear effect, we give a diagrammatic representation for it and we compute this object at
the lowest order in SPT, comparing our result with N -body simulations. Moreover, we present
two applications of the linear response function. The first consists in an improvement of the
predictions of the Γ-expansion method, based on multi-point propagators, on the power spec-
trum at slight non-linear scales: in particular, we show that, by restoring galilean invariance,
which is broken by most resummation methods, we can increase the maximum wavenumber
at which the non-linear power spectrum can be trusted by 20%, and by 50% with respect to
SPT. The second consists in the possibility to use the linear response function as an interpola-
tor between different cosmologies at slight non-linear scales: in particular, it can be seen as an
object able to encode the variations between the power spectrum of a reference cosmology and
the one related to a small modification of a cosmological parameter with respect the reference
configuration; we obtain that the modified power spectra generally differ from the correspond-
ing simulated ones within about the 2% by changing the parameters within an enhancement
or reduction of about 3σ, even if the exact values depend on the specific considered modified
parameter: this procedure is particularly interesting as it provides a tool to limit the number of
heavy N -body simulations in the study of the LSS of our Universe.
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Introduction.

Precision cosmology relies on the ability to accurately extract cosmological parameters from
measurements of observables which stem from the temperature anisotropy and polarization of
the cosmic microwave background (CMB) as well as to the Large Scale Structure of the Universe
(LSS). In particular, due to the recent end of the ESA Planck Mission, that has led to outstand-
ing results by exploiting the former feature, LSS surveys have now the potential to become
the leading cosmological observable in the years to come, because future generation of galaxy
redshift surveys, as the expected Euclid ESA Space Mission, are going to measure the statisti-
cal properties of matter distribution to an unprecedented accuracy, providing information on
fundamental questions related to the nature of dark energy (DE) and dark matter (DM) [1],
beside the expansion of Universe and the absolute scale of neutrinos masses [2]. These great
expectations are basically founded on the awareness that LSS contains a tremendous amount
of cosmological information: indeed, at a rough guess, if we were able to extract information
from all the modes going from the horizon scale, of about 1

H ∼ 104 Mpc, to the non-linear one,

of about k−1
NL ∼ 10Mpc, we would obtain about

(

104

10

)3

∼ 109 independent modes, to be com-

pared to the (2× 103)2 ∼ 106 modes detected by the Planck Satellite.
Unfortunately, accessing all this information is much harder than in the case of the CMB, due to
the short scales non-linearities, an issue that has to be faced with LSS differently than with CMB
and that is relevant even for scales well larger than the hard value k−1

NL. Indeed, the LSS feature
that above all is thought to have the potential to constrain the expansion history of the Universe
and the nature of its dark side, by analysing its location and amplitude, is the baryon acoustic
oscillations (BAO), wiggles in the matter power spectrum generated by the coupling of baryons
to radiation by Thomson scattering in the first stage of life of our Universe, set in the range
of wavenumbers k ∈ (0.05, 0.25)hMpc−1: hence, due to the higher degree of non-linearity of
the underlying density fluctuations present at these scales, compared to those relevant for the
CMB, accurate computations of the power spectrum in the BAO region is of course very chal-
lenging. As a consequence, while in the CMB context the tool allowing a comparison between
theoretical models and observations, at the per cent level, is surely perturbation theory at linear
order, if one would like to reach the same level of precision also in the study of LSS, essential
in order to exploit it at the best, this requires to go beyond the above mentioned method. To
be honest, the most important features of the anisotropies of the CMB and the LSS observed in
the past galaxy surveys are accurately described by linear perturbation around a homogeneous
Friedman-Robertson-Walker (FRW) background, thus making of (linear) perturbation theory
surely a milestone approach to the study of LSS, whose success definitely relies on the large hi-

erarchy between the Hubble and the non-linear scale, resulting in ε =
k−1
NL

H−1 ≪ 1. However, with
the advance of observations, the study of small non-linear corrections to the long wavelength
dynamics is becoming more and more relevant and thus new techniques trying to handle these
features are being developed: from this perspective, it was shown [3] that standard perturbation
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theory has a number of drawbacks, which are attributed to its excessive sensitivity to the ultra-
violet modes, in such a way that the mode-mode coupling, a non-linear effect, receives from
them very large contributions making statistics divergent, oppositely to what realistic spectra
are.
But what does it mean considering non-linearities on the dynamics of the Universe? That is,
what are the features going under this name and their effects on observables? Of course, maybe
the most important and characteristic feature of non-linear dynamics is the so called “mode-
mode” coupling: when considering linear approximations, the evolution of the Universe and
its properties at a specific scale is completely independent from all the others, as can be hinted
thinking for example to the Jeans’ theory for the gravitational collapse, while, oppositely, non-
linearities introduce a coupling between different modes, meaning that the evolved properties
of the Universe at a certain scale have received contributions, during their evolution, in general
from all the other scales, even if in different weights. Hence, at non-linear level two short wave-
length (UV) perturbations can couple to produce a long wavelength (IR) perturbation, meaning
that UV perturbations can, in principle, affect the evolution of the Universe at long-distance.
Clearly this is what actually revolutionizes the framework and the issue that will be mostly
developed in the following. Other two aspects are related to the effects of peculiar velocities
of structures: the first consists in the fact that the frequency of light of what is observed is not
directly proportional to distance, as the lowest order Hubble law states, generating redshift
distortions depending on non-linear density and velocity fields [4], which are correlated, de-
termining an enhancement of the matter power spectrum on larger scales and suppressing it
at smaller ones, with a transition occurring on the scales of the baryon oscillations, fortunately
without introducing a “feature”, the second being the large scale flow, determining a global shift
of features, actually acting simply like a boost [5]. Other relevant issues are multi-streaming,
galactic bias and gravitational lensing. The first deals with the assumption of perfect collision-
less fluid for the matter content of the Universe, taken to be mainly cold dark matter: if for very
large scales or primordial times it is a reasonable hypothesis, at smaller scales or later times it
is much less so, due to the fact that presently at small scales matter is clumped in highly non-
linear structures where it is impossible the absence of some kind of dynamical interference. The
second relies on the fact that we don’t observe dark matter aggregated in halos, but actually
luminous matter or galaxies, so that, accepting to consider the latter as a good tracker of the
former, we still need at least a parameter linking them, the galaxy bias [6]. Finally, gravitational
lensing further complicates observations, bending light rays in function of the relativistic local
geometry of the spacetime determined by the local matter distribution [7]. The global results of
all the above mentioned implementations of non-linearities have the global result of smearing
statistic observables as the power spectrum, for example broadening the BAO peaks with re-
spect to the linear theory results: this makes us aware on the importance to develop consistent
methods, both numerical and (semi)analytical, allowing to take into account these effects in or-
der to improve the precision with which we can use LSS to constrain cosmological parameters.
In the following we are presenting the most interesting ones.
The most established way to handle non-linearities is by means of N -body simulations: they
simulate, using as input the cosmological parameters, the evolution of structures by directly
considering a huge number N of matter particles in a sufficiently huge box simulating the Uni-
verse, by evaluating the forces between them, and consequently their motions, by means of
a variety of computational methods allowing to reduce the number of interactions to calcu-
late and to avoid certain small scales drawbacks. The main problem with them relies on the
need of very large simulation volumes and high resolutions in order to gain the required sen-
sitivity, with the consequence that, due to time and computational memory limitations, only
wCDM cosmologies have been investigated so far. Hence, a number of valid semi-analytical
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approaches are being developed, hoping to integrate N -body simulations into analytical frame-
works, in such a way to reduce, rather to eliminate, the need for them. Some of these new
techniques have an exquisitely perturbative nature, even if it is different from the standard the-
ory, others are instead formulated in a non-perturbative fashion, allowing, at least in principle,
a non-perturbative study of LSS, but that, if needed, can be verged on a perturbative way.
Among the first, we can mention the Renormalized Perturbation Theory as well as the Effective
Field Theory (EFT), the Coarse-Grained Perturbation Theory (CGPT) and the Time-Sliced Per-
turbation Theory (TSPT). The former (also in time) [3, 8], using tools typical of quantum field
theory, like Feynman diagrams, is able to reorganise the perturbative expansion by resumming
an infinite class of diagrams at all orders in perturbation theory. Remarkably, this idea of “re-
summation” of cosmic perturbations, due to its validity, has been inherited by all the following
successive works. EFT [9, 10], by comparing the BAO scale k−1

BAO ≈ 150Mpc with the non-linear
one, states that the LSS of Universe must be well described perturbatively by means of the small
parameter ε≪ 1. From either Newtonian energy and momentum or Einstein equation, it is de-
fined an effective stress-energy momentum tensor τµν in powers of ε, that once made dependent
only on IR modes by a smoothing on UV modes and an ensemble average on long wavelength
perturbations is declared to be what couples with the smoothed Vlasov equation, obtaining as
the final result a FRW Universe with small quasi-linear long wavelength perturbations evolving
in the presence of an effective fluid whose properties, tracked by the coefficients of the expan-
sion of τµν , are determined by UV modes, by matching with (much lighter) N -body simulations
or direct measurements. Slightly differently, CGPT [11] writes the smoothed Vlasov equation
with a source arising from the smoothing process, depending on UV modes, completely de-
termined by N -body simulations. While these methods are mainly focused to regulate the UV
scales, TSPT [12] addresses to IR ones. Starting from the classical generating functional of the

system Z[J, η] =
∫

[DΘη0 ]P[Θη0 , η0]e
∫
dkΘη(k)J(−k), written for simplicity with only the velocity

divergence field Θη , being J its current, the statistical distribution function at initial conditions
Pη0

is evolved through the Liouville equation in Pη . Then, using perturbation theory to expand
it and changing the measure of Z in [DΘη] one achieves a form for Z where time and space are
factored, giving IR safe correlation functions.
Among the second, we can speak about the Renormalization Group (RG) and the Linear Re-
sponse Function (LRF) methods. The first starts from the consideration that RG methods are
particularly suited in the study of issues as LSS [13], where there is a gap between the large
scale at which the theory is well known (linear) and the scale of physical importance, where
non-linear corrections must be considered: equations of RG flow permit to evolve observables
as correlation functions from long wavelengths to smaller ones, by introducing a wavelength
filtering function, roughly similar to a Heaviside function, depending on a scale λ, in such a way
to include automatically the contributions of new fluctuations arising at scales closer and closer
to the relevant ones simply by considering growing values for λ; the characteristic of resumma-
tion here is witnessed by the emergence of an intrinsic UV cut-off. Finally, a few words about
the LRF [14, 15]: this object actually quantifies, at fully non-linear level, the coupling between
different modes, encoding how much a small modification of the initial conditions at a scale q
impacts on the non-linear power spectrum at later times at a scale k. It is an extremely versatile
tool, suitable both for fundamental and numerical issues, for comparisons with simulations and
adaptable to perturbative evaluations: it will be widely used in the text.
The thesis aims to study the Large Scale Structure of the Universe mainly through the use of
the Linear Response Function, firstly understanding the reason and how it can be successfully
employed in handling non-linearities and secondly presenting two applications based on this
object showing concretely the advantages that can arise by its exploitation. We conclude this
Introduction, having the mere task to contextualize the theme of the work, presenting briefly
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its structure by summarizing the contents of its constitutive chapters. Chapter 1 displays the
origins of the study of the LSS of the Universe, from the first attempts in its comprehension
till the state of the art on the field, beside the reasons of its importance in contemporary Cos-
mology, both from a theoretical and an experimental perspective; moreover, it is important to
fix notations and formalisms at the basis of the following developments. Chapter 2 develops
standard perturbation theory, initially for an Einstein-de Sitter universe and then extending the
machinery to more general wCDM models: it is important, a part from an historical point of
view, since it represents a cornerstone in the whole Cosmology, for the fact that it is developed
in an unusual way in Cosmology, that is through methods typical of quantum field theory, as
generating functionals and Feynman rules, opening the doors to some of the more recent tech-
niques above mentioned or, for example, to consistency relations between statistic correlators,
following from galilean invariance. It is important also for the progression: indeed, in Chap-
ter 3 we introduce the Linear Response Function and the relative definition of linear kernel
function, developing a diagrammatic representation for it and performing its evaluation at one
loop in perturbation theory, pointing out the region of breakdown of standard perturbation
theory by comparison with N -body simulations. Chapter 4 and Chapter 5 present two possible
applications of the LRF: in the first we find out a fully non-perturbative way to improve the
power spectrum predicted by the semi-analytical method of multipoint propagators on slight
non-linear scales, where this method wrongly looses the behaviour implied by galilean invari-
ance, while in the second LRF is used in a perturbative fashion as an interpolator of modified
cosmologies with respect to a reference one, that is it is able to enclose information on slight
variations of cosmological parameters with respect to a fixed configuration, allowing to derive
the modified power spectra by only mean of the reference one. Finally, we end the text with the
Conclusions, briefly recollecting the main ideas that have inspired the work and pointing out
its results.



Chapter 1

Preliminary notions.

1.1 Elements of cosmological dynamics.

In this section we begin to provide the basic elements for the construction and the compre-
hension of the formalism developed in the following chapters; even if these are canonical
topics, heavily discussed in a great number of classic texts and dissertations, see for instance
[16, 17, 18, 19, 20], we prefer to recall them, following mainly the first two references, hoping
to present a work as much self-consistent as possible. The final aim of this part is a reasoned
introduction of Vlasov (or Boltzmann collisionless) equation, for the cosmological fluid, princi-
pally making use of a newtonian approach, perfectly suitable in our context, characterized by
a non-relativistic fluid and by scales smaller than the horizon but bigger than the astrophysical
ones. We will always fix the speed of light equal to one, c = 1.

1.1.1 Newtonian dynamics in cosmology.

Here we will extend elementary dynamics to an expanding universe, aiming at the development
of a consistent treatment of the motion of a non-uniform cosmological fluid in a newtonian ap-
proach.
For a self-gravitating set of massive and non-relativistic point particles, with positions ri (de-
pending by the cosmic time t) and mass mi, in a otherwise empty universe without non-
gravitational forces, Newton’s law for each particle is:

d2ri
dt2

= gi(r), where: gi(ri) = −G
∑

j 6=i

mj
(ri − rj)

|ri − rj |3
. (1.1)

If we consider the fluid limit, namely the limit in which the set is made up of dense and in-
finitely many particles, each one with infinitesimal mass ρdr, where the associated density ρ(r)
is evaluated in the point where the particle is placed and the infinitesimal volume dr is centered
around it, then we can obtain the field g = g(r, t) as the irrotational solution to the Poisson
equation:

∇r · g(r, t) = −4πGρ(r, t), constrained by: ∇r × g(r, t) = 0, (1.2)

where ∇ri =
∂
∂ri

, which fairly generalises the second of (1.1) in:

g(r, t) = −G
∫

dr′ρ(r′, t)
(r− r′)

|r− r′|3 . (1.3)

5



6 CHAPTER 1. PRELIMINARY NOTIONS.

In this limit, we can introduce the newtonian potential Φ, classically defined as:

g(r, t) = −∂Φ(r, t)

∂r
= −∇rΦ(r, t), (1.4)

in such a way that it obeys the Poisson equation:

∇2
rφ(r, t) = 4πGρ(r, t), (1.5)

where ∇2
r =

∑3
i=1

∂2

∂ri2
is the Laplacian with respect to r.

However, in hindsight the expressions for the newtonian potential and the gravity field reveal
to be ill-defined, in the sense that the first can generally diverge, while the second depends on
the boundary conditions at infinity, leaving a great ambiguity in the definition of the motion of
the fluid particles: this issue is known as a Newton’s dilemma. Indeed, consider the case when
the mass density is finite and non-zero only in a finite volume: then g and Φ converge to a finite
value everywhere, falling to zero at infinity. This is the case of a homogeneous medium with
density fixed to ρ within a sphere of radius r⋆ < R delimiting a mass volume Vr⋆ , that applying
the Gauss’ theorem to the first equation of (1.2) gives, at r < r⋆:

∫

dr′∇r · g(r′, t) =
∫

Vr

dr′∇r′ · g(r′, t) =
∫

∂Vr

dΣr′ · n g(r′, t) = 4πr2g(r, t) =

= −4πG
∫

dr′ρ(r′, t) = −4πG
∫

Vr

dr′ρ(t) = −16

3
π2Gr3ρ(t),

(1.6)

that leads to g = − 4
3πGρ r, valid when r < r⋆, while for the other values it goes to zero as

the inverse of the square of the distance from the center of the sphere and analogously for Φ,
with the inverse of the same distance. Clearly, if R → ∞ this doesn’t affect the result at all, but
even at this stage if we consider a spheroid instead of a sphere containing the mass, g becomes
non-radial, enforcing the importance of the shape of the matter distribution for the final results.
In a more realistic situation, where the medium is homogeneous and infinite, by considering a
sphere of radius r < R and following the above proof, the results for g and Φ are identical to
the previous case, thus until r is finite they are well-defined, but since now all the space within
R → ∞ is filled with matter, when r −→ ∞ the two quantities aren’t well-defined, resulting
Φ → ∞ and g highly dependent on boundary conditions at infinity, as can be hinted from the
analogue of the case of spheroid configuration bounding the mass at infinity seen previously.
From the spherical and spheroidal case, we can be made aware of another problem of the above
formulation: g is null only at one point, while non-zero elsewhere, in apparent violation of the
newtonian relativity of absolute space, that Newton tried to solve suggesting, wrongly, that this
were caused by the cancellation of the forces at infinity, leading to the existence of a static solu-
tion even without non-gravitational forces acting on the system (of course as the cosmological
constant).
As we know, general relativity solves these problems, mainly showing that distant matter
curves the spacetime so that the coordinates (r, t) aren’t good in cosmology and leading to de-
clare a global spacetime geometry taking into account distant boundary conditions. However,
also the newtonian approach can be made much more consistent exploiting the suggestions
given from general relativity, insofar it will give, at the end, the same results of general relativ-
ity, clearly in a non-relativistic context: in the following we will see how.
At first we think to some good coordinates for cosmology. We start from the consideration that
a homogeneous self-gravitating mass distribution cannot remain static without the presence of
some non-gravitational forces; what’s more is that observations of our Universe widely indi-
cate that the observed mass distribution is, on average, expanding at large scales, in agreement
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with the Hubble’s law, whose updated parameter at present time can be found in [21]. If the
expansion is perfectly uniform, all the separations scale in proportion to a(t), the so called cos-
mic scale factor; in presence of a slight deviation from this regime, one can reasonably factor
out the mean expansion to account for the dominant motions at large distances. This is done
introducing the comoving coordinates x and the conformal time τ , beside the physical proper
coordinates r and the cosmic time t, as:

x =
r

a(t)
and dτ =

dt

a(t)
. (1.7)

Hence, if the expansion is perfectly uniform the comoving coordinates stay fixed for each fluid
particle at all times. Differently, for a perturbed expansion, each particle follows a comoving
trajectory x(τ), determining the non-uniform motion that is peculiar of it, by which it is defined
the peculiar velocity v as:

v(τ) =
dx

dτ
= a(t)

d

dt

r

a(t)
=

dr

dt
−H(t)r, (1.8)

where H(t) = d ln a
dt = 1

a2
da
dτ is the Hubble parameter. In fulfilment of the Cosmological Prin-

ciple, stating the approximate homogeneity and isotropy of our Universe, consistent with the
choice of a homogeneous and isotropic mean expansion, we assume that peculiar velocities has
the same order of magnitude in all the directions.
Using the new coordinates, the newtonian approach allows to derive the correct non-relativistic
Friedmann equations, encoding the dynamics of the cosmic fluid in a perfect isotropic and ho-
mogeneous universe. Indeed, considering a spherical symmetric mass distribution, Birkhoff’s
theorem ensures that the metric inside an empty spherical cavity centered at the centre of the
mass distribution is the flat minkowskian one and under the condition that the mass m = 4

3πρ̄r
3

that would stay in this empty space satisfies the relation:

Gm

r
<< 1, (1.9)

then putting inside the sphere this mass, we can safely use for it newtonian mechanics. This
treatment, substantially requiring to deal with euclidean space, is an excellent approximation
everywhere except very near to relativistic compact objects, as black holes, and on scales com-
parable or larger than the cosmological horizon, characterized by the physical Hubble distance
1
H . Defining a′ = da

dt and writing r = ax0, the first Friedmann’s equation follows from the
Newton’s law:

d2r

dt2
= −Gm

r2
= −4πG

3
ρ̄r −→ a′′x0 = −4πG

3
ρ̄ ax0 −→ a′′ = −4πG

3
ρ̄a, (1.10)

modulo the relativistic term accounting for the barotropic pressure of the fluid that changes
ρ̄←→ ρ̄+ 3p. The second equation represents the energy conservations:

1

2

(

dr

dt

)2

− Gm

r
= E −→ 1

2
(aH)2x2

0 −
Gm

ax0
= E −→ (aH)2 =

2Gm

ax3
0

+
2E

x2
0

−→ (aH)2 =
8πG

3
a2ρ̄+

2E

x2
0

−→ (aH)2 =
8πG

3
a2ρ̄−K

(1.11)

and is exact even at a relativistic level; we will see in a while the importance of this equation
in the determination of the motion of a non-uniform medium. As we know, general relativity
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gives the full interpretation for the constant K, relating it with the curvature of the model: zero
for a flat universe, positive and negative respectively for a closed and open one. The third
constraint equation follows from the mass conservation:

dm

dt
=

4π

3

dρ̄

dt
r3 + 4πρ̄

dr

dt
r2 = 0 −→ dρ̄

dt
= −3a

′

a
ρ̄, (1.12)

without the relativistic term that changes ρ̄←→ ρ̄+ p.
Clearly, the above equations can be can be found in their general form, including the pieces
descending from the possibility to have relativistic components filling this uniform universe,
by considering the Einstein equation:

Gµν = Rµν −
1

2
Rgµν = 8πGTµν , (1.13)

where Rµν and R are the Ricci tensor and scalar respectively, while Tµν is the stress-energy
tensor, once chosen for the metric gµν the Friedman-Robertson-Walker one:

gµν(x) =









1 0 0 0

0 − a2(t)
1−Kr2 0 0

0 0 −a2(t) 0
0 0 0 −a2(t)









, (1.14)

where xµ denotes the 4-coordinate x = (t,x), with the comoving spatial coordinate expressed
in spherical coordinates as d x = (dr, rdθ, r sin θdφ), θ and φ being respectively the azimuthal
and polar angles, writing the 4-interval as:

ds2 = gµν(x)dx
µ dxν = dt2 − a2(t)

[

dr2

1−Kr2
+ r2(dθ2 + sin2 θdφ2)

]

(1.15)

or, in conformal time τ , setting dΩ2 = (dθ2 + sin2 θdφ2):

ds2 = a2(τ)

[

dτ2 −
(

dr2

1−Kr2
+ r2dΩ2

)]

. (1.16)

Finally, we are ready to describe the motion of a non-uniform matter field, in newtonian cos-
mology, with mass density:

ρ(x, τ) = ρ̄(τ) + δρ(x, τ), (1.17)

where ρ̄ is the background density related to a perfectly uniform universe governed by the
Friedmann’s equations, while δρ represents the slight non-uniform perturbation to the back-
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ground, called matter density contrast1 and defined as:

δρ(x) =
ρ(x)− ρ̄

ρ̄
, (1.18)

simply expressing the Newton’s law (1.1) in comoving coordinates and conformal time τ . Set-
ting ȧ = da

dτ , we have:

a′ =
da

dt
=

1

a

da

dτ
=

ȧ

a
, (1.19)

while by using the relations:

d

dt
=

1

a

d

dτ
and

d2

dt2
=

d

dt

(

1

a

d

dτ

)

= − 1

a2
da

dt

d

dτ
+

1

a2
d2

dτ2
= − ȧ

a3
d

dτ
+

1

a2
d2

dτ2
, (1.20)

the left hand side of equation of motion takes the form:

d2r

dt2
=

d2

dt2
(ax) =

d

dt

(

da

dt
x+ a

dx

dt

)

=
d

dt

(

da

dt

)

x+
da

dt

dx

dt
+

da

dt

dx

dt
+ a

d2x

dt2
=

=
1

a

d

dτ

(

ȧ

a

)

x+ 2
ȧ

a2
dx

dτ
+ a

(

− ȧ

a3
dx

dτ
+

1

a2
d2x

dτ2

)

=

=
1

a

d

dτ

(

ȧ

a

)

x+
ȧ

a2
dx

dτ
+

1

a

d2x

dτ2
,

(1.21)

while the left hand side, using Eq.(1.3), is:

g(r, t) = −Ga

∫

dx′ (ρ̄(τ) + δρ(x′, t))
(x− x′)

|x− x′|3 , (1.22)

giving the following form for the equation of motion of the cosmic fluid:

d2x

dτ2
+

ȧ

a

dx

dτ
+ x

d

dτ

(

ȧ

a

)

= −Ga2
∫

dx′ (ρ̄(τ) + δρ(x′, t))
(x− x′)

|x− x′|3 . (1.23)

We can further simplify the above equation getting rid of the homogeneous terms in the follow-
ing way. The first term at the right side, containing the background (uniform) density, assum-
ing as boundary conditions an average spherical symmetry of the universe at large distances
becomes, as we have just seen by Gauss’ theorem, − 4πG

3 a2ρ̄x; on the other hand, taking the
differential of the second Friedmann’s equation (1.11):

ȧ

a

d

dτ

(

ȧ

a

)

=
4πG

3

d

dτ
(ρ̄a2), (1.24)

1It is useful to specify that fields like the density contrast and the peculiar velocity can be regarded as three-
dimensional random fields. In order to understand the meaning of this concept, we start from a probability space
(Ω,F , P ) (it is defined by the tern (Ω,F , P ), where with Ω we denote the set of all the possible results of the events,
whom are gathered in the set F , and by the map P that associates to each event in F its probability as value in Ω) and
a measurable space (S,Σ), where Σ is the defined measure for S: a stochastic process is a set of random variables (they
are functions of the kind X : Ω → S and represent a generalization of the canonical functions, having as the latter a
domain made up of different or also infinite values, but differently from them each of the domain values has an asso-
ciated probability P ) defined on Ω and with values on S, labelled by an integer or real parameter t of a totally ordered
set T (here namely the time), possibly even different for different values of t. A random field is the generalization of
a stochastic process where the underlying parameter of the set is no longer one-dimensional, but it takes values as a
multidimensional vector. In the present text the set of random variables is modelled as a function of three-dimensional
vectors in the euclidean space R3 with values in R, to which can be associated the probability distribution function:
so, in this sense the contrast is a three-dimensional random field. A gaussian random field has simply a gaussian
probability associated distribution function. For further information, see [22, 23, 24].
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that for non-relativistic matter can be expressed using ρ̄ = C a−3, by which we have d
dτ (ρ̄a

2) =
−ȧρ̄a, in the following form:

d

dτ

(

ȧ

a

)

= −4πG

3
a2ρ̄, (1.25)

it results that the last term at the left hand side of Eq.(1.23) cancels with the first term at the
other side, leaving the equation of motion in this form:

d2x

dτ2
+

ȧ

a

dx

dτ
= −Ga2

∫

dx′δρ(x′, t)
(x− x′)

|x− x′|3 ≡ −∇Φ̃, (1.26)

where ∇ = ∂
∂x and

Φ̃(x, t) = −Ga2
∫

dx′ δρ(x
′, t)

|x− x′| (1.27)

is a proper quantity, sometimes called the peculiar gravitational potential. Provided the condi-
tion

∫

dx δρ → 0 when the integral is over all the space, following by assuming homogeneity

and isotropy on large scales, then the quantity Φ̃ is univocally determined unambiguously, finite
and well defined over all the space, and this quantity consistently solves Newton’s dilemma,
eliminating every ambiguity in the equation of motion for the fluid x(τ). From now on, with the

potential Φ we are addressing to the peculiar potential Φ̃, dropping the tilde and the adjective
denoting it.

1.1.2 Lagrangian and Hamiltonian formulations.

Here we present how to describe the newtonian cosmology with an approach typical of mathe-
matical physics, both with the Lagrangian and Hamiltonian method: in fact these formulations
allow to derive the equation of motion (1.26) starting from the Lagrangian and the Hamiltonian
of the system respectively, the latter being particularly suited to treat the problem in the phase
space.
In the first formulation, one has to consider the particle trajectories x(τ), the Lagrangian L and
the action S as the building blocks. Elements of mathematical physics state that for a particle
moving in a potential Φ it is L = T −W = 1

2mv2 −mΦ, where T is the kinetic energy and W
the gravitational potential energy, and S =

∫

dtL; similar expressions, in comoving coordinates
and taking ẋ = v the peculiar velocity, can be guessed for cosmology:

L(x, ẋ, τ) = 1

2
mav2 −maΦ and S(x) =

∫

dτ L(x, ẋ, τ). (1.28)

Clearly, now we have to prove that the above Lagrangian is the right one to describe newtonian
cosmic dynamics, that is to prove that it gives Eq.(1.26). In order to do this we remind the
(Hamilton’s) principle of least action, stating that the physical trajectory followed by a particle
corresponds to the one minimizing the action, whose dynamical equation is popularly found
imposing only the stationarity of the action with respect to small variations δx of the trajectories
with fixed endpoints where δx(τ1,2) = 0, making possible the use of integration by parts in such
a way that:

δS =

∫ τ2

τ1

dτ

[

∂L
∂x
· δx+

∂L
∂ẋ
· d

dτ
δx

]

=

∫ τ2

τ1

dτ

[

∂L
∂x
− d

dτ

∂L
∂ẋ

]

· δx = 0, (1.29)

implying the Euler-Lagrange equation:

d

dτ

∂L
∂ẋ
− ∂L

∂x
= 0, (1.30)
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that using the Lagrangian (1.28) gives:

d

dτ

∂L
∂ẋ
− ∂L

∂x
= m

(

d

dτ
(av) + a∇Φ

)

= m (av̇ + ȧv + a∇Φ) = 0, (1.31)

bringing directly to Eq.(1.26).
Once known the correct Lagrangian for the trajectories of the fluid particles, we can introduce
the second formalism, whose building blocks are the single particle phase space trajectories
{x(τ),p(τ)} and the Hamiltonian of the system, with which determining two coupled first-
order equations of motion for x(τ) and p(τ) instead of a single second-order equation for x(τ):
to fulfil this program we must introduce the Hamilton’s equations.
First of all we define the conjugated momentum to x as:

p =
∂L
∂ẋ

= amv = am
dx

dτ
, (1.32)

where in the second equality we use our cosmological Lagrangian in (1.28); then we eliminate
ẋ = dx

dτ from the Lagrangian by using the above equation, that is making the substitution ẋ =
p

am . At this point we introduce the Legendre transformed of the Lagrangian, known as the
Hamiltonian:

H(x,p, τ) = p · ẋ− L(x,p, τ), (1.33)

where ẋ is expressed by means of p, through which Hamilton’s principle applied to the action
S =

∫ τ2
τ1

dτ(p·ẋ−H(x,p, τ)) considering variations of all the phase space coordinates, by means
of an integration by parts for the second to last term provided that p · δx = 0 at the endpoints,
gives:

δS =

∫ τ2

τ1

dτ

[(

dx

dτ
− ∂H

∂p

)

· δp+

(

−dp

dτ
− ∂H

∂x

)

· δx
]

= 0, (1.34)

thanks to which we straightforwardly read the Hamilton’s equations:

dx

dτ
=

∂H
∂p

and
dp

dτ
= −∂H

∂x
. (1.35)

In our case, using the Lagrangian (1.28) and the momentum (1.32), the Hamiltonian (1.33) is:

H =
p2

2am
+ amΦ, (1.36)

yielding:
dx

dτ
=

p

am
and

dp

dτ
= −am∇Φ. (1.37)

A legitimate question is if these two equations bring the same information of the one found with
the first formalism, that is if they are equivalent to Eq.(1.26); the answer is of course affirmative,
because deriving with respect to the time the first of Hamilton’s equation and using the second
one and the expression for the conjugate momentum we recover Eq.(1.26).

1.1.3 Vlasov equation.

We conclude this section presenting a powerful and widely used method to deal with the evo-
lution of perturbations in a non-relativistic collisionless gas, that will summarize most of the
concepts presented so far, based on the evolution of the phase space distribution. The single-
particle phase space density distribution f(x,p, τ) is defined so that f(x,p, τ)dxdp gives the
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number of particles of coordinates staying in an infinitesimal neightborhood of (x,p) in an in-
finitesimal phase space volume element centered in them at the time τ .
In the general case of a collisional fluid, the evolution of the distribution function f is given by
Boltzmann’s equation:

L[f ] = C[f ], (1.38)

where L is the Liouville’s operator, acting on f in the following way:

L[f ] =
df

dτ
=

∂f

∂τ
+

dx

dτ
· ∂f
∂x

+
dp

dτ
· ∂f
∂p

, (1.39)

while C is the collisional operator, accounting for the physics of collisions of the specific fluid in
consideration, so in general different for each configuration. For a collisionless fluid, the latter
operator is null, so f evolves according to the Liouville’s theorem, expressing the conservation
of particles along the phase space trajectories:

L[f ] =
∂f

∂τ
+

dx

dτ
· ∂f
∂x

+
dp

dτ
· ∂f
∂p

= 0, (1.40)

known as Boltzmann collisionless equation or also as Vlasov equation. For our cosmic system,
using Hamilton’s equations (1.35) and (1.37), we find:

∂f

∂τ
+

p

am
· ∂f
∂x
− am∇Φ · ∂f

∂p
= 0. (1.41)

To conclude, a few words about the phase space density. In priciple, the exact single-particle
phase space density function for a gas of infinite particles is written as a sum over Dirac’s delta
functions as:

f(x,p, τ) =

∞
∑

i=1

δ[x− xi(τ)]δ[p− pi(τ)], (1.42)

known as Klimontovich density, that obeys Vlasov equation (1.40), called in this context also
Klimontovich equation. Clearly, the above expression for f contains all the information about
the microstate of the system, involving all the fluid particles trajectories, but is very cumber-
some to manage from an analytical and numerical point of view, thus one usually reduce the
content of information performing an averaging, a coarse-graining of it. In particular, we make
this operation averaging over a statistical ensemble of microstates corresponding to a given
macrostate, that is, for example, over the set of microstates with the same phase space den-
sity once averaged over small phase space volumes containing many particles. In our case of
collisionless fluid it can be showed that we can safely take the expression:

〈f(x,p, τ)〉 =
〈

∞
∑

i=1

δ[x− xi(τ)]δ[p− pi(τ)]
〉

(1.43)

as the phase space distribution f describing the fluid, that is obeying Vlasov equation.

1.2 Insights into the Large Scale Structure of the Universe.

In this section we discuss the most important characteristics of the Large Scale Structure (LSS) of
the Universe, mainly featured by the non-linear behaviour of its matter content, that according
to all the most reliable cosmological observations principally consists in cold (non-relativistic)
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dark matter (CDM in the following). Given the importance of the topic to fix the framework,
also by a figurative, even pictorial, point of view, we are intending this dissertation as the place
where we paint a picture of our Universe, using historical (rough) approximations to justify
analytically its main features beside modern wonderful numerical results, without an extremely
formal style, that would puzzle things and it would be, on the other hand, perfectly useless for
the continuation. We base the presentation mainly on [17, 19], to which we address the reader
for further information.

1.2.1 Observations.

1.2.1.1 Beginnings and evolution.

Questions as the spatial distribution of galaxies and the characteristics of their peculiar motions
are very interesting, but of course difficult to deal with: indeed, the understanding of the fea-
tures of the structures of our Universe and of the way they formed, provide actually excellent
probes of the dark side of the Universe. Until the beginning of the eighties practically nothing
was known at a quantitative level at this respect: at the time the knowledge on galaxies distribu-
tion was completely bi-dimensional, so that it seemed correct the assumption of the simplistic
hypothesis of a uniform distribution of the single galaxies in the whole Universe, with their own
revolution motion around the center of mass of the cluster they belonged. Things changed with
the arrival of redshift surveys, surveys of a section of the sky aiming to measure the redshift of
astronomical objects, such as galaxies, galaxy clusters or quasars. Using Hubble’s law, the red-
shift can be used to estimate the distance of an object from Earth and by combining the redshift
with angular position data, a redshift survey maps the three-dimensional distribution of matter
within a field of the sky. The first attempt to map the large-scale structure of the universe was
the Harvard-Smithsonian Center for Astrophysics (CfA) Redshift Survey: it began in 1977 and
released its results in 1982, classifying more than two thousands galaxies, suggesting a very
different scenario than what was assumed at the time. Indeed, it was discovered the Great Wall,
an impressive supercluster of galaxies, surrounded by great voids, corroborating some pioneer-
ing works highlighting the importance of non-linearities in the process of structures formation,
such as the work by Zel’dovich, dating in 1970. Following surveys confirmed that superclusters
and galaxy clusters are actually distributed at the surface of enormous bubbles of void, whose
diameter is more than ten times thicker than their surface, with the richest clusters being set
in the contact area of two bubbles and connected by filamentous structures. The number of
observed objects, the detected area and the measurement precisions have constantly grown in
the years: the last two surveys are the Two-degree-Field Galaxy Redshift Survey (2dFGRS)2,
conducted by the Anglo-Australian Observatory (AAO) with the 3.9m Anglo-Australian Tele-
scope between 1997 and 2002, observing two large slices of the Universe to a depth of around
2.5 billions light years (z ≈ 0.2) in both the north and the south galactic poles, covering an
area of 1500 square degrees3 and classifying a total of 220 thousands galaxies and 12 thousands
stars, and the Sloan Digital Sky Survey (SDSS)4, using a 2.5m wide-angle optical telescope at
Apache Point Observatory in New Mexico, a project that began to detect the sky in 2000 and,
after having concluded the first phase in 2008 (the Legacy Survey)5 after an upgrade in 2005,

2The final data release and much information on this survey can be found at the official website
http://www.2dfgrs.net.

3The square degree is a conventional cosmological way to measure parts of the celestial sphere, linked with steradi-

ans by the relation: 1 deg2 =
(

π
180

)2
≈

1
3283

≈ 3.046 10−4 sdr; the total square degrees denoting a sphere are about
41253.

4We address to http://www.sdss.org.
5The results of this first phase can be viewed at http://classic.sdss.org/legacy/.
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covering more than 8000 square degrees (7500 in the North and 740 in the South Galactic Cup)
and classifying more than one million galaxies and 100 millions stars at the median redshift
z ∼ 0.1, has been upgraded two times, so that the SDSS IV, started in 2014, is still operative.
Until now, the SDSS has created the most detailed three-dimensional maps of the Universe ever
made, with deep multi-color images of one third of the sky, and spectra for more than three
million astronomical objects, enlarging the mapping to the 35% of the whole sky. One of the
breakthroughs of this mission is the detection of Baryon Acoustic Oscillations (BAO), through
the measurement of the power spectrum, obtained a decade ago by Eisenstein et al. [25].

Figure 1.1: This impressive figure represents the detected Large Scale Structure of our Universe
as obtained by the SDSS Legacy Survey: in particular, it is the structure in the northern equato-
rial slice (2.5 deg thick) of the SDSS main galaxy redshift. Indeed, even if naturally the survey
is three-dimensional, due to the difficulty to handle three dimensions on paper, figures usually
give the right ascension coordinate (the analogue of longitude) measured in degrees (or hours
as in this case) in function of the redshift, for a certain interval of the other coordinate, the dec-
lination (the analogue of latitude), measured in degrees too, determining actually a slice. The
two empty sections correspond to the plane of the Milky Way, where, due to the strong lumi-
nosity, it turns out prohibitive making good observations. Figures like this straightforwardly
heavily corroborate the structure of Universe described by cluster and superclusters of galaxies
organized in walls and filaments surrounded by large voids; out of curiosity, the Great Wall,
one of the first detected structures, is the huge supercluster that can be seen at redshift z ≈ 0.7
extending roughly from 9 to 17 hours.
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1.2.1.2 Baryon Acoustic Oscillations.

Baryon Acoustic Oscillations (BAO) are one of the most important features of the present matter
distribution, consisting in wiggles in the matter power spectrum produced by the coupling be-
tween baryons and radiation by Thomson scattering in the early Universe, located in the range
of wavenumbers k ≈ 0.05− 0.3hMpc−1, that have the potential to constrain the expansion his-
tory and the dark content properties of Universe via redshift surveys. Following [26], at early
times the Universe was hot, dense and ionized, in such a way that photons and baryons were
tightly coupled, while dark matter was of course only gravitationally interacting. The presence
of small perturbations both in the matter density and in the gravitational potential led to the
setting of acoustic oscillation waves of the radiative (photons and baryons) fluid, due to the
counteraction between the gravitational force originated by DM and the pressure arising from
the fluid: indeed, at this stage temperature perturbations behave as δT (k) ≈ A(k) cos(krs),

where rs is the comoving sound horizon, while δγ ∝ (δT )
1
4 and δb ∝ δγ , where δγ and δb are

the photon and baryon densities respectively [20]. In particular, considering the density pertur-
bations having a very peaked feature centered about a small region, in each cycle of rarefaction
and compression firstly pressure acted broadening the fluid distribution, then gravity tended
to bring the configuration at the initial situation and so on, causing the formation of spherical
acoustic waves of photons and baryons propagating out of the overdense region throughout the
Universe at the velocity of sound cs (roughly the half of the speed of light), while DM remains
approximately in its centre, a part from the dragging effect due to the fluid. When Universe was
about tls = 390000 years old, it was sufficiently cold to permit the decoupling between baryons
and photons, the last then propagated by free stream, causing the freezing of the acoustic oscil-
lations: the first compression, on the frontwave, corresponding to k1rs = π, has had the time to
cover the maximum possible distance from the origin of the anisotropy, the sound horizon, at

the comoving length rs =
∫ tls
0

cs(t
′) dt′

a(t′) ≈ 150Mpc, and thus, without photons, the driving con-

stituent for pressure, baryons began to compress with time due to the gravitational interaction
with DM, in such a way the final configuration is our original peak at the center and an “echo”
in a shell roughly 150Mpc in radius; the first rarefaction is placed in k2rs = 2π and so on. This
happens for each single anisotropy, therefore the universe is not composed of one sound ripple,
but many overlapping ripples. Since baryons constitute about the 15% of the whole matter, we
expect this feature to be present still now, suppressed by a factor Ωb/Ωm ≈ 0.15 with respect
to CMB spectrum: it is exactly BAO. Indeed, many such anisotropies created the ripples in the
density of space that attracted matter and eventually galaxies formed in a similar pattern. Since
it was detected, this property assures the existence, at the recombination time, of both baryonic
(although BAO would not have been seen) and dark (although it would have been seen with
much more high peaks) matter. Moreover, it would provide a characteristic and reasonably
sharp length scale (standard ruler) that can be measured at a wide range of redshifts, thereby
determining purely by geometry the relation between angular diameter distance and redshift,
together with the evolution of the Hubble parameter. Unfortunately, as we said the acoustic
features in the matter correlations are weak (10% contrast in the power spectrum) and on large
scales, meaning that one must survey very large volumes, of order 1h−3Gpc3, to detect the
signature, so that we had to wait SDSS to confirm their existence.

1.2.1.3 Future outlooks.

To conclude, we remind that for 2020 it is programmed the launch of the Euclid satellite, presently
under development, that will measure a number at the order of the billion between galaxies and
other objects covering the full sky up to z ≈ 1.5, investigating the relation between redshifts



16 CHAPTER 1. PRELIMINARY NOTIONS.

and distances and hence providing data expected to enlighten the history of the expansion of
the Universe and the formation of cosmic structures, permitting to better understand dark en-
ergy and dark matter by accurately measuring the acceleration of the universe. In some respect,
it will represent the natural continuation of another ESA program, the Planck Mission, whose
satellite gave what is now the most precise map of the cosmic microwave background, repre-
senting the primordial Universe at the time of the last scattering. The most important feature
of LSS potentially allowing to fully center this target is represented by the Baryon Acoustic
Oscillations. Indeed, we know that the fist Friedman equation:

a′′

a
= −4πG

3
(ρ̄+ 3p) (1.44)

states that, if our Universe is expanding, that is if a′′ > 0, using the equation of state p = wρ̄
(where ρ̄ =

∑

i ρ̄i and p =
∑

i pi), one gets the constraint: w < − 1
3 , meaning that we must

accept that the content of the Universe has a global negative pressure, due to one (or more)
constituent with this characteristic, called dark energy. The second Friedman equation (1.11)
can be rewritten using the density parameter Ωi = ρ̄i

ρc
for each constituent, where the critical

density ρc = 3H2

8πG , so that, for a general wCDM model with pressureless matter, radiation,
curvature and dark energy, we have:

H2(a) = H2
0

[

Ωma−3 +Ωra
−4 +ΩKa−2 +ΩΛa

−3(1+w)
]

, (1.45)

all already constrained by CMB experiments, but that we want to confirm independently; naively,
measuring the time-dependence of the Hubble parameter we are able to fulfil this aim. This is
possible making use of the BAO: being a cosmological standard ruler, namely its (the sound
horizon) physical length ∆χ can be measured as a function of cosmic time, then, once mea-
sured the subtended angle (from Earth) ∆θ, by simple use of the definition of angular diameter
distance dA:

dA(z) =
∆χ

∆θ(z)
∝
∫ z

0

dz′

H(z′)
, (1.46)

and measuring the redshift interval ∆z from us, we finally have what we were looking for:

∆z = H(z)∆χ(z). (1.47)

Hence, measuring ∆θ and ∆z subtended by the sound horizon for various redshifts, through
the expansion of Universe we can infer its history, the properties of the dark side of its content
and much more.
In the following sections, we will discuss the fist analytical attempts for the understanding of
the structure of the Universe at large scales as well as N -body simulations, modern numerical
approaches to the issue.

1.2.2 Overview of linear perturbation theory.

Here we briefly summarize the results for cosmic perturbations in the linear theory in a expand-
ing universe, the Jeans’ theory, actually developed in 1902 to understand the formation of stars
and planets, but eventually considered as the cornerstone of the standard model for the origin
of galaxies and large-scale structures.
A newtonian gas subjected to self-gravity and pressure is described, in comoving coordinates x
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and cosmic time t, by the system:










∂
∂tρ(x, t) + 3H(t)ρ(x, t) + 1

a(t)∇ · [ρ(x, t)v(x, t)] = 0
∂
∂tv(x, t) +H(t)v(x, t) + 1

a(t) [v(x, t) · ∇]v(x, t) = − 1
a(t)ρ(x,t)∇p− 1

a(t)∇Φ
∇2Φ = 4πGa2(t)δρ(x, t)

, (1.48)

where its density has been expressed using Eq.(1.17), Φ is the peculiar gravitational potential,

v = 1
a
dx
dt the peculiar velocity and p is the pressure, while ∇2 =

∑3
i=1

∂2

∂xi
2 is simply the Lapla-

cian. The system is made of three equations: from the top we have the continuity, Euler and
Poisson equations.
We define δρ = ρ̄ δ as the perturbation of the background non-vanishing density ρ̄, while the
peculiar velocity and potential, v and Φ respectively, must be thought as perturbations around
the background fluid velocity and potential respectively. The same holds for the pressure p,
written as p = p̄ + δp. Thus, we can look for a solution of the linearised version of the system
by considering the Fourier transform of the perturbations with respect to space:

δ(x, t) =

∫

dk

(2π)3
eik·xδk(t)

v(x, t) =

∫

dk

(2π)3
eik·xvk(t)

Φ(x, t) =

∫

dk

(2π)3
eik·xΦk(t),

(1.49)

in such a way that, imposing the adiabatic constraint fixing δp = ∂p
∂ρ

∣

∣

s=const
δρ = c2s δρ, being s

the entropy density, we get the linearised system:










δ′k + ik·vk

a = 0

v′
k +Hvk = − ik

a (c2sδk +Φk)

k2Φk = −4πGa2ρ̄ δk

. (1.50)

The orthogonal component of v, defined by k · vk,⊥ = 0, obeys v′
k,⊥ +Hvk,⊥ = 0, bringing to

vk,⊥ ∼ 1/a, but, since it doesn’t admit an evolution for δk, the interesting component follows
from its irrotational part, defined by k · vk,‖ = k vk,‖, obeying the following equation, found
differentiating the linearised continuity equation:

δ′′k +
ik

a
v′k,‖ −

ik

a
Hvk,‖ = 0, (1.51)

that using the linearised Euler equation straightforwardly gives, simplifying the notation:

δ′′k + 2Hδ′k +

[

c2s k
2

a2
− 4πGρ̄

]

δk = 0. (1.52)

Clearly, the linearisation causes different modes of perturbation to evolve independently from
each other. Furthermore, the comoving Jeans’ wavenumber, defined as:

kJ = a

√
4πGρ̄

cs
, (1.53)

denotes the borderline between the gravitational dominated modes, when k < kJ , and the
pressure dominated ones. The latter case brings the evolution of each single matter perturba-
tion with k > kJ to oscillate as a sound wave in time (modified with gravity and actually sup-
pressed by the scale factor), being not physically interesting, while the former situation brings
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to perturbations whose amplitude grows or decreases with time.
Indeed, for k ≪ kJ one has:

δ′′k + 2Hδ′k − 4πGρ̄ δk ≈ 0. (1.54)

Considering the case of an Einstein-de Sitter model, describing a flat universe with mass density

parameter Ωm = 1, since a ∼ t
2
3 , H = 2

3t and ρ̄ = (6πGt2)−1 the above equation becomes:

δ′′k +
4

3t
δ′k −

2

3t2
δk ≈ 0, (1.55)

whose solution can be found guessing a power law behaviour δk ∝ tα, from which:

3α2 + α− 2 = 0 ⇒ αg =
2

3
and αd = −1, (1.56)

where the subscripts g, d mean respectively the growing (collapsing) and the decaying (anti-
collapsing) mode, since the density contrast has the forms:

δk,g ∝ t
2
3 and δk,d ∝ t−1, (1.57)

that, used in the linearised Euler and Poisson equations, give:

vk,g ∝ t
1
3 and vk,d ∝ t−

4
3 (1.58)

for the peculiar velocity, while for the potential we have:

Φk,g = const and t−
5
3 . (1.59)

We summarize here below the behaviour of the growing mode:











δk,g(t) ∝ t
2
3 ∝ a(t)

vk,g(t) ∝ t
1
3

Φk,g(t) = const

. (1.60)

1.2.3 Non-linear dynamics of self-gravitating collisionless particles.

1.2.3.1 Analytic appoximated treatments.

As seen in the previous section, the dynamic of a self-gravitating fluid constituted by collision-
less particles, or dust, is governed by Vlasov equation (1.40), that specified for a cosmic fluid
using the Hamiltonian (1.36) gives the equation (1.41). The collisionless characteristic brings to
the absence of any pressure and solving this equation up to the first two moments, a method
that will be exposed in the next chapter, we reach the same equations in (1.48), with p = 0. In
order to get these equations, we must also assume that the velocity dispersion σij , arising in the
second moment, is zero at all times: this happens provided that it is zero at initial time (true in a
large range of scales for CDM) and that the system remains in the single-stream regime, namely
one flow for each position, true before the formation of caustics. The dynamics of such a system
is thus given by:











∂
∂tρ(x, t) + 3H(t)ρ(x, t) + 1

a(t)∇ · [ρ(x, t)v(x, t)] = 0
∂
∂tv(x, t) +H(t)v(x, t) + 1

a(t) [v(x, t) · ∇]v(x, t) = − 1
a(t)∇Φ

∇2Φ = 4πGa2(t)δρ(x, t)

. (1.61)
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Before considering some numerical results, we present approximated analytical methods to
understand the main features of structure formation.
In this sense, the Zel’dovich Approximation [27] gives an appropriate treatment of the non-
linear dynamics of self-gravitating dust, showing that the collapse undergoes preferentially
along one axis, determining that the preferential shape of collapsed structures is the oblate
ellipsoid, known in slang as “pancake”. We start introducing the new time variable a(t) =

a⋆
(

t
t⋆

)
2
3 , consistently with an Einstein-de Sitter model, through which we change:

ρ −→ η =
ρ

ρ̄
= 1 + δ

v −→ u =
dx

da
=

v

a ȧ

Φ −→ Ψ =
3t2⋆
2a3⋆

Φ,

(1.62)

where the time dependence is expressed via a. With these quantities, the above system takes
the form:











Dη
Da + η∇ · u = 0
Du
Da + 3

2 au = − 3
2 a∇Ψ

∇2Ψ = δ
a

, (1.63)

where we compact the notation using the convective derivative D
Da = ∂

∂a +u ·∇. Now, recalling
the results (1.60) for the growing mode of linear theory and the definitions above, it is clear that
u ≈ const, in the way it results, at linear level and up to higher order terms:

∂u

∂a
= 0 and thus also

Du

Da
= 0; (1.64)

the latter, inserted in the Euler equation, implies that the linear solution is:

u(x, a) = −∇Ψ(x, a). (1.65)

Zel’dovich’s ansatz consists in the assumption that even beyond the linear theory the second
equation in (1.64) holds. A justification can be seen by the fact that, at linear theory, going to the
Fourier space one has:

Ψk ∼
δk
k2

and uk ∼ kΨk ∼
δk
k
, (1.66)

stating that the above quantities stay on the linear level at smaller scales than the density fluc-
tuation, then when we are considering a suitable range of density contrast where the dynamics
is non-linear, we can continue to think that the behaviours of the peculiar velocity and of the
gravitational potential are substantially linear. Hence, we are left with the new dynamical sys-
tem:

{

Dη
Da + η∇ · u = 0
Du
Da = 0

, (1.67)

that highlights the fact that the Poisson equation has bees completely decoupled from the others
and will be only used to fix the initial conditions. Since these equations describe the motion of
dust particles moving only under the effect of their inertia, preserving their mass, the solution
to the second (Euler) equation is:

u(x, a) = u0(q), (1.68)
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where u0(q) is the initial velocity (at a0, where in this paragraph the subscript zero means ini-
tial, not present, time) in the Lagrangian position q of the particle, that is a particular infinites-
imal fluid element, which is in the Eulerian position x at time a; as a note, we stress that the
Lagrangian description characterizes the physical properties of a single given fluid element in
time, denoted by the Lagrangian coordinate q, while the Eulerian description characterizes the
same properties, but a given comoving coordinate x, focussing on the flowing of fluid elements
at this position. Further integrating the latter equation to find the particle’s trajectory, we have:

x(q, a) = q+ (a− a0)u0(q), (1.69)

that is a straight line, and using for initial conditions the linear theory, which is by definition
valid at initial times, we know that:

u0(q) = −∇qΨ0(q), (1.70)

bringing naturally, setting for simplicity a0 = 0, to:

x(q, a) = q− a∇qΨ0(q). (1.71)

Passing to the first (continuity) equation of (1.67), we see that a formal solution can be immedi-
ately obtained by integrating along the trajectory:

η(x, a) = η0(q)e
−

∫
a
a0

da′ ∇·u[x(q,a′),a′]
, (1.72)

but a handier form can be found realizing that the mass conservation of the individual fluid
elements requires:

η(x, η)dx = η0(q)dq, (1.73)

therefore we can write, using the Jacobian determinant:

η(x(q, a), a) = (1 + δ0(q))

∣

∣

∣

∣

∂q

∂x

∣

∣

∣

∣

. (1.74)

From Poisson equation we find that at initial conditions, since the potential is approximatively
constant and a→ a0 = 0, then δ0 → 0, leading to:

η(x(q, a), a) =

∣

∣

∣

∣

∂x

∂q

∣

∣

∣

∣

−1

. (1.75)

Using the solution of Euler equation in (1.71), we simply find that:

∂xi

∂qj
= δij − a

∂2Ψ0(q)

∂qi∂qj
, (1.76)

where clearly i, j ∈ {1, 2, 3} and the second term at the right hand side is the deformation tensor.
The analysis of this quantity is very enlightening: indeed, it can be locally diagonalized along
the three principal axes Q1, Q2, Q3 with eigenvalues λ1(q), λ2(q), λ3(q) and if the gravitational
potential Ψ0(q) is a gaussian random field, consistently with inflation and data [21], it has been
shown that there is the 8% of probability that all the three eigenvalues are positive, another 8%
that they are all negative, a 42% that two of them are positive and one negative and a final 42%
that one of them is positive and two negative, indicating a probability of the 92% that at least
one eigenvalue is positive, meaning that the 92% of the initial volume is provided at least by
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one positive eigenvalue of the deformation tensor. Taking the determinant of the deformation
tensor, whose of components are those in (1.76), using the eigenvalues, we have:

η(x(q, a), a) =
1

(1− a λ1(q))(1− a λ2(q))(1− a λ3(q))
, (1.77)

by which we see that, denoting with λ the largest of the positive eigenvalues (if there is at least
one), indicatively at the time asc = λ−1(q), the density becomes locally infinite. This event is
known as shell-crossing, or orbit-crossing or also caustic, and occurs when two or more parti-
cles coming from different Lagrangian positions qα arrive to the same Eulerian position x at a
certain time a, causing the Jacobian to be ill-defined, diverging, due to the lost invertibility of
the map qα ←→ x for each single particle.
These singularities, the pancakes, proceed via a quasi-one-dimensional gravitational collapse,
and mark the breaking of the validity of the Zel’dovich Approximation: of course, the approxi-
mation would imply that particles continue their motion along their straight trajectories, thing
that is absolutely unphysical, because the gravitational interaction between neightboring parti-
cles surely modifies their motion and thus pancakes will actually be stabilized by gravity. This
means that these configurations, characterized by the aggregated presence of matter, whose
density contrast is clearly very high, but actually non-infinite, will become the preferential sites
for galaxies formation, that is for structure formation.
Of course, one can actually think to improve analytically the behaviour near the sites of shell-
crossing, accounting for the gravitational interaction among near particles: a first attempt in
this direction was done proposing the Adhesion Approximation [28], trying to overcome the
limitations of the Zel’dovich Approximation at the shell-crossing adding a fictitious adhesion
term in the Euler equation, in the following way:

{

Dη
Da + η∇ · u = 0
Du
Da = ν∇2u

, (1.78)

differing from the Zel’dovich’s treatment for the kinematic viscosity term at the right hand side
of the second equation, where ν is the kinematic viscosity coefficient, with dimension of the
square of a length on time. This kinematic term is intended to have a large effect close to the
shell-crossing sites, while to be negligible out of them.
The modified Euler equation is known as three-dimensional Burgers’ equation and it is solved
starting from the assumption that the velocity field is irrotational, in such a way that it can be
written as the gradient of its velocity potential Υ:

u(x, a) = ∇Υ(x, a), (1.79)

which, noticing that 1
2∂i(∂jΥ∂jΥ) = uj∂jui = (u · ∇)u, using the definition of convective

derivative and taking the gradient of Burgers’ equation, leads to the Bernoulli equation:

∂Υ

∂a
+

1

2
(∇Υ)2 = ν∇2Υ, (1.80)

that can be solved analytically by means of the non-linear Hopf-Cole transformation Υ =
−2ν lnU , where U is called “expotential”. Indeed, making the transformation and the deriva-
tives, we get the Fokker-Planck equation:

∂U
∂a

= ν∇2U , (1.81)
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a parabolic linear differential equation needing both the initial and the boundary conditions
in order to be solved. We start considering the classic separated variables trial solution U =
f(a) g(x), that inserted in the Fokker-Planck gives:

f(a) = eEa and E g(x) = ν∇2g(x), (1.82)

the second giving in Fourier space the relation Ekgk = −νk2gk, and henceforth, enforced by the
superposition principle, we write the general solution as:

U(x, a) =
∫

R3

dk

(2π)3
e−νk2a gke

ik·x, (1.83)

with generic Fourier coefficients to be fixed by initial and boundaries conditions. We continue
looking for the so called “kernel” of the solution, that is the one with free boundary condi-
tions, or the probability that a particle has position x at time a given that at a = 0 it was in q,
corresponding to a Dirac’s delta function at a = 0:

lim
a→0
K(x, a|q, 0) = δ(x− q), (1.84)

occurring choosing straightforwardly gk = e−ik·q, in such a way that the kernel results in a
gaussian function with centre in q and dispersion 2νa, increasing with time:

K(x, a|q, 0) =
∫

R3

dk

(2π)3
e−νk2aeik·(x−q) =

1

(4πνa)3/2
e−

(x−q)2

4νa . (1.85)

To fulfil the initial condition fixing the velocity U0(q) consistently with u0(q), we use the Chapman-
Kolmogorov equation:

U(x, a) =
∫

R3

dqU0(q)K(x, a|q, 0), (1.86)

a mere consequence of Bayes’ theorem for conditional probability, stating that for two events A
and B we have:

P (A|B) =
P (A ∩B)

P (B)
⇒ P (A ∩B) = P (B)P (A|B)⇒ P (A) =

∫

dBP (B)P (A|B), (1.87)

reinterpreting P (B) and P (A|B) respectively with U0 and K.
By exponentiation of the definition of U in terms of Υ, recalling that u is the gradient of Υ and
using the initial condition (1.70), we obtain soon:

U0(q) = e−
Υ0(q)

2ν = e
Ψ0(q)

2ν , (1.88)

that inserted in Eq.(1.86) gives:

U(x, a) =
∫

R3

dq

(4πνa)3/2
e−

1
2ν [

(x−q)2

2a −Ψ0(q)] =

∫

R3

dq

(4πνa)3/2
e−

1
2ν S(x,q,a). (1.89)

Hence, the solution of the Adhesion Approximation is:







u(x, a) = ∇ ·Υ(x, a) = −2ν∇U
U =

∫
R3

dq
(x−q)

a
e−

1
2ν

S(x,q,a)

∫
R3

dq e−
1
2ν

S(x,q,a)

η(x, a) =
∣

∣

∂x(q,a)
∂q

∣

∣

−1
, (1.90)
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and integrating the first equation, solution of the modified Euler equation, we have:

x(q, a) = q+

∫ a

0

da′ u[x(q, a′), a′], (1.91)

while the second equation of the system, solution of the continuity equation, formally does not
change with respect to the Zel’dovich Approximation.

The coefficient ν regulates the thickness of the pancakes, which is proportional to ν
1
2 , making

them more physical objects; in particular, we are interested in small values of ν and we can
perform an explicit analytical solution for u considering the limit ν → 0: in fact, in this limit we
can evaluate the integral appearing in the solution for u using the steepest-descent, or saddle-
point, approximation, essentially based on the exploitation of the fact that for a sharply peaked

function, as e−
S
2ν for small values of ν, the largest contribution to the integral comes from the

absolute minima qs of S for a given x and a, satisfying the condition ∇qS(x,q, a)
∣

∣

qs
= 0.

Henceforth, expanding S to the second order around these minima, for U in (1.89) we have,
noting that S must have the same value in all the absolute minima:

U(x, a) = 1

(4πνa)3/2
e−

S(x,q,a)
2ν

∫

dδq e
− 1

4ν

∑3
i,j=1

∂2S
∂qi∂qj

∣

∣

qs
δqiδqj

= e−
S(x,qs,a)

2ν

∑

s

js(x,qs, a),

(1.92)
where gaussian integration has allowed to fix:

js(x,qs, a) =

(

det

[

∂2S(x,q, a)

∂qi∂qj

∣

∣

∣

∣

qs

])− 1
2

. (1.93)

At this point, looking at the first equation in (1.90), noting that:

∇xS(x,qs, a) =
x− qs

a
, (1.94)

we reach:

u(x, a) =
∑

s

x− qs

a
ws(x,qs, a), (1.95)

where ws = js/
∑

s js, highlighting as the velocity takes contributions from different trajectories
starting from the absolute minima qs of S for given position and time, making us aware that
in the accretion sites the dynamics described by Zel’dovich Approximation is not realistic, pre-
supposing some kind of interaction between the matter particles.

1.2.3.2 N-body simulations.

Actually, as we have seen in the first subsection, the situation is a bit more complex: the most
modern direct observations by redshift sky surveys (see Fig.(1.1) for SDSS results) and map-
pings of various wavelength bands of electromagnetic radiation have yielded much informa-
tion on the content and characteristics of our Universe’s structure, that has begun to be clarified
in particular starting from the late eighties. The organization of structure arguably begins at the
stellar level, even if the most part of the cosmologist rarely addresses on that scale; stars are or-
ganized into galaxies, which in turn form galaxy groups, galaxy clusters, superclusters, sheets,
walls and filaments, separated by immense voids and thus creating a vast foam-like structure,
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Figure 1.2: This figure shows three moments in the simulated history of structures formation
in the gaseous component of the universe, in a simulation box with side of 100h−1Mpc. From
left to right it is represented the matter distribution at the three redshifts z = 6, z = 2, z = 0.
Formed stellar material could be seen in yellow.

sometimes called the cosmic web, as showed in Fig.(1.2)6. The CDM model has become the lead-
ing theoretical paradigm for the formation of structure in the Universe and together with the
theory of cosmic inflation, this model makes a clear prediction for the initial conditions for struc-
ture formation and predicts that structures grow hierarchically through gravitational instability.
Testing this model requires that the precise measurements delivered by galaxy surveys can be
compared to robust and equally precise theoretical calculations. However, the complexity of the
physical behaviour of matter density fluctuations in the non-linear regime makes it impossible
to study exactly the details of the Universe’s structure by means of analytical methods that, al-
though very valuable for providing us with a physical understanding of the processes involved,
are completely useless to make any detailed prediction able to be tested against observations:
for this task we actually need numerical simulation methods, the strongest being grouped un-
der the name of N -body simulations.
These are based on the possibility to represent part of the expanding Universe as a box con-
taining a large number N of point masses (representing matter particles) interacting through
their mutual gravity, with chosen boundary conditions, usually taken to be periodic; this box,
typically a cube, in order to provide a “fair sample” representative of our Universe as a whole,
must be large at least as the scale at which the Universe is expected to become homogeneous.
These codes, starting from the computation of the forces among the N particles, evaluate in a
very precise way the behaviour of matter perturbations and thus they are expected to describe
well the Universe’s structure with its evolution. A number of different techniques, all going
under the name of N -body simulations, are available at the present time, differing mainly in
the way the forces on each particle are calculated; in the following we briefly describe some of
the most popular N -body simulation methods.

6This figure, with many other ones produced by means of numerical simulations, can be found at:
http://wwwmpa.mpa-garching.mpg.de/galform/data vis/index.shtml.
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Conceptually, the simplest way to compute the non-linear evolution of the cosmological fluid
is to represent it as a discrete set of particles and then to compute all the pairwise gravitational
interactions between them and to sum all of them to calculate directly the newtonian forces;
this group of techniques is then called particle-particle, or briefly PP, computation, allowing in
principle to get the resulting acceleration to update each particle velocity and position, used
to recalculate the interparticles forces, proceeding in this way at all time-step. However, the
pure formulation of PP simulations have an important problem: the newtonian gravitational
force between two particles increases as the particles approach each other, making necessary the
choice of a very small time-step in order to resolve the large velocity changes induced by this
configuration, causing, jointly with a hoped large N , to the consumption of enormous amounts
of time even for the most evolved and powerful computers, coupled to their inability in han-
dling formally divergent force terms occurring when particles are arbitrarily close to each other.
Wanting to use such a method, the latter problem is usually faced treating each particle as an
extended body by introducing in the denominator of the definition of the newtonian gravita-
tional force a softening length that avoids divergences, but the problem of slowness actually
remains crucial: if our simulation contains N particles, the PP computation requires to evalu-
ate N(N − 1)/2 interactions at each time-step, determining the total computation time to scale
roughly as N2, fixing N ≈ 104 as the maximum number of particles that can be possibly used,
too low to give a realistic simulation of large-scale structure formation of our Universe.
The usual method to improve the N -body simulations based on direct summation methods ex-
plained above is some form of particle-mesh, or PM, scheme. The basic principle is that the
system of particles is converted into a grid (the mesh) of density values, by dividing the simu-
lation box in a given number of small cubes where we set a certain number of fluid particles;
various methods for converting a system of particles into a grid of densities exist: for example,
one method is that each particle simply gives its mass to its position in the mesh, another one
is the Cloud-in-Cell (CIC) method, where the particles are modelled as constant density cubes,
and one particle can contribute to the mass of several cells. Once the density distribution is
found, the potential of each point in the mesh can be determined from the Poisson equation,
that is easily solved after applying the Fourier transform, and forces are computed by means of
a finite differencing scheme and applied to each particle based on what cell it is in, and where in
the cell it lies. Thus it is faster to do a PM calculation than to simply add up all the interactions
on a particle due to all other particles for two reasons: firstly, there are usually fewer grid points
than particles, so the number of interactions to calculate is smaller (the total time of computing
is reduced roughly to Nc lnNc, where Nc is the number of cells), allowing to consider a higher
number of particles to simulate our Universe in a more realistic way, and secondly the grid
technique permits the use of Fourier transform techniques to evaluate the potential, that can be
very fast. Although the previous pros, PM is considered an obsolete method because it gives a
poor force resolution on small scales, due to the finite spatial size of the mesh.
A substantial increase in spatial resolution, keeping reasonable the computational time, can be
achieved using the hybrid method called particle-particle-particle mesh, aiming to improve the
short range part of the PM method by using the PP method at these scales, that is solving the
force by direct sum, and keeping with the pure PM method when treating larger scales, fixing
the transition between the two regions by means of a comoving distance parameter rs, usually
fixed in terms of some grid units: thus, PP + PM = P3M.
Finally, we close with the presentation of the N -body simulations zoology spending some
words on tree codes, an alternative set of procedures for enhancing the force resolution of parti-
cle codes keeping the necessary demand on computational time within a reasonable limit. This
promising approach treats distant clumps of particles as single massive pseudo-particles: in
particular, usually the simulation box is organized in a mesh whose single cells are divided in
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eight sub-cells if they contain more than one particle and iterating the procedure if some of the
sub-cells contains more than one particle, creating a tree-like structure that can be used to cal-
culate the forces at different scales using different levels of the resulting “tree”, namely treating
the distant forces using the coarsely grained distribution relative to the high level of the tree,
while using the finer grid for forces at short range. However, this interesting approach has a
use limited to big collaborations, due to the fact that, even if the computational time is reduced
with respect to P3M methods, it requires considerable memory resources.
Nowadays, variants of PM, P3M and tree techniques are the standard workhorses for the study
of cosmological clustering and usually they are mixed together at different scales to take benefit
of all their pros, discarding lots of their cons. This is the case of the Millennium Simulation7,
published in 2005 and then repeatedly updated according to the most recent constraints that
have been periodically released by sky surveys, the last run being completed in 2014. When
published in 2005, the Millennium Run was the largest ever simulation of the formation of
structure within the ΛCDM cosmology: it used ten billion of particles to follow the dark matter
distribution in a cubic region of 500h−1Mpc on a side, and has a spatial resolution of 5h−1kpc.
The Millennium Simulation, a project of the Virgo consortium, was carried out with a specially
customised version of the GADGET2 code, using the TreePM method for evaluating gravi-
tational forces, namely a combination of a hierarchical tree expansion and a classical Fourier
transform particle-mesh method. The calculation was performed on 512 processors of an IBM
computer at the Computing Centre of the Max-Planck Society in Garching (Germany) and it ex-
ploited almost all the 1 TB of physically distributed memory available, requiring about 350000
processor hours of CPU time, or 28 days of wall-clock time.
We now present a set of figures reporting some significant outputs of the Millennium Simula-
tion, corroborating the qualitative picture given by the approximated analytical analysis pre-
sented before. In Figgs.(1.3)-(1.6), we show some slices through the matter density field at three
different scales for four different redshifts, but all with a thickness of 15h−1Mpc. In particular,
for each redshift, we show three panels, each ones zooming in by a factor of four with respect
to the one at its left: then, the white bars denote, for each redshift and from left to right, a scale
of 500h−1Mpc, 125h−1Mpc and 31.25h−1Mpc. As we see, starting at early times with a config-
uration of complete isotropy and homogeneity at all scales, going on with time the matter fluid,
subjected to gravitational collapse, accordingly with the “bottom-up” scheme (consequent to
the choice of a non-relativistic fluid) forms the first proto-structures at very small scales, which
going on with time become organised in defined structures at larger scales, ending at present
time with neuronal-like large-scale structure, that however doesn’t affect the isotropy and ho-
mogeneity at very large-scales.

Figure 1.3: Slices of CDM density at z = 18.3, corresponding to and age of 0.21Gyr.

7We cite the paper [29] as a good introduction, while for further information we address the reader to
http://wwwmpa.mpa-garching.mpg.de/millennium/, where we also found all the figures shown here.
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Figure 1.4: Slices of CDM density at z = 5.7, corresponding to and age of 1.0Gyr.

Figure 1.5: Slices of CDM density at z = 1.4, corresponding to and age of 4.7Gyr.

Figure 1.6: Slices of CDM density at z = 0, corresponding to and age of 13.6Gyr.

Clearly, all we can observe are galaxies, whose emitted light is due to the interactions between
particles of ordinary barionic matter, a small fraction of the whole matter content of the Uni-
verse, mainly consisting in CDM: henceforth, in order to get the cosmological informations
on dark matter distribution from galaxies, it is needed to understand the relation between the
distributions of galaxies and that of the dark matter, known as bias problem. Nowadays it is
thought that the two distributions do not coincide, but, according to the dark matter halo model,
it is assumed that the former provides a good tracer for the latter, controlled by (hopefully) a
few bias parameters. The simplest way to define it passes through a perturbative approach,
where the density contrast of galaxies δg in a given position is defined as the Taylor expansion
of the density contrast of dark matter δm at the same position, as:

δg(x) =
∑

n

bn
n!

δm(x), (1.96)
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and currently truncating at the first order, in such a way that δg = b δm and b is called the liner
bias. Moreover, in the middle eighties cosmologists as Kaiser and Bardeen introduced the bias-
ing mechanism [30], providing an ansatz for the structure formation that is considered correct
right now: in particular, it is assumed that observed objects form in regions where the matter
density contrast has a peak over a suitable threshold, namely that structures coincides with
density contrast peaks or, more smoothly, that they form where the matter density field exceeds
a given threshold. The ending Fig.(1.7) represents the large-scale light (galaxy) distribution in
our simulated Universe and, for comparison, the corresponding dark matter distribution, at the
same scale and time.

Figure 1.7: Comparison between the simulated dark matter (left) and light (galaxy) distributions
at the same scale at z = 0.



Chapter 2

A field theory approach to
cosmological dynamics.

2.1 The evolution equations for dark matter.

For the analytical purposes of the present section, we start considering an Einstein-de Sitter
universe, where ρ̄ refers to the isotropic and uniform background density of cold dark matter,
taken to be the sole constituent of the whole matter filling this universe; however, throughout
the work we will repeatedly consider more accurate models. We describe the distribution of
a gas of CDM particles of mass m by the function f(x,p, τ), where, according to the eulerian
description [16], x represents the comoving three-dimensional spatial coordinate, v = dx

dτ the

peculiar velocity, p = amdx
dτ the three-dimensional moment, τ the conformal time (defined by

dτ
dt = 1

a , being t the cosmic time) and a the time dependent scale factor. Actually, f is the
probability distribution function for the DM gas, defined by the following relation:

∫

R3

d3p f(x,p, τ) ≡ ρ(x, τ) ≡ ρ̄(τ)[1 + δ(x, τ)], (2.1)

where ρ(x, τ) is the total density of the DM gas in the coordinate x, written in terms of the

(pure Einstein-de Sitter) background density ρ̄ and the density contrast δ(x, τ) = ρ(x,τ)−ρ̄
ρ̄ . The

evolution of f is governed by the Vlasov equation (1.41):

∂f

∂τ
+

p

am
· ∇f − am∇Φ · ∇pf = 0, (2.2)

where the gravitational potential Φ obeys, at sub-horizon scales, the Poisson equation:

∇2Φ(x, τ) =
3

2
H2(τ)δ(x, τ), (2.3)

where H(τ) ≡ d ln a
dτ = ȧ

a = da
dt = aH(t) is the comoving Hubble parameter.

Due to the non-locality and non-linearity of the Vlasov equation, its analytic solution is not
known. The canonical way to deal with this issue is to consider the moments of f . The N-th
order moment of the distribution function f , is defined as:

M(N)
f =

∫

R3

d3p
pi1pi2 · · · piN

aNmN
f(x,p, τ), (2.4)

29
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in such a way that the 0-order moment is simply Eq.(2.1), that is the density of the gas, while

the following two moments,M(1)
f andM(2)

f are:

M(1)
f =

∫

R3

d3p
pi
am

f(x,p, τ) = ρ(x, τ)vi(x, τ) and (2.5)

M(2)
f =

∫

R3

d3p
pipj
a2m2

f(x,p, τ) = ρ(x, τ)vi(x, τ)vj(x, τ) + σij(x, τ), (2.6)

where vi refers to the components of the peculiar velocity of the CDM gas, while σ is the velocity
dispersion, estimating the degree of orbits crossing among the different particles of the gas.
Setting this quantity to zero is equivalent to have a single valued velocity field at each particle
positions: the so called single-stream approximation. According to this configuration, one keeps
only the first two moments of the Vlasov equation, using the definition of moments of f and
simplifying the results.
The 0-order moment gives the well known continuity equation:

∫

R3

d3p
∂f

∂τ
+

∫

R3

d3p
p

am
· ∇f −

∫

R3

d3p am∇Φ · ∇pf =

=
∂

∂τ

∫

R3

d3p f +
∇
am
·
∫

R3

d3p pf − am∇Φ ·
∫

R3

d3p ∇pf =

=
∂

∂τ
ρ(x, τ) +∇ · (ρ(x, τ)v(x, τ))− am∇Φ ·

∫

Σp∞

dΣp n̂f =

=
∂

∂τ
ρ(x, τ) +∇ · [ρ(x, τ)v(x, τ)], (2.7)

where for the third term we used the Gauss theorem, provided that f(x,p→∞, τ) = 0. Using
the expression (2.1) and specifying the above result at the 0-th order, that is without the density
and velocity perturbations δ and v as in [31], we find the constraint:

∂ρ̄(τ)

∂τ
= 0, (2.8)

that inserted in the previous result gives the following form for the continuity equation:

∂

∂τ
δ(x, τ) +∇ · [(1 + δ(x, τ))v(x, τ)] = 0. (2.9)

The following moment of Vlasov equation gives indeed the Euler equation:

1

m

∫

R3

d3p pi
∂f

∂τ
+

1

m2

∫

R3

d3p
pipj
a

∂f

∂xj
−
∫

R3

d3p a pi
∂Φ

∂xj

∂f

∂pj
=

=
∂

∂τ
(aviρ) + a

∂

∂xj
(ρvivj)− a

∂Φ

∂xj

∫

R3

d3p a pi
∂f

∂pj
=

= avi
∂ρ

∂τ
+

∂a

∂τ
viρ+ a

∂vi
∂τ

ρ+ a
∂ρ

∂xj
vivj + aρvj

∂vi
∂xj

+ aρvi
∂vj
∂xj

+ a
∂Φ

∂xj

∫

R3

d3p fδij =

=
∂a

∂τ
viρ+ a

∂vi
∂τ

ρ+ aρvj
∂vi
∂xj

+ aρ
∂Φ

∂xi
= 0, (2.10)

where for the last term we used the integration by parts with the same assumption on f of
the first case, while the first term of the third line, through the continuity equation, cancels the
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fourth and the sixth term of the same line.
Eventually, we are left with a closed system of equations that solves the Vlasov equation in the
single stream approximation, consistently with [17, 19]:











∂
∂τ δ(x, τ) +∇ · [(1 + δ(x, τ))v(x, τ)] = 0
∂
∂τ v(x, τ) + (v(x, τ) · ∇)v(x, τ) +H(τ)v(x, τ) = −∇Φ(x, τ)
∇2φ(x, τ) = 3

2H
2(τ)δ(x, τ)

. (2.11)

Now, we want to skip to the Fourier transformed of the equations in (2.11), as done in [32, 33,
34]. To do this, it is customary defining the velocity divergence θ(x, τ) = ∇ · ρ(x, τ) and using
it instead of the velocity as one of the two main fields, the other being the contrast. In this
way it can be seen that the system (2.11) reduces to only two independent equations, being the
Poisson equation immediately inserted in the Euler one for the velocity divergence. The Fourier
transformed and anti-transformed of a field g(x) are defined by:

g(k) =

∫

R3

dx

(2π)3
g(x)eik·x and (2.12a)

g(x) =

∫

R3

dk g(k)e−ik·x. (2.12b)

Here, we report the procedure only for the continuity equation, given the strong analogy with
the case of the Euler one. The first step consists in expressing the fields using the form (2.12b):

∂

∂τ

∫

R3

dk′ δ(k′, τ)e−ik′·x +

∫

R3

dk′ θ(k′, τ)e−ik′·x+

+
(

∇
∫

R3

dp δ(p, τ)e−ip·x
)

·
∫

R3

dqv(q, τ)e−iq·x +

∫∫

R3

dpdq δ(p, τ)θ(q, τ)e−i(p+q)·x =

∫

R3

dk′
( ∂

∂τ
δ(k′, τ) + θ(k′, τ)

)

e−ik′·x +

∫∫

R3

dpdq
(q · p

q2
+ 1
)

δ(p, τ)θ(q, τ)e−i(p+q)·x = 0,

(2.13)

where the first term in the sum of the last integral descends from the third term of the left hand
side, once made the derivation in x (giving −ip) and written v = i q

q2 θ: the whole term inside

the parentheses can be indicated with α(q,p) = q·p+q2

q2 .

Taking the Fourier transform of the equation we get:

∫∫

R3

dxdk′
( ∂

∂τ
δ(k′, τ) + θ(k′, τ)

)

ei(k−k′)·x+

∫∫∫

R3

dxdpdqα(q,p)δ(p, τ)θ(q, τ)ei(k−p−q)·x =

=
( ∂

∂τ
δ(k, τ) + θ(k, τ)

)

+

∫∫

R3

dpdq δ(k− p− q)α(q,p)δ(p, τ)θ(q, τ) = 0. (2.14)

An analogue expression can be found for the Euler equation, using the transformed of the Pois-

son equation −k2Φ = 3
2H

2δ and defining β(q,p) = (q+p)2q·p
2q2p2 , in such a way that the system

(2.11) in Fourier space is:

{

∂
∂τ δ(k, τ) + θ(k, τ) +

∫∫

R3 dpdq δ(k− p− q)α(q,p)θ(q, τ)δ(p, τ) = 0
∂
∂τ θ(k, τ) +H(τ)θ(k, τ) + 3

2H
2(τ)δ(p, τ) +

∫∫

R3 dpdq δ(k− p− q)β(q,p)θ(q, τ)θ(p, τ) = 0
.

(2.15)
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We can note that the two functions α(q,p) and β(q,p) encode all the non-linearity and non-
locality of Valsov equation. Setting them to zero we recover the linear (newtonian) theory and
the well-known power law solutions of the above system (the superscript “0” means linear
theory):

δ(0)(k, τ) = δ(0)(k, τin)
( a(τ)

a(τin)

)m

− θ(0)(k, τ)

H(τ)
= mδ(0)(k, τ),

(2.16)

where τin is the initial time, while m = 1 and m = − 3
2 correspond to the growing and the

decaying modes respectively.
Now, following mainly [13], we give a more compact form of the system (2.15). To this end, we
define the vertex matrix γabc(k,p,q), whose only non-zero entries are:

γ121(k,p,q) =
1

2
δ(k− p− q)α(p,q),

γ112(k,p,q) =
1

2
δ(k− p− q)α(q,p),

γ222(k,p,q) = δ(k− p− q)β(p,q),

(2.17)

with the property of parity and the symmetry γabc(k,p,q) = γacb(k,q,p). We also introduce
the Ω-matrix, that in a Einstein-de Sitter model is:

Ω =

(

1 −1
− 3

2
3
2

)

(2.18)

and the field doublet φa (a = 1, 2), set as [35, 36]:

(

φ1(k, η)
φ2(k, η)

)

≡ e−η

(

δ(k, η)

− θ(k,η)
H(η)

)

, (2.19)

where the new time variable is taken to be η = ln a
ain

, ain being the scale factor evaluated at
a primordial (linear) epoch. With this definitions it is clear that the linear growing mode cor-

responds to φ
(0)
a = const. Furthermore, the system (2.15) can be expressed with the following

compact equation, where one has to remind that repeated indices are summed over and re-
peated momenta are integrated over (while ∂η is a shorthand for ∂

∂η ):

(δab∂η +Ωab)φb(k, η) = eηγabc(k,p,q)φb(p, η)φc(q, η). (2.20)

The proof can be made by hand, for example setting a = 1 Eq.(2.20) gives:

(δ1b∂η +Ω1b)φb(k, η) = eηγ1bc(k,p,q)φb(p, η)φc(q, η)
[

(∂η + 1)δ(k, η) +
θ(k, η)

H(η)

]

e−η = − e−η

2H(η)
δ(k− p− q)

[

α(q,p)δ(p, η)θ(q, η) + α(p,q)θ(p, η)δ(q, η)
]

∂ηδ(k, η)− δ(k, η) + δ(k, η) +
θ(k, η)

H(η)
= − 1

H(η)
δ(k− p− q)α(q,p)δ(p, η)θ(q, η)

∂τδ(k, η) + θ(k, η) + δ(k− p− q)α(q,p)δ(p, η)θ(q, η) = 0,

(2.21)



2.1. THE EVOLUTION EQUATIONS FOR DARK MATTER. 33

that is exactly the continuity equation in (2.15), once re-expressing the temporal fields depen-
dence in τ rather than in η. The two addends on the right hand side of the second equation
are indeed the same after an exchange between momenta integration, while the derivation on
η, being related to that on τ by ∂η = 1

H ∂τ , makes possible the simplification of the Hubble pa-
rameter.
Now, we introduce the linear retarded propagator, a very important tool for the following de-
velopments. The linearised version of Eq.(2.20) can be obtained setting the vertex γabc to zero,

in such a way that labelling the corresponding linear doublet as φ
(0)
a (k, η) we get:

(δab∂η +Ωab)φ
(0)
b (k, η) = 0. (2.22)

The linear retarded propagator gab(ηa, ηb) is defined as the Green’s function associated to the
above equation, that is:

(δab∂ηa+Ωab)gbc(ηa, ηb) = δacδ(ηa − ηb), (2.23)

and gives the linear evolution (to ηa) of density and velocity fields from any configuration of

initial conditions (at ηb), because contracting Eq.(2.23) at the right with φ
(0)
c (k, ηb), we obtain:

(δab∂ηa
+Ωab)gbc(ηa, ηb)φ

(0)
c (k, ηb) = φ(0)

a (k, ηb)δ(ηa − ηb), (2.24)

that, taking ηa > ηb (from which the adjective retarded), reduces to Eq.(2.22) if we write:

φ(0)
a (k, ηa) = gab(ηa, ηb)φ

(0)
b (k, ηb), (2.25)

actually giving the evolved doublet of the linearised fields, justifying the name of linear propa-
gator to gab.
It is also straightforward to see that we can obtain the linear growing mode by taking the initial
doublet simply proportional to u =

(

1
1

)

, while for the decaying one v =
(

1
−3/2

)

.
Since it will be useful in the following, we conclude the present part with the derivation of the
full integral solution to Eq.(2.20), that allows moreover to reach the analytical form for the lin-
ear propagator, solution of Eq.(2.23), as done in [3]. Recalling the definition (2.19) of the fields
doublet, we start specifying it as:

φa(k, ηa) = e−ηa φ̃a(k, ηa), (2.26)

that writes Eq.(2.20) in the following way:

(δab∂η + Ω̃ab)φ̃b(k, η) = γabc(k,p,q)φ̃b(p, η)φ̃c(q, η), (2.27)

where one of the two terms of the η-derivation subtracts a δab to the matrix Ω, hence:

Ω̃ =

(

0 −1
− 3

2
1
2

)

(2.28)

We now introduce the time Laplace transform and antitransform respectively as:

g(k, ω) =

∫ ∞

0

dη g(k, η)e−ωη and (2.29a)

g(x, η) =

∫ c+i∞

c−i∞

dω

2πi
g(k, ω)eωη, (2.29b)
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where ω = α+ iβ is a complex variable, often called frequency. Applying the Laplace transform
to Eq.(2.27), we get:

∫ ∞

0

dη (δab∂η + Ω̃ab)φ̃b(k, η) e
−ωη = γabc(k,p,q)

∫ ∞

0

dη φ̃b(p, η)φ̃c(q, η) e
−ωη

ω φ̃a(k, ω)− φ̃b(k, 0) + Ω̃ab φ̃b(k, ω) = γabc(k,p,q)

∫ c+i∞

c−i∞

dω′

2πi
φ̃b(p, ω

′) φ̃c(q, ω − ω′)

σ−1
ab φ̃b(k, ω) = φ̃a(k, 0) + γabc(k,p,q)

∫ c+i∞

c−i∞

dω′

2πi
φ̃b(p, ω

′) φ̃c(q, ω − ω′),

(2.30)

where in the first step we make use of the convolution theorem for Laplace transforms and in

the second step we set σ−1
ab (ω) = ω δab + Ω̃ab, whose inverse is simply:

σ̃(ω) =
1

(2ω + 3)(ω − 1)

(

2ω + 1 2
3 2ω

)

. (2.31)

Next, multiplying the result of the Laplace transform for the above matrix and then straightfor-
wardly antitrasforming we get:

φ̃a(k, η) =
[

∫ c+i∞

c−i∞

dω

2πi
σab(ω)e

ωη
]

φ̃b(k, 0)+

+

∫ η

0

dη′
[

∫ c+i∞

c−i∞

dω

2πi
σab(ω)e

ω(η−η′)
]

γbcd(k,p,q)φ̃c(p, η
′)φ̃d(q, η

′),

(2.32)

that, recovering the old notation for fields, defining the linear propagator gab as:

gab(η) = e−η

∫ c+i∞

c−i∞

dω

2πi
σab(ω)e

ωη (2.33)

and leaving free the initial time, arising simply changing the lower integration extreme from
zero to, say, ηb, the full form of φa is:

φa(k, ηa) = gab(ηa − ηb)φb(k, ηb) +

∫ ηa

ηb

dη′gab(ηa − η′) eη
′

γbcd(k,p,q)φc(p, η
′)φd(q, η

′), (2.34)

meaning that the complete solution is the linear evolution of the initial fields, given by gab, plus
a genuine non-linear correction term.
Of course we have to prove the equivalence between this definition of linear propagator with
the the solution of Eq.(2.23): this naturally is possible and for this reason we have maintained
the same notation. In order to obtain the proof, we need to calculate explicitly the integral in the
definition (2.33): to this aim, we only need a bit of complex analysis, see [37]. Taking η = ηa−ηb,
if η < 0 then gab = 0 for definition of Laplace antitrasformed, while if η > 0 we can define an
integration path closing a semicircle at the left of the line c = Reω⋆, according to the Jordan’s
theorem and choosing the line in such a way it contains the two singularities of the integrand
ω1,2 = − 3

2 , 1, as depicted in Fig.(2.1), taking the limit of infinite ray, R→∞.
Thus, when η > 0 the result of the integration is given by:

gab(η) =
e−η

2πi
{Res [σab(ω)e

ωη]
∣

∣

ω1
+Res [σab(ω)e

ωη]
∣

∣

ω2
}, (2.35)
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ω2

Figure 2.1: Sketch of the integration path γ for the integral in Eq.(2.33).

that can be written in a straightforward way by means of the following two matrices:

A =
e

3
2η

2πi
Res [σab(ω)e

ωη]
∣

∣

ω1=− 3
2

=
1

5

(

2 −2
−3 3

)

,

B =
e−η

2πi
Res [σab(ω)e

ωη]
∣

∣

ω2=1
=

1

5

(

3 2
3 2

)

.

(2.36)

Indeed, using the above matrices, restoring the notation with the explicit initial and final times
and introducing the Heaviside function Θ(ηa − ηb), the result of the integral in (2.33) gives

gab(ηa, ηb) =
[

B +Ae−
5
2 (ηa−ηb)

]

ab
Θ(ηa − ηb), (2.37)

that is remarkably the solution of Eq.(2.23).
Before going on we discuss the extension of the above equations beyond the Einstein-de Sitter
cosmology. In general cosmologies with Ωm < 1, such as the ΛCDM model itself, we can write
the dynamical equation in a way that is formally identical to Eq.(2.20), by means of the linear
growth factor D+(τ), that is defined in the explicit density solution of the linearised system for
a generic cosmology and neglecting initial vorticity [38]:

δ(x, τ) = D+(τ)A(x) +D−(τ)B(x), (2.38)

obeying to the equation (see Eq.(1.54)):

D̈+(τ) +H(τ)Ḋ+(τ)− 4πGa2(τ)D+(τ) = 0 (2.39)

and which depends on time through the scale factor (for Einstein-de Sitter we have D+ = a).
Indeed, if one makes the following replacements [39]:

η −→ ln
D+(a)

D+(ain)
and φ2(k, η) −→

φ2(k, η)

f+(η)
, (2.40)

where f+ = d lnD+(a)
d ln a is the growth rate, one gets formally the same dynamical equation above

(2.20), but with the matrix Ω replaced by:

Ω(η) =

(

1 −1
− 3Ωm(η)

2f2
+(η

3Ωm(η)
2f2

+(η)

)

. (2.41)
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The time-dependence of Ω induces some complications [8]. Indeed, the Laplace transform that
we used to find the complete solution for φa through the linear propagator is no more use-
ful. Due to the fact that Ωm

f2
+
≈ 1 during most of the time evolution, the phenomenologically

interesting cases of ΛCDM-type cosmologies are usually treated using the switches (2.40) and
approximating the above time-dependent Ω matrix with the Einstein-de Sitter one (2.18). Since
the vertex γabc mixes growing and decaying modes, this approximation is expected to work
well in the linear regime and to fail when non-linearities become important: indeed, in this
approximation the growing mode of matter perturbations is treated properly, but oppositely
the decaying mode has the wrong time dependence and the wrong ratio between density and
velocity perturbations.

2.2 Generating functionals and Feynman rules.

2.2.1 The action S and the generating functional Z.

In this section we will apply methods familiar in quantum field theory to cosmological dynam-
ics, in order to establish generating functionals for statistical objects like the power spectrum,
the bispectrum, the propagator and deriving the suitable Feynman rules for a perturbative ap-
proach to their evaluation, mainly following [13]. The first step consists in finding the action S
that gives the dynamic equation (2.20) of the doublet φa, its equation of motion in a field theory
language, at its extrema, where δS = 0. This requires introducing an auxiliary doublet χa so
that, keeping the usual notation for repeated indices and momenta, the action reads:

S = Sfree + Sint =

=

∫ ηf

0

dη [χa(−k, η)(δab∂η +Ωab)φb(k, η)− eηγabc(k,p,q)χa(−k, η)φb(p, η)φc(q, η)],
(2.42)

where we can recognise a sum between a free and an interaction part, respectively the first and
the second addend of the second line of the above expression. Varying the action with respect to
χa gives Eq.(2.20), while varying on φa we find the equation of motion for χ, solved by χa = 0.
It is worth pointing out that although the auxiliary fields χa could appear, at a first glance,
simply a tricky tool by which one writes the action, at a deeper analysis they are related to the
statistics of initial conditions and, as we will see in a while, they heavily enter in the building of
the Feynman rules for the theory, highlighting their physical importance.
The depicted dynamics is a classic, deterministic one, so the probability (or transition ampli-
tude), that the initial field φa(ηin = 0) evolves to the final value φa(ηf ) is not subjected to any
uncertainty and can be expressed by means of a functional Dirac’s delta:

P [φa(ηf );φa(0)] = δ[φa(ηf )− φ̄a(ηf , φa(0))], (2.43)

where φ̄a is the solution to the equations of motions with initial conditions given by φa(η = 0).
As in the above expression, from now on we will often omit the momentum and sometimes
also the temporal dependences of the fields, for clarity. In a quantum field theory fashion, the
probability arises integrating over all the possible paths for a field, weighted appropriately: we
can think to our case as a quantum probability with all the weight given to the classical path φ̄a:

P [φa(ηf );φa(0)] = N
∫

Dφ′′
a δ[φa(η)− φ̄a(η, φa(0))], (2.44)
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where Dφ′′ is the functional measure with the extrema fixed at φa(0) and φa(ηf ), while N is a
normalization factor that we fix consistently to one. Now, following [40, 41], we know function-
als have the following property, inherited by functions:

δf [φ] =
δ(φ− φ0)

|det(f ′[φ0])|
if ∃! φ0 | f [φ0] = 0, (2.45)

and since the solution of Eq.(2.20) is clearly φ̄a, the functional:

F [φ] = (δab∂η +Ωab)φb(k, η)− eηγabc(k,p,q)φb(p, η)φc(q, η) (2.46)

has as unique zero φ̄a and therefore from the previous property it follows that:

δ[φa(η)− φ̄a(η, φa(0))] = δF [φa(η)] |detF [φa(η)]|φa=φ̄a
. (2.47)

Using the integral representation of the functional delta we can rewrite the above expression,
modulo the determinant, as:

δ[φa(η)− φ̄a(η, φa(0))] =

∫

Dχae
i
∫ ηf
0 dη[χa(δab∂η+Ωab)φb−eηγabcχaφbφc] =

∫

Dχa e
iS[χ,φ]. (2.48)

Hence, absorbing the determinant in the normalization factor, given that it has no functional
dependence on φ being evaluated in a specific configuration, and setting it to one by rescaling
the measure, Eq.(2.44) for the probability can be re-expressed as:

P [φa(ηf );φa(0)] =

∫∫

Dφ′′
aDχb e

iS[χ,φ]. (2.49)

The partition function, or generating functional of correlation functions, Z is canonically intro-
duced by means of the sources related to the fields and integrating over all the possible final
states:

Z[Ja,Kb;φa(0)] =

∫∫∫

Dφa(ηf )Dφ′′
aDχb e

i
∫ ηf
0 dη [χa(δab∂η+Ωab)φb−eηγabcχaφbφc+Jaφa+Kaχa].

(2.50)
Clearly, taking Ja = 0 = Ka it results, consistently with [42]:

Z[0] =

∫∫∫

Dφa(ηf )Dφ′′
aDχb e

iS[χ,φ] =

∫

Dφa(ηf )P [φa(ηf );φa(0)] =

=

∫

Dφa(ηf )δ[φa(ηf )− φ̄a(ηf , φa(0))] = 1. (2.51)

Finally, since we are interested in statistical systems, we average the probabilities over the initial
conditions too, with a statistical weight functional for the physical fields φa(0):

Z[Ja,Kb;Cs] =

∫

Dφa(0)W [φa(0), Cs]Z[Ja,Kb;φa(0)]. (2.52)

A good initial weight functional can be expressed in terms of the initial N -points irreducible
connected (see the beginning of Subsection 2.2.3) correlation functions as [43]:

W [φa(0), {Cs}] = e−φa(k,0)Ca(k)−φa(k1,0)Cab(k1,k2)φb(k2,0)+φa(k1,0)φb(k2,0)φc(k3,0)Cabc(k1,k2,k3)+···.
(2.53)
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In this way, the generic disconnected N -th order correlation function C
(N ;disc)
a1,J ,a2,K ,...,aN,J is defined

as:

C(N ;disc)
a1,J ,a2,K ,...,aN,J

(k1,k2, . . . ,kN ) =
(−i)N
Z

δNZ[Ja,Kb;Cs]

δJa1(k1)δKa2(k2) · · · δJaN
(kN )

. (2.54)

Before going on, we give a brief insight trying to explain the physical meaning of correlation
functions, focussing mainly in the 2-point one with a, b = 1, or in Fourier space the matter
power spectrum. First of all, the N -points correlation function define the joint probability to
observe N objects, such as galaxies, in N small volumes at given distances between each other.
In principle, all of them are interesting, but there are at least two reasons making the 2-point one
so important. The first relies on the growing difficulties in handing higher orders correlators,
both from a theoretical and observative point of view, limiting people essentially to the use
of the first three lowest orders ones, with the 2-points function (or autocorrelator) above all.
The second arises from the fact that in gaussian conditions all the even orders correlators are
built only with it, the odds ones being null: thus now, since our Universe roughly follow this
condition, the 2-point function assumes a great importance giving, modulo small corrections,
the building block for the derivation of all the other observables. The 2-point correlator [44]
describes the probability of observing for example two galaxies in whatever two small volumes
dV1, dV2 at a given distance r (or k in Fourier space), the only variable assuming homogeneity
and isotropy. In particular, they define, at a given time, the“excess of probability” in observing
two objects at given distance with respect to what we would observe if the distribution were
fully random:

dP = n̄2[1 + C
(2)
11 (r)]dV1dV2, (2.55)

with n̄ the mean density of objects normalized to one. Hence, we can think to the 2-points
correlation as the granularity index of the Universe, or a part of it, at a given distance: higher

will be C
(2)
11 (r⋆), higher will be the density of objects in the Universe at the scale r⋆. In terms of

the density contrast δ(~x) we can thus define:

C
(2)
11 (r) = 〈δ(x)δ(x+ r)〉 . (2.56)

The brackets of the above expression indicate the statistical ensemble average: it is theoretically
obtained averaging an infinite number of values taken in a set of different universes. Since it is
practically impossible, it is commonly intended as a spatial mean, assuming valid the ergodic
hypothesis that states their equivalence if, as we accept, our Universe is a “fair sample” of the
whole ensemble [18], namely it is sufficiently large to permit the measure on whatever scale
where the value of the observable is relevant.
Closed the digression, in the following we are restricting to the gaussian initial conditions case,
in which case the initial weight functional has the following form:

W [φa(0), Cs] = e−
1
2φa(k,0)Cab(k)φb(−k,0), (2.57)

where Cab(k) is linked to the inverse of the initial power spectrum P 0(k) through:

C−1
ab (k) = P 0

ab(k) ≡ wawbP
0(k), (2.58)

where wa is a combination of the initial growing and decaying modes compatible with the
initial conditions, describing the initial mixture between them: with gaussian initial conditions
and considering only the growing mode, then wa = ua.
Considering the definitions (2.52) and (2.50) one can notice that the generating functional Z can
be trivially recast by means of simple variations as:

Z[Ja,Kb;P
0] = e

−i
∫ ηf
0 dη eηγabc

(

−iδ
δKa

−iδ
δJb

−iδ
δJc

)

Z0[Ja,Kb;P
0], (2.59)
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where Z0 is obtained setting to zero the interaction factor eηγabc in Z, that is the linear theory
generating functional: indeed, clearly limγabcZ→0 = Z0. The above expression is very important
because it allows to find the Feynman rules for the full theory, the building blocks for whatever
statistical estimator in a perturbative approach. We will now compute explicitly Z0. Simplifying
the notation for the integrals, we start from:

Z0[Ja,Kb;P
0] =

∫

Dφa(0)Dφa(ηf )Dφ′′
aDχb e

− 1
2φa(0)P

0−1

ab (k)φb(0)ei
∫ ηf
0 dη [χa(δab∂η+Ωab)φb+Jaφa+Kaχa]

(2.60)
and as the first step we integrate on χb, obtaining:

Z0[Ja,Kb;P
0] =

∫

Dφa δ
[

(δab∂η +Ωab)φb(η) +Ka(η)
]

e−
1
2φa(0)P

0−1

ab (k)φb(0)ei
∫ ηf
0 dη Ja(η)φa(η).

(2.61)
The integration of the Dirac’s delta involves Dφa(ηf )Dφ′′

a and changes the field φa in the last

exponential of the above integral with the solution φ̃a of the classical equation of motion with
source Ka:

(δab∂η +Ωab)φb(η) = −Ka(η), (2.62)

given by (see equations (2.22) and (2.23)):

φ̃a(η) = φ(0)
a (η)−

∫ η

0

dη′ gab(η, η
′)Kb(η

′), (2.63)

in fact:

(δab∂η +Ωab)φ̃b(η) = (δab∂η +Ωab)
[

φ
(0)
b (η)−

∫ η

0

dη′ gbc(η, η
′)Kc(η

′)
]

=

= (δab∂η +Ωab)φ
(0)
b (η)−

∫ η

0

dη′ (δab∂η +Ωab)gbc(η, η
′)Kc(η

′) =

= 0−
∫ η

0

dη′ δacδ(η − η′)Kc(η
′) = −Ka(η).

(2.64)

Hence, using Eq.(2.25) we arrive to the expression:

Z0[Ja,Kb;P
0] =

[

∫

Dφa(0) e
− 1

2φa(0)P
0−1

ab (k)φb(0)ei
∫ ηf
0 dη Ja(η)gab(η,0)φ

(0)
a (0)

]

×

× e−i
∫ ηf
0 dη

∫
η
0

dη′ Ja(η) gab(η,η
′)Kb(η

′),

(2.65)

that can be integrated on the initial fields, because the factor at the second line does not depend

on them, while the term at the first line is a classic gaussian integration with a source Ĵb =
Ja(η)gab(η, 0). Therefore, the final result for the partition function for linear theory Z0 is:

Z0[Ja,Kb;P
0] = e−

∫
dηadηb[

1
2Ja(k,ηa)P

L
ab(k;ηa,ηb)Jb(−k,ηb)+iJa(k,ηa) gab(ηa,ηb)Kb(−k,ηb)], (2.66)

where PL
ab is the power spectrum evolved at linear level:

PL
ab(k; ηa, ηb) = gac(ηa, 0)gbd(ηb, 0)P

0
cd(k). (2.67)

As a check, we compute the power spectrum from (2.54):

〈φa(k, ηa)φb(k
′, ηb)〉 ≡

(−i)2
Z

δ2Z[Ja,Kb;P
0]

δJa(k, ηa)δJb(k′, ηb)

∣

∣

∣

∣

Ja,Kb=0

= δ(k+ k′)Pab(k; ηa, ηb), (2.68)
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by setting Z to Z0, verifying that we obtain (2.67).
Naturally, all the results of linear theory can be recovered from Z0. For instance, from it we read
the first two Feynman rules, that are the linear power spectrum, defined as:

δ(k+ k′)PL
ab(k; ηa, ηb) =

(−i)2
Z0

δ2Z0[Ja,Kb;P
0]

δJa(k, ηa)δJb(k′, ηb)

∣

∣

∣

∣

Ja,Kb=0

(2.69)

and the retarded linear propagator, that with a little rearrangement of the factor i is defined as:

δ(k+ k′)gab(k; ηa, ηb) =
i

Z0

δ2Z0[Ja,Kb;P
0]

δJa(k, ηa)δKb(k′, ηb)

∣

∣

∣

∣

Ja,Kb=0

, (2.70)

while all the other linear statistical evaluators are obtained by further derivations of Z0 with
respect to the sources. The reason for we consider only PL

ab and gab as Feynman rules is that,
at this (linear) stage, they are the only fundamental blocks belonging explicitly to Z0, meaning
that, in perturbation theory, all the other linear statistical objects are built with only these two
objects, in the same fashion of quantum field theory Feynman rules. In a field theoretical lan-
guage, they are the only connected functions obtained by Z0.
Turning the interaction on, that is considering a non-vanishing vertex γabc, one obtains the form
(2.59) for the generating functional Z, from which we infer the third, last Feynman rule, the
trilinear vertex −ieηγabc. Since higher orders in perturbation theory are obtained by expanding
the exponential in powers of the vertex γabc, one can understand that the linear regime, char-
acterized by γabc = 0, corresponds to the tree level order of perturbation theory, not presenting
any interaction.
It appears very helpful to open a brief subsection to recollect the ideas on the Feynman rules,
presenting their graphical and analytical forms.

2.2.2 The Feynman rules.

Fig.(2.2) represents diagrammatically the Feynman rules related to the cosmological dynamic
for a gas of dark matter described by the system (2.15), or equivalently by Eq.(2.20) or also the
action (2.42), with gaussian initial conditions.
In perturbation theory, all the statistical observables, defined by all the non-zero variations of
the generating function Z with respect to the sources evaluated in the zero sources configura-
tion, are obtained using only these three building blocks. In particular, they are:

• the linear retarded propagator gab(ηa, ηb): it arises already in the linear theory, that is at the
tree level of the complete theory. The prefactor in the rule comes from its definition given
in (2.70), while the arrow in the graph of its Feynman rule defines the correct time flow.
Through the linear propagator, defined by Eq.(2.23), we recognize the linear evolution as
a fundamental in the evolution of non-linear statistics;

• the linearly evolved power spectrum PL
ab(k; ηa, ηb): it also arises already in the linear theory.

It is defined by the expression (2.69) and the arrows in its graph define the flowing of
momenta, not depending by the time order at all, while the box indicates the heart of this
rule, that is the linear initial power spectrum. As for the linear propagator, it confirms the
importance of linear evolution even in the full statistics, the true novelty of this rule is the
presence of the linear initial power spectrum. While the linear propagator is completely
fixed by its definition, P 0 depends on the specific cosmological model and in the case of
gaussian initial conditions it contains all the statistical information of the system;
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a, ηa b, ηb
= −i gab(ηa, ηb) (propagator)

a, ηa b, ηb

k −k
= PL

ab(k, ηa, ηb) (linear power spectrum)

a

bc

ka

kbkc
η = −i eηγabc(ka,kb,kc) (interaction vertex)

Figure 2.2: The Feynman rules for the DM gas with action (2.42).

• the interaction vertex γabc(ka,bb,kc): it can be defined as the variation of the partition func-
tion (2.50) with respect to the three fields χa, φb and φc. The rule actually has an hidden
integral on ka, in such a way the vertex definition (2.17) gives the relation ka = kb + kc

among momenta, determining a flow visualized by the arrows in its graph. Thus, the last
graph in the figure, enforcing the momentum conservation delta, can be written in the
following forms:

−ieηγ121(ka,kb,kc) = −
i

2
eη
∫

dkaδ(ka − kb − kc)α(kb,kc) =

= − i

2
eη
∫

dkaδ(ka − kb − kc)
(kb + kc) · kb

k2b
=

= − i

2
eη
∫

dkaδ(ka − kb − kc)
−k2c + k2b + k2b + k2c + 2kb · kc

2k2b
=

= −ieη
∫

dkaδ(ka − kb − kc)
−k2c + k2b + (kb + kc)

2

4k2b
=

= −ieη k2a + k2b − k2c
4k2b

,

(2.71)

or analogously:

−ieηγ112(ka,kb,kc) = −ieη
k2a + k2c − k2b

4k2c
, (2.72)
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or finally:

−ieηγ222(ka,kb,kc) = −ieη
∫

dkaδ(ka − kb − kc)β(kb,kc) =

= −ieη
∫

dkaδ(ka − kb − kc)
(kb + kc)

2kb · kc

2k2bk
2
c

=

= −ieη
∫

dkaδ(ka − kb − kc)
(kb + kc)

2(k2b + k2c + 2kb · kc − k2b − k2c )

4k2bk
2
c

=

= −ieη
∫

dkaδ(ka − kb − kc)
(kb + kc)

2((kb + kc)
2 − k2b − k2c )

4k2bk
2
c

=

= −ieη k2a(k
2
a − k2b − k2c )

4k2bk
2
c

.

(2.73)

As the name says, this rule must be considered, analogously to the quantum field theory
world, as a real vertex, that is with amputated legs: in other words, if the aim of the work
is to build statistics, this rule cannot live without the previous ones, because glued to each
of the three ends of the vertex there must be a propagator (for the a end) or either it or a
power spectrum (for the b, c ones). To conclude, a bit verbosely we remind that the ver-
tex rule encodes all the non-linearity of the theory and that the perturbative approach is
obtained by power expanding the partition function (2.59) in powers of γabc: in this way,
each perturbative order contribution to a n-point correlation function is given diagram-
matically by all the possible combinations of the first two Feynman rules and a number
m = n+2(l−1) of interaction vertices, where l is the loop number, that is the perturbative
order (l = 0, 1, 2, . . . respectively for tree level order and one, two and following loops
orders).

As we know, a diagrammatic approach to the evaluation of statistic observables is not complete
without the rule for the symmetry factors to place in front of loop diagrams in order to account
for their multiplicity. For this theory, the rule is the following: each loop of a given diagram
contributes with a factor “2” times the number of the different kinds of internal lines with which
it is built, that can be only one or two given the above Feynman rules, and the final factor of
this diagram is the product of all these single loops factors related to it, obviously in a number
equal to the total number of loops building up the considered diagram.
An example of the use of these Feynman rules will be exposed in the next chapter.

2.2.3 The generating functional W and the effective action Γ.

The bilinear (free) part Sfree of the action (2.42) can be simply recast, with the use of Eq.(2.23),
as:

Sfree =

∫∫

dηadηb χa(−k, ηa)g−1
ab (ηa, ηb)φb(k, ηb), (2.74)

where g−1
ab , using the matrix relation AefA

−1
fg = δeg , is:

g−1
ab (ηa, ηb) = δ(ηa − ηb)(δab∂ηb

+Ωab); (2.75)

so the generating functional Z in (2.59) can be written as:

Z[Ja,Kb;P
0] =

∫∫

DφaDχb e
− 1

2

∫∫
dηadηb χaP

0
abδ(ηa)δ(ηb)χb+i

∫
dη [χag

−1
ab

φb−eηγabcχaφbφc+Jaφa+Kaχb].

(2.76)
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Recalling what we said about the role of the χa fields in the Subsection 2.2.1, we can now ob-
serve that the primordial power spectrum P 0

ab is directly coupled only to the χa-field, confirm-
ing that these fields encode the information on the statistics of the initial conditions.
From a graphical point of view, typical of Feynman diagrams, a disconnected correlator CN ;disc

a1,...,aN

can be depicted as a certain series of diagrams, each of them made of lines connecting a number
N of points, but in general with some contributions where not all the lines are interconnected
between each others, making up disconnected graphs. However, a lot of times it is necessary
limiting the correlation functions to the sole connected ones, for which each diagram of the se-
ries can be drawn “keeping the pen on the sheet”. Following the usual approach of quantum
field theory [42], we introduce the generating functional of connected Green functions W as:

W [Ja,Kb] = −i lnZ[Ja,Kb], (2.77)

through which we can define the classical (or more formally the expectation values of the) fields
φa and χa in the following way:

φcl
a [Jc,Kd] =

δW [Jc,Kd]

δJa
and χcl

a [Jc,Kd] =
δW [Jc,Kd]

δKa
. (2.78)

Furthermore, the full connected Green functions can be written in terms of full one-particle
irreducible (1PI) Green functions. A 1PI correlation function is defined as that one whose graph,
obtained by using the Feynman rules, cannot be reduced to two disconnected parts by operating
a single cut in whatsoever its internal part, resulting irreducible by a single cut. Thus, we define
the effective action Γ as the Legendre transform of W :

Γ[φcl
a , χ

cl
b ] = W [Ja,Kb]−

∫

dη dk[Ja(k, η)φ
cl
a (k, η) +Kb(k, η)χ

cl
b (k, η)], (2.79)

whose functional derivatives with respect to the classical fields give rise to the complete set of
1PI Green functions. Note that in the above definition we explicitly indicated the integration
over momenta.
Before going on, once introduced the four identities:

δφcl
a (k

′, η′)

δφcl
b (k, η)

= δ(k′−k)δ(η′−η)δab,
δφcl

a

δχcl
b

= 0,
δχcl

a (k
′, η′)

δχcl
b (k, η)

= δ(k′−k)δ(η′−η)δab,
δχcl

a

δφcl
b

= 0,

(2.80)
it appears important to introduce the following fundamental relation:

δΓ[φcl
a , χ

cl
b ]

δφcl
a (k, η)

=

∫

dη′dk′
[δW [Jc,Kd]

δJb(k′, η′)

δJb(k
′, η′)

δφcl
a (k, η)

+
δW [Jc,Kd]

δKb(k′, η′)

δKb(k
′, η′)

δχcl
a (k, η)

]

+

−
∫

dη′dk′
[

Jb(k
′, η′)δ(k′ − k)δ(η′ − η)δab +

δJb(k
′, η′)

δφcl
a (k, η)

φcl
b (k

′, η′) +
δKb(k

′, η′)

δφcl
a (k, η)

χcl
b (k

′, η′)
]

=

=

∫

dη′dk′
[

φcl
b (k

′, η′)
δJb(k

′, η′)

δφcl
a (k, η)

+ χcl
b (k

′, η′)
δKb(k

′, η′)

δφcl
a (k, η)

]

− Ja(k, η)+

−
∫

dη′dk′
[δJb(k

′, η′)

δφcl
a (k, η)

φcl
b (k

′, η′) +
δKb(k

′, η′)

δφcl
a (k, η)

χcl
b (k

′, η′)
]

= −Ja(k, η),
(2.81)

meaning in words that the variation of Γ with respect to a field gives the opposite of the source
associated to that field.
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Formally defining a generic N -point 1PI Green function as:

δ(

N
∑

s=1

ks)Γ
(N)
φa1

χa2
···χaN

({ks}, {ηs}) ≡
δNΓ[φcl

a , χ
cl
b ]

δφcl
a1
(k1, η1)δχcl

a2
(k2, η2) · · ·χcl

an
(kn, ηn)

∣

∣

∣

∣

φcl
a ,χcl

b
=0

, (2.82)

in the context of the DM gas dynamics of generating functional Z expressed in (2.76) and using
the definition (2.77) for the generator W and (2.79) for the effective action Γ, it can be proved
that all the N -point 1PI functions with only φ-type legs are zero. We can understood this at a
perturbative stage, always following [13], reminding that at l-loop order a generic 1PI N -point
function has a fixed number m of interaction vertices, as stated in Subsection 2.2.2, and for each
vertex at most one of the three fields can be free, that is external, not glued with another via a
propagator or a power spectrum, in order to preserve its 1PI characteristic; what’s next, is that

to have a function as Γ
(N)
φa1 ···φaN

with only φ-type external legs, it is mandatory that each χ-type

leg of the vertices must be contracted, clearly only via the propagator, to a φ-leg: even by in-
duction to higher loops, one can realize that any diagram contributing to the graph of whatever
N -point 1PI function with only φ-type external legs contains at least one loop made up only of
propagators, that vanish due to the presence of the Heaviside function, since it cannot contem-
poraneously be, say, η1 > η2 for one line and η2 > η1 for the other.
We are now going to analyse the four second functional derivatives of the effective action com-
puted at vanishing sources, that are the complete set of four 2-point PI correlators we can built.

Actually, one is just Γ
(2)
φaφb

= 0, while the other three can be written by definition as:






















Γ
(2)
φaφb

= 0

Γ
(2)
φaχb

= g−1
ba − Σφaχb

Γ
(2)
χaφb

= g−1
ab − Σχaφb

Γ
(2)
χaχb = iP 0

ab(k)δ(ηa)δ(ηb) + iΦab,

(2.83)

where we isolated the linear (free) parts, the first terms at the right hand side of the equations,
and the fully non-linear contributions. Now, from the definition of generating functional of
connected correlation functions (2.77), we define the full propagators and power spectrum, that
being connected 2-point Green functions are given by the second functional derivatives of W as
(ignoring the time dependence):



















































δ2W [Ja,Kb]
δJa(k1)δJb(k2)

∣

∣

∣

∣

Ja,Kb=0

≡ iδ(k1 + k2)Pab({ks})

δ2W [Ja,Kb]
δJa(k1)δKb(k2)

∣

∣

∣

∣

Ja,Kb=0

≡ −δ(k1 + k2)Gab({ks})

δ2W [Ja,Kb]
δKa(k1)δJb(k2)

∣

∣

∣

∣

Ja,Kb=0

≡ −δ(k1 + k2)Gba({ks})

δ2W [Ja,Kb]
δKa(k1)δKb(k2)

∣

∣

∣

∣

Ja,Kb=0

= 0.

. (2.84)

Furthermore, we consider given the definitions of the quantities W
(2)
φφ ,W

(2)
φχ ,W

(2)
χφ ,W

(2)
χχ , in per-

fect analogy to their Γ-counterparts in the definition (2.82). Now, making use of the definitions
in (2.80) and the result (2.81), one can prove that the four derivatives written in (2.84) form the
opposite of the inverse matrix made up with the four quantities in (2.83). 1 Hence, starting from

1Actually, here we must think a general functional F [ϕ] to be the inverse of G[ϕ] in a functional sense, that is if it
results [45]:

F [ϕ(x)]G[ϕ(y)] = δ(x− y). (2.85)
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some straightforward identities we obtain:

δφa(x)

δφa(y)
= δ(x− y) =

δ

δφa(y)

( δW

δJa(x)

)

=

∫

dz

[

δ2W

δJb(z)δJa(x)

δJb(z)

δφa(y)
+

δ2W

δKb(z)δJa(x)

δKb(z)

δφa(y)

]

=

= −
∫

dz

[

δ2W

δJb(z)δJa(x)

δ2Γ

δφa(y)δφb(z)
+

δ2W

δKb(z)δJa(x)

δ2Γ

δφa(y)δχb(z)

]

(2.86)

and evaluating the equation at φa, χb = 0 for the derivatives of the effective action Γ and at
Ja,Kb for those of the generator W , denoting this procedure with the symbol (⊜) and thus
looking at the first of (2.83), we have:

δ(x− y) ⊜ −
∫

dz
δ2W

δKb(z)δJa(x)

∣

∣

∣

∣

Ja,Kb=0

δ2Γ

δφa(y)δχb(z)

∣

∣

∣

∣

φa,χb=0

, (2.87)

obviously verified by the expression:

δ2W

δJa(x)δKb(z)

∣

∣

∣

∣

Ja,Kb=0

= −
[

δ2Γ

δφa(y)δχb(z)

∣

∣

∣

∣

φa,χb=0

]−1

, (2.88)

that is what we wanted to show, modulo a Fourier transform, which, using the definitions in
(2.83) and (2.84), gives:

Gab(k, ηa, ηb) = [Γ
(2)
φaχb

(k, ηa, ηb)]
−1 = [g−1

ba − Σφaχb
]−1(k, ηa, ηb). (2.89)

This expression should formally be interpreted as a Taylor expansion around the linear propa-
gator, in the following way:

Gab(k, ηa, ηb) = gab(ηa, ηb) +

∫ ηa

0

dηc

∫ ηb

0

dηd gac(ηa, ηc)Σφcχd
(k, ηc, ηd)gdb(ηd, ηb)] + . . . (2.90)

Using analogous methods, we can also relate the power spectrum with the functions defined in
(2.83) and with the full propagator, getting:

Pab(k, ηa, ηb) = P I
ab(k, ηa, ηb) + P II

ab (k, ηa, ηb) =

=

∫ ηa

0

dηc

∫ ηb

0

dηd Gac(k, ηa, ηc)Gbd(k, ηb, ηd)[P
0
cd(k)δ(ηc)δ(ηd) + Φab(k, ηc, ηd)] =

= Gac(k, ηa, 0)Gbd(k, ηb, 0)P
0
cd(k) +

∫ ηa

0

dηc

∫ ηb

0

dηd Gac(k, ηa, ηc)Gbd(k, ηb, ηd)Φab(k, ηc, ηd).

(2.91)

2.3 Galilean invariance.

We conclude the present chapter giving an insight into galilean invariance, a crucial symmetry
of the dynamical system we are considering. Its importance relies on the fact that it implies
powerful constraints on the structure of the fully non-linear statistics both at a perturbative and
non-perturbative level: the Ward identities and consistency relations.
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2.3.1 Definition and invariance of the action.

A galilean transformation in physical coordinates is defined as follows by means of a constant
boost velocity w:

t′ = t,

R′ = R−wt,

V′ = V −w.

(2.92)

Since the comoving coordinate x and the conformal time τ are related to the physical ones by
the scale factor a(τ) as:

R = ax,

dt = a dτ
(2.93)

and remembering that the peculiar velocity is v = dx
dτ , the above transformation becomes:

R′ = R−wt −→ ax′ = ax−w

∫ τ

0

dτ ′a(τ ′) −→ x′ = x−w
1

a(τ)

∫ τ

0

dτ ′a(τ ′),

V′ = V −w −→ d

dt
R′ =

d

dt
R−w −→ 1

a

d

dτ
(ax′) =

1

a

d

dτ
(ax)−w −→

−→ ȧ

a
x′ + v′ =

ȧ

a
x+ v −w −→ ȧ

a
x− ȧ

a
w
1

a

∫ τ

0

dτ ′a(τ ′) + v′ =
ȧ

a
x+ v −w −→

−→ v′ = v −w

(

1− ȧ

a

1

a

∫ τ

0

dτ ′a(τ ′)

)

,

(2.94)

bringing to the comoving-conformal form of the galilean tranformation:

τ ′ = τ,

x′ = x−wT,

v′ = v −wṪ ,

(2.95)

with:

T (τ) =
1

a(τ)

∫ τ

0

dτ ′a(τ ′),

Ṫ (τ) =
dT

dτ
=

(

1− ȧ

a

1

a

∫ τ

0

dτ ′a(τ ′)

)

= 1−H(τ)T (τ).

(2.96)

The main difference with the physical form is represented by the fact that here the galilean

transformation must be regarded as a boost by a time-dependent velocity w̃(τ) = wṪ (τ), see
for instance [46].
Both the invariances of Eq.(2.20) and the action (2.42) physically come from the invariance of
the Vlasov equation, defined by means of the total time derivative of the DM phase-space dis-
tribution function f(x,p, τ) as:

d

dτ
f(x,p, τ) = 0, (2.97)

that results in Eq.(2.2), with p = amv the conjugated momentum to the peculiar velocity, whose
galilean transformation is simply:

p′ = p− am Ṫw. (2.98)
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Indeed, the distribution f is a scalar under galilean transformation:

f ′(x′,p′, τ) = f(x,p, τ), (2.99)

thus, using the transformation laws we have:

d

dτ
f ′(x′,p′, τ) ≡

(

∂

∂τ
+ v′i

∂

∂x′
i

+ ṗ′i
∂

∂p′i

)

f ′(x′,p′, τ) =

(

∂

∂τ
+ (vi − wiṪ )

∂

∂xi
+

+
(

ṗi −
d

dτ
(am Ṫ )wi

) ∂

∂pi
+ wiṪ

∂

∂xi
+

d

dτ
(am Ṫ )

∂

∂pi

)

f(x′ +wT,p′ + am Ṫw, τ) =

=

(

∂

∂τ
+ vi

∂

∂xi
+ ṗi

∂

∂pi

)

f(x,p, τ).

(2.100)

Expanding Vlasov equation in the first three moments and considering the single-stream ap-
proximation, we retrieve Eq.(2.20) and the related action (2.42). In order to prove their galilean
invariance, we need to know the transformation of the doublet (2.19) under a galilean boost.
Using Fourier transform (2.12b) we have:

∫

R3

dk e−ik·xφa(k, η) =

∫

R3

dk e−ik·(x−wT )e−ik·wTφa(k, η) =

∫

R3

dk e−ik·(x−wT )φ̆a(k, η),

(2.101)
from which we get that the Fourier transformed of φa(x−wT, τ) is φ̆a = e−ik·wTφa; furthermore,
we can write the galilean transformation of the doublet as:

φa(k, τ) −→ e−ik·wTφa(k, τ)− ik ·we−η∂ηT (η)δ(k)δa2. (2.102)

The second piece plays a role only in the right hand side of Eq.(2.20), where, due to the presence
of terms at the order of 1/k coming from the vertex function, it gives a non-trivial contribution,
while on the other side it is not the case; hence, the galilean transformation of Eq.(2.20) is:

(δab∂η +Ωab)
[

e−ik·wT (η)φb(k, η)
]

= eη
∫∫

dpdq γabc(k,p,q)e
−i(p+q)·wT (η)×

×
[

φb(p, η)− ip ·we−η∂ηTδ(p)δb2
][

φc(q, η)− iq ·we−η∂ηTδ(q)δc2
]

.

(2.103)

As one can see, the right hand side is made up of four terms: the last, namely the one obtained
multiplying the two last terms in the brackets at the second line, obviously vanishes due to the
presence of the two Dirac’s deltas, while the two mixed terms sum up to precisely cancel the
phase term arising deriving the exponential in the left side. Indeed, in the context of the above
expression, considering the term:

p ·w δ(p)γabc(k,p,q)δb2 φc(k, η), (2.104)

we see that the Kronecker’s delta forces to consider only the middle index “2” for the interaction
vertex, while the momentum Dirac’s delta coming from the transformation acts setting to zero
the contribution coming from the momentum p when summed with q in the definitions for the
functions α and β made in Section 2.1, in such a way the above expression results in:

p ·w δ(p)γabc(k,p,q) =
1

2

p · qp ·w
p2

δb2δacδ(k− p− q)δ(p), (2.105)
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and analogously for the homologous term obtained by means of the exchange p ←→ q. Thus,
using the condition k = p+ q for the exponential, we have:

e−ik·wT (η)
[

(δab∂η +Ωab)φb(k, η)− ik ·w∂ηTφa(k, η)
]

=

= e−ik·wT (η)

[

eη
∫∫

dpdq γabc(k,p,q)φb(p, η)φc(q, η)+

− ∂ηTφa(k, η)

∫

dp
ip · qp ·w

p2
δ(p)

]

,

(2.106)

that is precisely Eq.(2.20), enforcing galilean invariance, because the term at the third line can-
cels against the second of the first line, the phase term.
Considering the action (2.42), we recall that it was built in such a way that the variation with
respect to the field χa gave Eq.(2.20), that are galileian invariant. Imposing that under a galilean
boost this field transforms as:

χa(k, η) −→ e−ik·wT (η)χa(k, η), (2.107)

one easily verifies that under the galilean transformations (2.102) and (2.107), the action remains
invariant modulo a vanishing term arising in Sfree coming from the second part of (2.102), that
is eventually:

S −→ S +

∫

dηdkχa(−k, η)(δa2∂η +Ωa2)ik ·we−η∂ηTδ(k). (2.108)

2.3.2 Consistency relations.

As pointed out in [46, 47, 48], one of the most interesting consequences of the class of symmetry
we have discussed is the appearing of consistency relations between correlators. Specifically,
they relate (n + 1)-correlation functions containing a soft (long, with low wavenumber) mode
to the to n-point correlation functions of the short (with higher wavenumbers) modes. In the
following, we focus the discussion on correlation functions involving matter density fields, but
similar consistency relations may be found involving also the velocity perturbations, even in
various combinations with matter density ones.
We start stating that the action (2.42) and consequently the equation of motion (2.20) are actually
invariant for a generalised version of the galilean transformation defined by (2.95), that is for:

τ ′ = τ,

x′ = x− n(T ),

v′ = v − ṅ(T ),

(2.109)

where the dot denotes the differentiation with respect to the conformal time as always, while
T (τ) is defined in the same way as in (2.96); the canonical galilean transformation is recovered
choosing n(T ) = wT . Now, we consider the generic n-point correlation function of short modes
matter density contrasts 〈δk1

δk2
· · · δkn

〉, with the points supposed to be contained in a sphere
of radius R much smaller than the long wavelength mode of size about q−1 and centered at the
origin of the coordinates. The invariance of our system with respect to the above generalised
class of transformations means that if we choose n in such a way to generate a long wavelength
mode for the velocity perturbation vL(τ,0):

n(τ) =

∫ τ

τin

dτ ′vL(τ
′,0), (2.110)
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then the correlator of the short wavelength modes in the background of the long wavelength
mode perturbation should satisfy the relation, in real space:

〈δ(τ1,x′
1)δ(τ2,x

′
2) · · · δ(τn,x′

n)〉vL
= 〈δ(τ1,x1)δ(τ2,x2) · · · δ(τn,xn)〉 , (2.111)

asserting nothing else that the effect of a physical long wavelength velocity perturbation onto
the short modes should be indistinguishable from the long wavelength mode velocity generated
by the transformation δx = −n; in momentum space this gives:

〈δq(τ)δk1
(τ1)δk2

(τ2) · · · δkn
(τn)〉q→0

= 〈δq(τ) 〈δk1
(τ1)δk2

(τ2) · · · δkn
(τn)〉vL

〉 . (2.112)

But the variation of the n-point correlator under such a transformation is given by:

δ 〈δ(τ1,x1)δ(τ2,x2) · · · δ(τn,xn)〉 =
∫

R3

· · ·
∫

R3

dk1 · · · dkn 〈δk1
(τ1)δk2

(τ2) · · · δkn
(τn)〉×

× e−i(k1·x1+k2·x2+···+kn·xn)
n
∑

a=1

δxa · (−ika) =

=

∫

R3

· · ·
∫

R3

dk1 · · · dkn 〈δk1(τ1)δk2(τ2) · · · δkn
(τn)〉×

× ei(k1·x1+k2·x2+···+kn·xn)
n
∑

a=1

na(τa) · (ika),

(2.113)

from which we find that (2.112) becomes:

〈δq(τ)δk1(τ1)δk2(τ2) · · · δkn
(τn)〉q→0

= i 〈δk1(τ1)δk2(τ2) · · · δkn
(τn)〉

n
∑

a=1

ka · 〈δq(τ)na(τa)〉 .

(2.114)
Now, since for a ΛCDM model it is:

n(τ) =

∫ τ

τin

dτ
′

vq(τ
′) = i

q

q2

∫ τ

τin

dτ
′

H(τ ′)
d lnD+(τ ′)

d ln a(τ ′)
δq(τ

′) = i
q

q2

∫ τ

τin

dτ
′

H(τ ′)f+(τ
′)δq(τ

′) =

= i
q

q2

∫ τ

τin

dτ
′

H(τ ′)a(τ ′)
d lnD+(τ ′)

da
δq(τ

′) = i
q

q2

∫ τ

τin

dτ
′

H(τ ′)
1

H(τ ′)

d lnD+(τ ′)

dτ ′

D+(τ ′)

D+(τin)
δq(τin) =

= i
q

q2

∫ τ

τin

dτ
′ dD

+(τ ′)

dτ ′

1

D+(τin)
δq(τin) = i

q

q2
δq(τ),

(2.115)

where D+ and f+ are the growth factor and the growth rate respectively, hence (2.114) becomes:

〈δq(τ)δk1(τ1)δk2(τ2) · · · δkn
(τn)〉′q→0

= −Pδ(τ, q)

n
∑

a=1

D+(τa)

D+(τ)

q · ka

q2
〈δk1

(τ1)δk2
(τ2) · · · δkn

(τn)〉′ =

= −eηPδ(τin, q)

n
∑

a=1

eηa
q · ka

q2
〈δk1(τ1)δk2(τ2) · · · δkn

(τn)〉′ ,

(2.116)

where the primes indicate that one should remove the Dirac deltas coming from the momentum
conservation and Pδ means the density-density power spectrum, related to P11 by a factor e2η

at equal times, assuming homogeneity and isotropy.
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The above relation links the (n + 1)-th order correlator with one soft momentum to the n-th
order one, as anticipated. A fundamental consequence is that, if the correlators are computed
at equal times, the right hand side of the above equation vanishes by momentum conservation
eliminating an important divergent contribute in the IR limit (q ≪ k); for instance, for the
bispectrum we get:

〈δq(τ)δk1
(τ1)δk2

(τ2)〉′ = −eηPδ(τin, q) (e
η1 − eη2) 〈δk1

(τ1)δk2
(τ2)〉′ , (2.117)

that of course vanishes if the times of the hard modes are the same.
We conclude this section highlighting that the result in (2.116) can be obtained working in a
fully field theory approach by using the Ward identities of the theory, perfectly analogous to
the famous relations bringing this name in the quantum world, for instance in quantum electro-
dynamics and generally in Yang-Mills theories. They stem from the the generating functional,
have lots of applications, and their existence and form are completely determined by it and its
symmetries. In the following we simply derive them for our system according to pure galilean
invariance, although we won’t use them to find the relation (2.116) another time.
Let’s consider an infinitesimal galilean transformation, determined by setting the parameter w
as infinitesimally small; in this way, under such a transformation the fields φa and χa transform
according to the infinitesimal versions of (2.102) and (2.107), found straightforwardly by Taylor
development of the exponential:

δφa(k, η) = −ik ·w
(

T (η)φa(k, η) + e−η∂ηT (η)δ(k)δa2
)

,

δχa(k, η) = −ik ·wT (η)χa(k, η).
(2.118)

At the same way we can obtain the infinitesimal variation of the generating functional Z (2.76)
for an infinitesimal galilean transformation:

δZ =

∫

DφaDχb e
{··· }

∫∫

dηdk (k ·w)×

×
{

T (η) [Ja(−k, η)φa(k, η) +Ka(−k, η)χa(k, η)] +

+ [J2(−k, η) + χa(−k, η)(δa2∂η +Ωa2)] e
−η∂ηδ(k)T (η)

}

,

(2.119)

where e{··· } stays for the terms making the integrand of Z, that is: Z =
∫∫

Dφaχb e
{··· }. How-

ever, the generating functional Z is invariant for these transformations, implying δZ = 0, and
therefore, using the relations between effective action and sources (Eq.(2.81) and the homolo-
gous) we get:

∫∫

dηdk (k ·w)

{

T (η)

[

δΓ

δφcl
a (η,−k)

φa(k, η) +
δΓ

δχcl
a (−k, η)

χa(k, η)

]

+

+

[

δΓ

δφcl
2 (−k, η)

− χa(−k, η)(δa2∂η +Ωa2)

]

e−η∂ηδ(k)T (η)

}

,

(2.120)

the Ward identity of our cosmological system. Different one-particle irreducible Green functions
can be related to each other by taking functional derivatives of this expression and then setting
the fields to zero; an equivalent expression, but in terms of the generator W and the sources,
can be obtained from δZ = 0 using the definitions of classical fields (2.78), generating relations
between connected correlators. Considering generic n-point correlators and making use of these
relations obtained from the above Ward identity, allows to recover the result in (2.116).



Chapter 3

The linear response function.

3.1 Motivation and definition.

As anticipated in the Introduction, this thesis aims to study the properties of the large-scale
structure of our Universe. In fact, the LSS is widely considered to possibly unveil important ge-
ometrical features and constraints on the energetic content of the Universe, henceforth a number
of wide field galaxy surveys, such as the EUCLID large-scale project, is planned in the coming
decade, aiming to determine these properties with an unprecedented accuracy. In order to reach
this high level of accuracy, the above measurements require the use of the statistical properties
of the LSS (the most important of them being power spectra, bispectra and trispectra) up to
scales entering in the weakly non-linear regime, where obviously the sole linear theory cannot
be used, but meanwhile these observables need to be shielded from the (strongly non-linear)
details of small (galactic and below) scales typical of astrophysics [14]. Beside the experimental
effort, it is clear that the achievement of such a project could not be possible if these LSS proper-
ties will not be predicted theoretically from numerical N-body simulations or analytical models
for any given kind of cosmology.
In Section 2.1, in particular from the system (2.15), we were made aware that the mode couplings
between different scales are unavoidable, so we can reformulate the above question predicting
quantitatively how, for any cosmology, small-scale structures impact the evolution of statistical
objects at larger scales, which are typically in the weakly non-linear regime. An innovative way
to solve such a question deals with the use of a two-variable kernel function, defined as the
linear response at a wavemode k with respect to an initial perturbation of the primordial linear
power spectrum at a wavemode q.
Following [15], in order to give the formal definition of the linear kernel, we consider the fully
non-linear power spectrum at the final time η and at a wave mode k, Pab(η;k), as a func-
tional of the primordial linear power spectrum predicted by a particular cosmological model,
given at some initial time ηin and function of the wavemodes {q} ∈ R

3, namely written as
P 0(ηin;q), in such a way we can express the full dependence of the non-linear power spectrum
as Pab[P

0](ηin, η;k). The subscripts (a, b = 1, 2) of the evolved power spectrum are related to the
two different type of fields we can use to define the power spectrum for a dark matter particle
gas, the value “1” referring to the gas matter density and the value “2” for its velocity diver-
gence, as seen in the previous chapter. The next step consists in considering a reference linear
primordial power spectrum P̄ 0(ηin;q) and taking P 0(ηin;q) to be a slight modification, or per-
turbation, of it: for example, P̄ 0 could be taken as the standard cosmological model (ΛCDM)
one, by means of the best fit Planck parameters, while P 0 could be obtained from it either

51
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by slightly changing its amplitude around some scale q0, or by slightly changing some of the
cosmological parameters. In the following we will consider both cases. Then, we expand func-
tionally the non-linear power spectrum Pab around the reference one P̄ 0, obtaining:

Pab[P
0](ηin, η;k) = Pab[P̄

0](ηin, η;k)+

+

∞
∑

n=1

1

n!

∫

· · ·
∫

dq1 · · · dqn
δnPab[P

0](ηin, η;k)

δP 0(q1) · · · δP 0(qn)

∣

∣

∣

∣

P 0=P̄ 0

δP 0(q1) · · · δP 0(qn),

(3.1)

where δP 0(q) ≡ P 0(q)− P̄ 0(q). Introducing spherical coordinates Eq.(3.1) becomes:

Pab[P
0](ηin, η;k) = Pab[P̄

0](ηin, η;k) +

∫

dq

q
Kab(k, q,Ωq; η, ηin)δP

0(q,Ωq) +O[(δP 0(q))2],

(3.2)
from which, assuming spatial isotropy, it follows the definition of the linear response function
(LRF) Kab:

Kab(k, q; η, ηin) ≡ q3
∫

dΩq

δnPab[P
0](ηin, η; k)

δP 0(q)

∣

∣

∣

∣

P 0=P̄ 0

. (3.3)

Here, it is important to note that, despite its name, the linear response function is a fully non-
linear object, fundamentally because Pab[P

0] is non-linear: indeed, in a perturbative approach
the LRF receives contributions at all orders: take any l-loop order diagram contributing to the
power spectrum, substitute one linear power spectrum with δPab, the second term of the right
hand side of (3.2), and repeat the operation for each linear power spectrum.
The SPT expansion corresponds to the “singular” choice: P̄ 0 = 0 in (3.1), in which case the LRF
gives exactly the linear perturbative kernel. For any non-vanishing choice, the LRF contains all
orders in P̄ 0 and can be computed either in SPT or with methods beyond SPT, and it can also
be measured in N -body simulations. Finally, we note that the LRF is adimensional.
Coming back to the beginning of this section, we see that this object answers the questions we
made. From a practical point of view the LRF can be used to obtain the most important LSS
non-linear statistical observable, the evolved power spectrum, for cosmologies with primordial
power spectra slightly different from the reference one, once the non-linear evolved one gen-
erated by the latter has been computed, for example by N -body simulations; however, from a
more fundamental point of view, the linear kernel is crucial when we need to quantify the cou-
pling between different modes at a fully non-linear level, because it encodes how much a slight
modification of the initial conditions at a scale with mode q impacts on the non-linear power
spectrum evolved at later times at a scale with mode k.
In Fig.(3.1) we can see a linear kernel function computed by means of N -body simulations: it
is evident the strong peak corresponding to k = q, arising trivially at linear level, meaning re-
markably that the most important contribute to the evolution of structures (matter density) at a
given comoving wavemode k comes, at all the precedent times, from the properties at the same
scale, but of course it also depends on the other scales, presenting non-linear couplings that
gradually grow with time, making progressively the peak feature less significant; furthermore,
we can observe that a large contribution comes from small wavemodes, suggesting that the
growth of structures is dominated by modes flowing from larger to smaller scales: indeed, the
formation of structures is more effectively amplified when it is part of a larger structure than
when it contains only small scales features.
Before going on, an observation concerning the initial time ηin. Surely, it definitely has a great
impact on the above definition, fixing the reference initial power spectrum: thus, for the analytic
calculations performed throughout the text, we safely consider ηin = −∞, differently from the
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Figure 3.1: Linear response function measured by means of simulations for a flat ΛCDM
universe, from [14]. The cosmological parameters used are (Ωm,Ωb/Ωm, h, 109As, ns) =
(0.279, 0.165, 0.701, 2.49, 0.96). In particular, we see plotted the absolute value of the kernel
multiplied by the linearised version of the evolved matter power spectrum of the model for
various redshifts, as a function of the primordial wavemode q for the fixed final wavemode
k = 0.161hMpc−1.

previous chapter, while when we will use a computational approach, this becomes a numerical
issue, and we will refer to a suitable high redshift value. Furthermore, for compactness the ini-
tial time dependence of the linear kernel will be often ignored.
Finally, we make the reader aware that throughout the present chapter we are acting in accom-
plishment of the notation 〈φa(k)φb(k

′)〉 = (2π)3δ(k+ k′)Pab(k), not used elsewhere in this text
but widely used in literature: as a consequence, the evolved power spectrum Pab will present a
factor 1/(2π)3.

3.2 The linear kernel in terms of 1PI functions.

Remembering the definitions of the non-linear (full) power spectrum in (2.68) and the generat-
ing functional Z in (2.76), the equal time power spectrum takes the form:

〈φa(k, η)φb(k
′, η)〉 =

∫∫

DφaDχb

[

e
− 1

2

∫
dq

(2π)3
χc(−q,ηin)ucP

0(q)udχd(q,ηin)+iS[φa,χb]
]

φa(k, η)φb(k
′, η),

(3.4)
where the action, defined in (2.42), reads:

S[φa, χb] =

∫ η

ηin

dη′
[

∫

dq

(2π)3
χc(−q, η′)(δcd∂η′ +Ωcd)φd(q, η

′)+

− eη
′

∫

dq

(2π)3

∫

dp

(2π)3
γabc(q+ p,q,p)χa(−q− p, η′)φb(q, η

′)φc(p, η
′)
]

.

(3.5)
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It is worth specifying that the above definition of matter power spectrum 〈φ1φ1〉 is related to the
“density-density” 〈δδ〉 one (2.56) by 〈δδ〉 = e2η 〈φ1φ1〉 at equal time, by consequence of (2.19). If
not explicitly said, analytical results are carried on referring to the φ fields.
Now, if we take the functional derivative of (3.4) with respect to P 0(q) we get:

(2π)3δ(k+ k′)
δPab(k, η)

δP 0(q)
=− 1

2

1

(2π)3

∫∫

DφaDχb

[

e
− 1

2

∫
dq

(2π)3
χc(−q,ηin)ucP

0(q)udχd(q,ηin)+iS[φa,χb]
]

×

× φa(k, η)φb(k
′, η)χc(−q, ηin)χd(q, ηin)ucud =

=− 1

2

1

(2π)3
〈φa(k, η)φb(k

′, η)χc(−q, ηin)χd(q, ηin)〉ucud.

(3.6)

In order to better understand the meaning of the four point function (a trispectrum) appearing
at the right hand side of the previous expression, it is worth remembering the form (2.91) for
the full power spectrum, written as the sum of two connected terms, by means of 1PI functions.
With these definitions and assuming spatial isotropy, the linear kernel can be written as:

Kab(k, q; η, ηin) ≡ q

∫

dq
δnP I

ab[P
0](ηin, η; k)

δP 0(q)

∣

∣

∣

∣

P 0=P̄ 0

+ q3
∫

dΩq

δnP II
ab [P

0](ηin, η; k)

δP 0(q)

∣

∣

∣

∣

P 0=P̄ 0

=

= q δ(k − q)Gac(k, ηa, ηin)Gbd(k, ηb, ηin)ucud +

− 1

2

q3

(2π)3

∫

dΩq 〈φa(k, η)φb(−k, η)χc(−q, ηin)χd(q, ηin)〉′c ucud,

(3.7)

where the second line represents the disconnected contribution to the four-points function writ-
ten in (3.6), while the 〈· · ·〉′c at the third line means the connected contribution to it, divided by
(2π)3δ(0), the overall momentum delta function. Incidentally, we notice that in the following
the dependence (k− q), appearing as the argument of the Dirac’s delta, assuming homogeneity
and isotropy has to be intended as difference between absolute values.
It is crucial to realise that the functional derivative with respect to the initial power spectrum P 0

doesn’t act only on the explicit dependence of it in P I
ab or in the piece Φab of P II

ab ; indeed, even
by the simple perturbative expansion of the non-linear propagator Gab at one loop, globally
drawn as its linear counterpart with a thick track, reported here below [3]:

Gab(k; ηa, ηb) ≡
k

a, ηa b, ηb
=

a, ηa b, ηb

k
+4

a, ηa s1

k

q −q

k− q s2

k

b, ηb
+ · · ·

Figure 3.2: One loop expansion of the full propagator.

one can see that Gab has a strong dependence on P 0, hence the functional derivative acts also on
this object, present in both the two terms in which we expressed the full power spectrum. For
this reason, we can understand that the connected contribution to the linear kernel, the third
line of the expression (3.7), contains not only the three contributions coming from the functional
derivative of P II

ab , but also the two coming from the derivatives of the propagators present in
the term P I

ab.
We can now express in a diagrammatic way the linear kernel in (3.7), presented in detail in the
following figure.
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Kab(k, q; η) = q δ(k − q) − 1
2

q3

(2π)3

∫

dΩq

k

a, η ηin

−k
ηin b, η

a,k, η b,−k, η

q −q

ηin ηin

Figure 3.3: Diagrammatic expression for the linear kernel.

The diagrammatic expression reflects in a straightforward way the content of the formal expres-
sion (3.7) for the linear kernel function. The first diagram shows its disconnected term: the two
propagators, that before the derivation were “glued” by the primordial power spectrum, now
are detached, with the two χa-legs contracted (or amputated) with the growing mode doublet
ua, leaving free only the two φa-legs. A contraction is made visible in the above figure by means
of a small point at the end of a χa-leg. The second diagram, actually the most interesting, is the
connected one: it is depicted as a blob, meaning its body with all its constituents, with four legs,
the two relative to χa being contracted, as can clearly be seen in (3.7), the φa one being free,
analogously to the first term. From the Feynman rules presented in the Subsection 2.2.2, we
can see that a χa-leg is mandatory linked to a φa one by a propagator, therefore the connected
function at the third line of the expression (3.7) has the following structure:

〈φa(k, η)φb(−k, η)χc(−q, ηin)χd(q, ηin)〉′c ucud =

=

∫ η

ηin

ds

∫ η

ηin

ds′ T̃φφ;φφ
ab;ef (k,−k,q,−q; η, s, s′)Gec(q; s, ηin)uc Gfd(q; s

′, ηin)ud,
(3.8)

where the four-points function T̃φφ,φφ
ab;ef (k,−k,q,−q; η, s, s′) is the trispectrum to which the ex-

ternal legs carrying momentum ±q, and connected to χa, have been amputated, while the re-
maining free ends are of φa type. This expression shows the crucial importance of the non-linear
propagator in encoding the relevant information about the effects of the modification of the ini-
tial power spectrum at scale q at later times.

3.3 The linear kernel at the lowest order perturbative level.

In this section, we will give the analytical expression for the kernel function at tree level and
explore its behaviours in the two following important regions: the first is the infrared (IR) one,
namely where the primordial wavemode q around which we perturb the initial conditions (that
is the initial power spectrum) is much smaller than the wavemode k at which we want to know
the impact of the perturbation at later times, thus characterized by the relation q

k → 0, while the
second is the opposite one, known as ultraviolet (UV) region, where the primordial wavemode
is much bigger than the evolved one, resulting in q

k →∞.
In order to reach the lowest order (or tree) perturbative level expansion of the linear kernel func-
tion, it is very helpful to start from the one loop expansion of the non-linear power spectrum,
given in the following figure [3].
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Pab(k; ηa, ηb) ≡
a, ηa b, ηb

k −k
=

a, ηa b, ηb

k −k
+2

a, ηa b, ηb

k −k
s1 s2

k− q q− k

q −q
+

+4
a, ηa s1

k

q −q

k− q s2

k −k
b, ηb

+4
a, ηa s1

k −k
q −q

q− k s2

−k
b, ηb

+ · · ·

Figure 3.4: One loop expansion of the full power spectrum.

In contrast with the non perturbative expression for the kernel, reported in (3.7), the primordial
power spectra that we see in the above figure bear the complete dependence on them of the full
power spectrum at one loop, in the sense that there are no more hidden P 0. Hence, following
the definition (3.3) and focussing only on the connected contributions, we understand that the
tree level expansion for the kernel is given diagrammatically by Fig.(3.31), consisting in the tree
level expansion of Fig.(3.3). In particular, Fig(3.31) can be obtained from Fig.(3.4) by opening
each of the loops in correspondence of a linear power spectrum. Notice that this operation can
be made in two ways for the second diagram in the diagrammatic expansion of Fig.(3.4), while
there is only one possibility for both the third and the fourth ones.

Kconn = 4 +4 +4 + · · ·

Figure 3.5: Diagrammatic constituents of the tree level linear kernel.

From the expressions (3.7) and (3.8) we can write the formal expression for the one loop ker-
nel, simply approximating the non-linear propagator with its tree level constituent, the lin-
ear propagator gab, calculating the amputated trispectrum at tree level and using the identity
gab(ηa, ηb)ua = ub if ηa > ηb, coming directly from Eq.(2.25). The result is:

Ktree
ab (k, q; η) = q δ(k − q)uaub+

− 1

2

q3

(2π)3

∫ η

ηin

ds

∫ η

ηin

ds′ T̃φφ;φφ,tree
ab;cd (k,−k,q,−q; η, s, s′)ucud.

(3.9)

Fig.(3.31) represents diagrammatically the contributions to the connected part of the linear ker-
nel, at the second line of the above expression.
In the following, we focus on the IR and UV limits of the matter linear kernel at the lowest
order in perturbation theory: to this end, we will directly compute the expression of the full
evolved matter power spectrum at one loop, namely evaluating the diagrams in Fig.(3.4) select-
ing a = b = 1, then by it we will derive the linear kernel using directly its definition in (3.3) and
finally we will evaluate the two limits.

3.3.1 The matter power spectrum at one loop order.

In consideration of Fig.(3.4), we define P 1−loop
ab the truncation of the perturbative expansion of

the non-linear evolved power spectrum up to one loop and, following the order in the figure,
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we express it through its constituents in the following way:

P 1−loop
ab (k, η) = P

(1)
ab (k, η) + P

(2)
ab (k, η) + P

(3)
ab (k, η) + P

(4)
ab (k, η), (3.10)

where, for what concerns the loop terms, for the vertex s1 we label the legs, starting from the χa

one and going on in the clockwise sense, with {c, e, g}, and analogously for the s2 vertex with
{d, h, f}, while when we need to use the decomposition (2.67) we use the same letter at the end
of the line, but with the prime. Finally, for simplicity we fix p = k− q.

Clearly, remembering the expressions (2.58) and (2.67) one has P
(1)
ab (k, η) = PL

ab(k, η) as the tree
level contribution, trivially the linearly evolved power spectrum, that however will not be of
any importance for the kernel, giving indeed a disconnected term.

Now we address the second term, P
(2)
ab (k, η); using the Feynman rules we get:

P
(2)
ab (k, η) =2

∫ η

ηin

ds1

∫ η

ηin

ds2

∫

dq

(2π)3
gac(η, s1)e

s1γceg(k,p,q)P
L
ef (p; s1, s2)

× es2γdhf (−k,−q,−p)gbd(η, s2)PL
gh(q; s1, s2) =

=2

∫∫ η

ηin

ds1ds2

∫

dq

(2π)3
gac(η, s1)e

s1γcge(k,q,p)P
0(p)gee′(s1, ηin)gff ′(s2, ηin)ue′uf ′

× es2γdhf (k,q,p)gbd(η, s2)P
0(q)ggg′(s1, ηin)ghh′(s2, ηin)ug′uh′ =

=2

∫∫ η

ηin

ds1ds2

∫

dq

(2π)3
es1+s2gac(η, s1)gbd(η, s2)γcge(k,q,p)γdhf (k,q,p)

× P 0(p)P 0(q)ueufuguh,

(3.11)

where in the first passage we use γabc(k,p,q) = γacb(k,q,p), the parity of the vertex and the
expression (2.67), while in the second mainly gab(ηa, ηb)ua = ub if ηa > ηb. Now, maintaining
the dependencies of the propagators and the vertices in the exact order with which they appear
in the last step of (3.11), but avoiding to write them, and remembering that ua =

(

1
1

)

, the non
zero elements bring the matter-matter component to be:

P
(2)
11 (k, η) =2

∫∫ η

ηin

ds1ds2

∫

dq

(2π)3
es1+s2

[

g11g11γ121γ121 + g11g11γ121γ112+

+ g11g12γ121γ222 + g11g11γ112γ121 + g11g11γ112γ112 + g11g12γ112γ222+

+ g12g11γ222γ121 + g12g11γ222γ112 + g12g12γ222γ222

]

P 0(p)P 0(q),

(3.12)
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that, once noticed that the second and the fourth terms are actually equal and using the explicit
forms for the propagator, Eq.(2.70), and the vertex, as in Subsection 2.2.2, becomes:

P
(2)
11 (k, η) =2

∫∫ η

ηin

ds1ds2

∫

dq

(2π)3
es1+s2

{

(

2

5
− 2

5
e−

5
2 (η−s1)

)(

2

5
− 2

5
e−

5
2 (η−s2)

)

k4
(

k2 − p2 − q2
)2

16p4q4
+

+

[(

3

5
+

2

5
e−

5
2 (η−s1)

)(

2

5
− 2

5
e−

5
2 (η−s2)

)

+

(

2

5
− 2

5
e−

5
2 (η−s1)

)(

3

5
+

2

5
e−

5
2 (η−s2)

)]

×

× k2
(

k2 − p2 − q2
)

16p2q2

[

(

k2 − p2 + q2
)

q2
+

(

k2 + p2 − q2
)

p2

]

+

+

(

3

5
+

2

5
e−

5
2 (η−s1)

)(

3

5
+

2

5
e−

5
2 (η−s2)

)

[

(

k2 − p2 + q2
) (

k2 + p2 − q2
)

8p2q2
+

+

(

k2 − p2 + q2
)2

16q4
+

(

k2 + p2 − q2
)2

16p4

]}

P 0(p)P 0(q).

(3.13)

The above expression already takes into account that the Heaviside functions are always one
here, thus the two time integrals can be solved in a straightforward way, being decoupled and
completely based on the product of two integrals of the type:

∫ η

−∞

ds es(a+ b e−
5
2 (η−s)) = eη(a+

2

7
b), (3.14)

entailing a great simplification of the form of P
(2)
ab , that by performing the calculations it indeed

becomes:

P
(2)
11 (k, η) =

∫

dq

(2π)3

[ k8

98p4q4
+

3k6

98p4q2
+

3k6

98p2q4
− 11k4

392p4
+

29k4

196p2q2
− 11k4

392q4
− 15k2q2

196p4
+

− 15k2p2

196q4
+

15k2

196p2
+

15k2

196q2
+

25q4

392p4
+

25p4

392q4
− 25q2

98p2
− 25p2

98q2
+

75

196

]

P 0(p)P 0(q),

(3.15)

which can be rewritten in the following compact form:

P
(2)
11 (k, η) =

∫

dq

(2π)3
e2η

392p4q4

[

2k4 + 3k2
(

p2 + q2
)

− 5
(

p2 − q2
)2
]2

P 0(p)P 0(q). (3.16)

The next step would be the integration on the loop momentum q. As we know, it is customary
to express it in spherical coordinates as:

∫

R3

q =

∫ 2π

0

dφ

∫ π

0

dθ sin θ

∫ ∞

0

dq q2 =

∫ 2π

0

dφ

∫ 1

−1

d cos θ

∫ ∞

0

dq q2, (3.17)

where, in our specific frame, φ is the polar angle and θ is the azimuthal angle measured between
the fixed axis corresponding to the evolved momentum vector k and the various momenta
q ∈ R

3, as depicted in Fig.(3.6).
In this way, calling cos θ = x and noting that the integrand doesn’t depend on φ, we can write:

∫

R3

dq = 2π

∫ 1

−1

dx

∫ ∞

0

dq q2. (3.18)
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x

y

k

q

φ

θ

Figure 3.6: System of coordinates used in the integration.

Since the integrand of P
(2)
ab involves an angular dependence in the initial power spectrum,

P 0(p), for now we simply express the latter as:

P 0(p) = P 0(|k− q|) = P 0
(
√

k2 + q2 − 2qkx
)

= P 0

(

k

√

1 +
q2

k2
− 2

q

k
x

)

, (3.19)

thus, using the above expression and p2 = k2 + q2 − 2kqx, the contribution P
(2)
ab in (3.16) even-

tually writes, consistently with [49], as:

P
(2)
11 (k, η) =

k4e2η

392π2

∫ 1

−1

dx

∫ ∞

0

dq

(

7kx+ q
(

3− 10x2
))2

(k2 − 2kqx+ q2)
2 P 0

(

k

√

1 +
q2

k2
− 2

q

k
x

)

P 0(q). (3.20)

We now address to the third and fourth term in the expression (3.10) for the power spectrum,

one the specular of the other, P
(3)
ab and P

(4)
ab . Looking at their diagrams in Fig.(3.4), using the

Feynman rules and maintaining the previous notation for indices, for P
(3)
ab one has:

P
(3)
ab (k, η) =4

∫ η

ηin

ds1

∫ η

ηin

ds2

∫

dq

(2π)3
gac(η, s1)e

s1γceg(k,q,p)P
L
ef (q; s1, s2)

× ggh(s1, s2)e
s2γhfd(p,−q,k)PL

db(k, s2, η) =

=4

∫ η

ηin

ds1

∫ η

ηin

ds2

∫

dq

(2π)3
es1+s2gac(η, s1)ggh(s1, s2)γceg(k,q,p)γhfd(p,−q,k)

× P 0(q)P 0(k)ubudueuf ,

(3.21)

that for the matter component reduces, adopting the same schematic notation used in (3.12), to:

P
(3)
11 (k, η) =4

∫∫ η

ηin

ds1ds2

∫

dq

(2π)3
es1+s2

[

g11g11γ121γ121 + g11g11γ121γ112+

+ g11g12γ121γ222 + g11g21γ112γ121 + g11g21γ112γ112 + g11g22γ112γ222+

+ g12g21γ222γ112 + g12g21γ222γ121 + g12g22γ222γ222

]

P 0(q)P 0(k).

(3.22)
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Analogously, for the last term of the one loop expansion we find:

P
(4)
ab (k, η) =4

∫ η

ηin

ds1

∫ η

ηin

ds2

∫

dq

(2π)3
PL
ac(k, s1, η)e

s1γgce(−p,−k,q)PL
ef (q; s1, s2)ghg(s2, s1)

× es2γdhf (−k,−p,−q)gbd(η, s2) =

=4

∫ η

ηin

ds1

∫ η

ηin

ds2

∫

dq

(2π)3
es1+s2gbd(η, s2)ghg(s2, s1)γdfh(k,q,p)γgec(p,−q,k)

× P 0(q)P 0(k)uaucueuf ,

(3.23)

where we make use of the parity and symmetry properties of the vertex and exchange their
order. For the matter component, with the known notation, by direct calculus we reach the
expected relation:

P
(3)
11 (k, η) = P

(4)
11 (k, η). (3.24)

However, it is important to note that the general forms (3.21) and (3.23) are different if a 6= b,
uniquely caused by the different indices a and b in the first propagator in the last equalities of
(3.21) and (3.23).

Denoting P
(5)
11 = P

(3)
11 + P

(4)
11 = 2P

(3)
11 = 2P

(4)
11 and using the explicit forms for the propagators

and the vertices, we get:

P
(5)
11 (k, η) =

1

2

∫ η

ηin

ds1

∫ η

ηin

ds2

∫

dq

(2π)3
Θ(s1 − s2) e

s1+s2×

×

{

(

3

5
+

2

5
e
−

5
2
(η−s1)

)(

3

5
+

2

5
e
−

5
2
(s1−s2)

)

[

(

k2 + p2 − q2
)

k2q2
+

(

−k2 + p2 + q2
)

q4

]

(

k
2 − p

2 + q
2)+

+

(

3

5
+

2

5
e
−

5
2
(η−s1)

)(

2

5
−

2

5
e
−

5
2
(s1−s2)

)

p2
(

−k2 + p2 − q2
) (

k2 − p2 + q2
)

k2q4
+

+

(

3

5
+

2

5
e
−

5
2
(η−s1)

)(

3

5
−

3

5
e
−

5
2
(s1−s2)

)

[

(

k2 + p2 − q2
)

k2p2
+

(

−k2 + p2 + q2
)

p2q2

]

(

k
2 + p

2 − q
2)+

+

(

3

5
+

2

5
e
−

5
2
(η−s1)

)(

2

5
+

3

5
e
−

5
2
(s1−s2)

)

(

−k2 + p2 − q2
) (

k2 + p2 − q2
)

k2q2
+

+

(

2

5
−

2

5
e
−

5
2
(η−s1)

)(

3

5
−

3

5
e
−

5
2
(s1−s2)

)

[

(

k2 + p2 − q2
)

p2q2
+

k2
(

−k2 + p2 + q2
)

p2q4

]

(

k
2 − p

2 − q
2)+

+

(

2

5
−

2

5
e
−

5
2
(η−s1)

)(

2

5
+

3

5
e
−

5
2
(s1−s2)

)

(

k2 − p2 − q2
) (

−k2 + p2 − q2
)

q4

}

P
0(q)P 0(k).

(3.25)

An important difference with the expression for P11(2) is that now the Heaviside function cou-
ples the two time integrations modifying their extrema, because while Θ(η − si) = 1 ∀si, now
Θ(s1 − s2) = 1 only if s1 > s2; nevertheless, they can be handled in the following way:

∫ η

ηin

ds1

∫ η

ηin

ds2 Θ(s1 − s2) e
s1+s2

(

a+ b e−
5
2 (η−s1)

)(

c+ d e−
5
2 (s1−s2)

)

=

=

∫ η

ηin

ds1

(

a es1 + b e−
5
2ηe

7
2 s1
)

(

c es1 +
2

7
d es1

)

=

= e2η
(

1

2
ac+

1

7
ad+

2

9
bc+

4

63
bd

)

.

(3.26)
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Henceforth, the time integration in the matter power spectrum contribution (3.25) brings to:

P
(5)
11 (k, η) =

∫

dq

(2π)3

[

− k6

42p2q4
− k4

84p2q2
− 31k4

252q4
− p6

18k2q4
+

p4

12k2q2
+

11k2p2

42q4
+

q4

12k2p2
+

+
5k2

28p2
+

p2

12k2
− 5k2

252q2
− 7q2

36k2
− 5p4

84q4
− 19q2

84p2
− 13p2

252q2
+

85

252

]

P 0(q)P 0(k).

(3.27)

This time, differently from the other diagram, we can soon evaluate the angular integration,
as we see that the initial power spectra don’t carry any angular dependence, not contributing
to this stage of the integration. Terms with a factor in power of p2 at the numerator (namely
p0, p2, p4 and p6) are absolutely trivial, while the ones with a factor p2 at the denominator are
solved by means of the following elementary integral:

∫ 1

−1

dx
C(q, k)

k2 + q2 − 2kqx
=

C(q, k)

q2

∫ 1

−1

dx
1

1 + k2

q2 − 2k
qx

=

= −C(q, k)

2kq
ln

(

1 +
k2

q2
− 2

k

q
x

)

∣

∣

∣

∣

∣

1

−1

=
C(q, k)

2kq
ln

[

1 + k
q

|1− k
q |

]

,

(3.28)

where as before x is the cosine of the azimuthal angle between k and q, while C(q, k) takes
into account the remaining dependence with respect to the absolute values of momenta of the
different terms in the expression (3.27).

Hence, the angular integration in P
(5)
11 gives, consistently with [49]:

P
(5)
11 (k, η) = − e2η

1008k3π2

∫ ∞

0

dq

q3

{

2kq
(

−6k6 + 79k4q2 − 50k2q4 + 21q6
)

+

+ 3
(

2k2 + 7q2
) (

k2 − q2
)3

ln

[

k + q

|k − q|

]

}

P 0(q)P 0(k).

(3.29)

The final result for the fully non-linear matter power spectrum evolved at final equal final time
η descends, according to Eq.(3.10), summing the tree level result with the terms (3.20) and (3.29),
to reach:

P 1−loop
11 (k, η) = P 0(k) +

∫ ∞

0

dq

{

k4e2η

392π2

∫ 1

−1

dx

(

7kx+ q
(

3− 10x2
))2

(k2 − 2kqx+ q2)
2 P 0

(

k

√

1 +
q2

k2
− 2

q

k
x

)

+

− e2η

1008k3q3π2

[

2kq
(

−6k6 + 79k4q2 − 50k2q4 + 21q6
)

+

+ 3
(

2k2 + 7q2
) (

k2 − q2
)3

ln

[

k + q

|k − q|

]

]

P 0(k)

}

P 0(q).

(3.30)

3.3.2 The IR limit of the linear kernel.

To deduce the result, the program is to perform the functional derivative of the one loop evolved

power spectrum P 1−loop
11 with respect to the primordial one, to compute the linear kernel at tree
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level, and then to perform the limit of this object to get the result.

As it is clear that the derivative of the tree level part of P 1−loop
11 hasn’t any importance, being

disconnected, as we can see in Fig.(3.2), and totally irrelevant in both the IR and UV limits, as
it can be understood from Eq.(3.9), actually the evaluation of the limits hides some care, mainly
for two reasons.
The first relies on the functional derivative: renaming the loop momentum as Q, the associated
cosine between the evolved momentum k and Q with X and writing only the needed functional
dependences, thanks to the homogeneity and isotropy accorded to our Universe, the expression
(3.3) for the connected tree level kernel (or generally when k 6= q) is equivalent to:

Ktree,conn
11 (k, q; η) = q

δ

δP (q)

∫ ∞

0

dQ

{

∫ 1

−1

dX
[

· · ·
]

P 0(Q)P 0
(

|k−Q|
)

+
[

· · ·
]

P 0(Q)P 0(k)

}

=

= q

∫ ∞

0

dQ

{

∫ 1

−1

dX
[

· · ·
]

(

δ(q −Q)P 0
(

|k−Q|
)

+ P 0(Q)δ(q − |k−Q|)
)

+

+
[

· · ·
]

δ(q −Q)P 0(k)

}

=

= q

{

2

∫ 1

−1

dx
[

· · ·
]

P 0
(

|k− q|
)

+
[

· · ·
]

P 0(k)

}

.

(3.31)

The second arises from the presence of the angular dependence in the initial power spectrum in

the first constituent of Ktree,conn
11 , coming from P

(2)
11 ; the issue is solved by a Taylor expansion

in the small parameter t = q
k around t0 = 0, consistently with the IR limit, namely:

P 0
(

k
√

1− 2tx+ t2
)

= P 0(K) ≈ P 0(k) +

[

∂P 0(K)

∂K

k(t− x)√
1− 2tx+ t2

]

∣

∣

∣

∣

∣

t0=0

t+

+
1

2





∂2P 0(K)

∂K2

(

k(t− x)√
1− 2tx+ t2

)2

+
∂P 0(K)

∂K

1− (x−t)2

1−2tx+t2√
1− 2tx+ t2

k





∣

∣

∣

∣

∣

t0=0

t2 +O(t3) =

= P 0(k)− ∂P 0(k)

∂k
kxt+

1

2

[

∂P 0(k)

∂k
k − ∂P 0(k)

∂k
kx2 +

∂2P 0(k)

∂k2
k2x2

]

t2 +O(t3) ≡

≡ P 0(k)− xqṖ 0(k) +
1

2

[

q2

k
Ṗ 0(k)− q2

k
x2Ṗ 0(k) + q2x2P̈ 0(k)

]

+O
(

q3

k3

)

,

(3.32)

that allows the angular integration also of this constituent of the kernel. Beside the elementary
integral written previously in (3.28), looking to the above expansion and (3.20) we see that for
this piece other integrals appear, which we report in the following:

∫ 1

−1

dx
1

(k2 + q2 − 2kqx)2
=

1

2kq(k2 + q2 − 2kqx)

∣

∣

∣

∣

∣

1

−1

=
2

(k − q)2(k + q)2
,

∫ 1

−1

dx
x

(k2 + q2 − 2kqx)
=

∫ 1

−1

dx



− 1

2kq
+

k2+q2

2kq

k2 + q2 − 2kq



 = − 1

kq
+

k2 + q2

2k2q2
ln

[

k + q

|k − q|

]

,

(3.33)
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∫ 1

−1

dx
x

(k2 + q2 − 2kqx)2
=

1

2k2q2

∫ 1

−1

dx







1

x− k2+q2

2kq

+

k2+q2

2kq
(

x− k2+q2

2kq

)2






=

=
k2 + q2

kq(k − q)2(k + q)2
− 1

2k2q2
ln

[

k + q

|k − q|

]

,

∫ 1

−1

dx
x2

(k2 + q2 − 2kqx)
=

1

2kq

∫ 1

−1

dx






−x− k2 + q2

2kq
+

(

k2+q2

2kq

)2

(k2 + q2 − 2kq)






=

= −k2 + q2

2k2q2
+

(

k2 + q2
)2

4k3q3
ln

[

k + q

|k − q|

]

,

∫ 1

−1

dx
x2

(k2 + q2 − 2kqx)2
=

k4 + q4

k2q2(k − q)2(k + q)2
−
(

k2 + q2
)

2k3q3
ln

[

k + q

|k − q|

]

(3.34)

which have to be multiplied by a suitable function C(q, k) for each term of the integral, as al-
ready said for (3.28).
Recalling that the one loop matter power spectrum is a sum of two constituents, the same hap-
pens for the tree level connected kernel function. Adopting a notation analogous to the former
(ignoring the superscript for connection), the latter is written as:

Ktree
11 (k, q; η) = K

(2)
11 (k, q; η) +K

(5)
11 (k, q; η), (3.35)

and according to the result in (3.31), using the above integrals and (3.20) with the expansion

(3.32), for K
(2)
11 we get:

K
(2)
11 (k, q; η) =

e2η

9408π2k4q2

{

8k3
[

−36k5q + 10k3q3 + 300kq5 + 3
(

6k6 + 29k4q2 + 15k2q4 − 50q6
)

×

× ln
[ k + q

|k − q|
]

]

P 0(k) +

[

108k9q + 738k7q3 − 890k5q5 − 930k3q7 − 450kq9+

− 3
(

18k10 + 117k8q2 + 160k6q4 − 90k4q6 − 130k2q8 − 75q10
)

ln
[ k + q

|k − q|
]

]

Ṗ 0(k)+

+ k

[

−2kq
(

6k8 + 77k6q2 + 25k4q4 − 315k2q6 − 225q8
)

+

+ 3
(

2k10 + 25k8q2 + 78k6q4 + 50k4q6 − 80k2q8 − 75q10
)

ln
[ k + q

|k − q|
]

]

P̈ 0(k)

}

,

(3.36)

while the second is straightforward looking at (3.29):

K
(5)
11 (k, q; η) = − e2η

1008π2k3q2

{

2kq
(

−6k6 + 79k4q2 − 50k2q4 + 21q6
)

+

+ 3
(

2k2 + 7q2
) (

k2 − q2
)3

ln

[

k + q

|k − q|

]

}

P 0(k).

(3.37)

At last, after having prepared all the ingredients, we are able to afford the last step, namely to
take the IR limit of the kernel function. Looking at the above expressions, we can understand
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that this means taking the IR limit of the logarithms that appear in them and finally to make
some considerations on what is suppressed or not. Remembering that for |z| < 1:

ln(1− z) = −
∞
∑

n=1

zn

n
and ln(1 + z) =

∞
∑

n=1

(−1)n+1 z
n

n
, (3.38)

then:

lim
q
k
→0

ln

[

k + q

|k − q|

]

= lim
q
k
→0

ln

[

k + q

k

k

k − q

]

= lim
q
k
→0

ln

[

1 + q
k

1− q
k

]

=

= lim
q
k
→0

(

ln
[

1 +
q

k

]

− ln
[

1− q

k

])

≈ 2
q

k
+

2

3

q3

k3
+

2

5

q5

k5
+O

(

q7

k7

)

.

(3.39)

In the following, we are using the truncation to the seventh order, in order to provide stability
to the coefficients of the relevant terms. In particular, with the expression (3.32) for P (p), in

this limit they are those in k2q and q3, kq3, k2q3, since the remaining are of the type qm

kn , with
m > n and both positive, or qr, with r ≥ 5, and therefore strongly suppressed. This is clear if
we imagine, as it is often done, to fix a particular value of k and to ask for the behaviour of the
kernel at IR q, when it is very small. Ignoring the highly suppressed terms, the IR limit gives:

Ktree
11,IR(k, q; η) = e2η

[

k2q

6π2
P 0(k) +

569q3

1470π2
P 0(k)− 47kq3

210π2
Ṗ 0(k) +

k2q3

20π2
P̈ 0(k)+

− k2q

6π2
P 0(k) +

58q3

315π2
P 0(k)

]

,

(3.40)

where the contributions at the first line come from K
(2)
11 , while those at the second one from

K
(5)
11 . We now see an important cancellation phenomenon between the two pieces: the term in

k2q coming from the first exactly cancel with the one coming from the second, eliminating what
would otherwise be the dominant term of the limit. At power spectrum level, it is clear that

this means that the contributions in
(

k·q
q2

)2

cancel between each other, as a consequence of the

galilean invariance of the dynamics, thus leaving the leading infrared dependence, at the order
of q3, in the LRF.
However, it is possible to extend this crucial result even beyond the one loop order, which we
have computed explicitly so far. Indeed, considering for generality different final times η and
η′, the trispectrum appearing in the connected part of the definition of the LRF (3.7):

〈φa(k, η)φb(−k, η′)χc(−q, ηin)χd(q, ηin)〉′ ucud, (3.41)

with the relation:

χd(q, ηin)uduc =
i

P 0(q)
φc(q, ηin), (3.42)

becomes:
1

P 0(q)2
〈φa(k, η)φb(−k, η′)φ(−q, ηin)φ(q.ηin)〉′ (3.43)

In the soft limit ( qk → 0), we can apply two times, one for each soft leg, the relation (2.116),
specified at first for the trispectrum and then for the bispectrum, leading the above expression
to become:

−
(

q · k
q2

)2
(

eη − eη
′

)2

Pab(k, η, η
′) +O(q0). (3.44)
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Once multiplied for q3 as according to (3.7), it gives the IR limit of the LFR. With O(q0) we

indicate terms which do not have the
(

k
q

)2

enhancement and which, in general, do not vanish

for η = η′ and are not proportional to the non-linear power spectrum Pab(k, η, η
′): their one

loop contributions give the non-vanishing terms of the IR limit of the LRF. On the other hand,
the first is the the term that, once multiplied for q3, gives the k2q contribution that, at equal time,
vanishes.
We close this section giving the IR limit of the LRF at tree level, from Eq.(3.40):

Ktree
11,IR(k, q; η) = e2η

[

2519P 0(k)

4410π2
− 47kṖ 0(k)

210π2
+

k2P̈ 0(k)

20π2

]

q3 =

= e2η
5038P 0(k)− 1974kṖ 0(k) + 441k2P̈ 0(k)

8820π2
q3,

(3.45)

meaning that the linear kernel function vanishes as q3 in the IR limit.

3.3.3 The UV limit of the linear kernel.

The UV limit, namely when q
k →∞, is somewhat simpler than the previous one.

At first, in this case we need to handle the same logarithm present in (3.36) and (3.37), but
expanded in the opposite limit than in (3.46):

lim
k
q
→0

ln

[

k + q

|k − q|

]

= lim
k
q
→0

ln

[

k + q

q

q

q − k

]

= lim
k
q
→0

ln

[

1 + k
q

1− k
q

]

≈ 2
k

q
+

2

3

k3

q3
+

2

5

k5

q5
+O

(

k7

q7

)

,

(3.46)

that we use also in this case at the seventh order for stability.

The great difference is that now K
(2)
11 doesn’t contribute to the result. Indeed, we bring to the

attention that we have to expand P (p) in the context of the present limit, thus here the expansion
(3.32) is no more correct and by consequence also the form (3.36) cannot be used there: thus,
even taking P (|k− q|) ≈ P 0(q) and evaluating the angular integral in (3.20), we obtain in place
of (3.36) the expression:

K̃
(2)
11 (k, q; η) =

e2η

1176π2kq2

[

−36k5
q+10k3

q
3+300kq5+3

(

6k6+29k4
q
2+15k2

q
4−50q6

)

ln
[ k + q

|k − q|

]

]

P
0(q),

(3.47)

which using the above expansion gives the sum between 9e2η

98π2
k4

q P 0(q) and terms suppressed

as km

qn , with m− n > 3 and both positive.

Hence, only the second contribution to the kernel remains, being the same found before in (3.37)
and coming from the last two graphs of the one loop perturbative series of the evolved power
spectrum in Fig.(3.4). Using the UV Taylor development for the logarithm we get the limit:

Ktree
11,UV (k, q; η) = −

61e2η

630π2
P 0(k)k2q, (3.48)

the other terms being suppressed as km

qn , with m > n and both positive.

3.3.4 Numerical results.

Without any need for the above analytical approximations in the IR or UV limits, by the direct
use of the expressions (3.31) and (3.30) for the linear kernel and the matter power spectrum at
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one loop, with a software as Wolfram Mathematica we can get numerical results for the linear
kernel at tree level at all scales. Calculations are performed for the model that better fits our
Universe, that is a flat ΛCDM universe with cosmological parameters fixed according to the
Planck Mission results [21], reported in Table (3.1).

Parameter Value
h 0.6731± 0.0096

Ωmh2 0.1426± 0.0020
Ωbh

2 0.02222± 0.00023
ns 0.9655± 0.0062
σ8 0.829± 0.014

w −1.54+0.62
−0.50

109As 2.198+0.076
−0.085

τ 0.078± 0.019

Table 3.1: The cosmological parameters as constrained by Planck.

These parameters are essentially used to obtain the primordial matter power spectrum, that
we generated by means of the CAMB Web Interface1 choosing as primordial time the redshift
zin = 100. We assume that the analytic formula used for the linear kernel is intended to be ex-
tended and valid for this model by the simple change of the time parameter η, done by means
of the calculation of the right growth factor for the case, without changing the momentum de-
pendence of any Feynman rule, as asserted in Section 2.1.

z = 1
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Figure 3.7: Kernel function as predicted at the lowest order of standard perturbation theory
at k = 0.2hMpc−1 at z = 1. The dashed curves denotate the contributions coming from the
graphs without and with the initial power spectrum in the middle, denoted in literature as P 13

and P 22, respectively. Notice also that the first one has been multiplied by (−1)

As we can see from Fig.(3.7), the result is rather compatible with the one from N -body simula-
tions in Fig.(3.1), even if the parameters are slightly different, but two observations are in order

1The Code for Anisotropies in the Microwave Background CAMB is an application that computes cosmic mi-
crowave background (CMB) spectra given a set of input cosmological parameters, written by A. Lewis and A.
Challinor and downloadable from http://camb.info/; CAMB Web Interface is a web-based interface to CAMB
provided by the LAMBDA (Legacy Archive for Microwave Background Data Analysis) NASA project, available at
http://lambda.gsfc.nasa.gov/. For further information, see [50, 51, 52, 53].
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[14]. The first is that at the IR limit our numerical results agree with that from simulations: we
note that the q3 dependence of the kernel is confirmed by simulations and in particular the com-
plete numerical dependence too, because it is straightforward to show that for redshifts equal or
lower than this, the SPT and the simulated non-linear power spectra agree with an error under
the one percent; this can be explained by means of the strong galilean invariance that assures
such a behaviour, so that even for very different cosmological models, as the Einstein-de Sitter
one, this dependence continues to hold. The second is that the situation is very different in the
UV region: here, galilean invariance does not provide any clues and moreover standard pertur-
bative approaches are expected to fail at small scales. Indeed, we can see that the LRF measured
from simulations is damped compared to the perturbative results, even at higher orders [14]. In
particular, our numerical results show that in this region there would be a linearly decreasing
behaviour, in the same way we find in the EdS case, and higher orders results suggests an even
stronger decay, increasing with time; on the other hand, simulations show that the behaviour is
strongly damped, suggesting such an anomaly to be genuinely non-perturbative.
We end the section showing two linear kernels as obtained by the one loop matter power spec-
trum for two different redshifts.
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Figure 3.8: Lowest order linear kernel functions at k = 0.2hMpc−1 at z = 0 and z = 1.



68 CHAPTER 3. THE LINEAR RESPONSE FUNCTION.



Chapter 4

A numerical analysis for the mildly
non-linear regime.

Aim of the present chapter is to analyse the evolved non-linear power spectrum in the range
of large scales presenting slight but clear effects of non-linearities, from a non-perturbative
point of view. In particular, we will make use of the numerical RegPT code, based on the
Γ-expansion approximation scheme, to evolve the primordial power spectrum, that we gener-
ate from CAMB, at recent times, pointing out its region of validity. We will then show that the
Γ-expansion fails to fulfil the galilean constraint on the IR behaviour of the LRF obtained in the
previous chapter and we will show how to correct for it. The need for such a correction will be
justified, and its outcome tested, by means of the FrankenEmu cosmic emulator, a code using
nested N -body simulations to generate the non-linear evolved power spectrum.
The chapter consists of two sections: in the first we thought it is right to give a brief insight into
the theoretical basis of the RegPT code, the second we will present numerical results without
any further delay.

4.1 The Γ-expansion.

In order to explore the theoretical core of the RegPT code, we briefly introduce the Γ-expansion
method, following quite closely the literature in [8, 3, 54, 55].
We start recasting the perturbative approach to cosmological dynamics in a more traditional
way in Cosmology than the path integral used in the first chapter. In particular, neglecting
initial vorticity, the solution in a generic cosmological model for the linearised system of the
dynamical equation (2.11) takes the form [38]:

δ(x, τ) = D+(τ)A(x) +D−(τ)B(x)

θ(x, τ) = −H(τ)[f(Ωm,ΩΛ, τ)A(x) + g(Ωm,ΩΛ, τ)B(x)],
(4.1)

where Ωm,ΩΛ are the density parameters of matter and the cosmological constant respectively,
A(x), B(x) are spatial functions determined by the initial spatial configuration, D+(τ), D−(τ)
correspond to the fastest and the slowest growing mode respectively, while f and g are:

f(Ωm,ΩΛ, τ) =
1

H(τ)

δD+(τ)

δτ
and g(Ωm,ΩΛ, τ) =

1

H(τ)

δD−(τ)

δτ
. (4.2)

69
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If we consider a matter dominated universe (characterized by Ωm = 1 and ΩΛ = 0), so that it
simply results:

D+(τ) = a(τ) and D−(τ) = a−
3
2 (τ), (4.3)

with the growing mode proportional to the scale factor. We will refer to D+(τ) as the linear
growth factor.
The assumption of perturbation theory is the possibility to expand the density and the veloc-
ity fields about the linear solutions, treating the variance of the linear fluctuations as a small
parameter. Looking at the form of the above linear solutions, we understand that these have
the nice form of an initial field rescaled by a time variable. In formulas, in Fourier space the
perturbative solution to the non-linear dynamical system (2.15) is thus given by:

δ(k, τ) =

∞
∑

n=1

δ(n)(k, τ) =

∞
∑

n=1

an(τ)δn(k) and

θ(k, τ) =

∞
∑

n=1

θ(n)(k, τ) = −H(τ)

∞
∑

n=1

an(τ)θn(k),

(4.4)

where we consider only the fastest growing mode, while n indicate the power of the initial fields
entering in a given term of the perturbative sum. The linear (growing) solution is recovered
when n = 1: at this stage indeed δ(1)(k, τ) = a(τ)δ1(k) completely characterizes the solution
because the linearised continuity equation leads to θ1(k) = δ1(k).
According to [3], assumed the most physical initial conditions, given when δ0(k, η = 0) and
θ0(k, η = 0) are proportional random fields, in terms of the initial linear fluctuations δ0(q) the
equations of motion in (2.15) univocally determine the perturbative modes δn(k) and θn(k) in
the form:

δn(k) =

∫

dq1 · · ·
∫

dqn δ(k− Σn
i=1qi)Fn(q1, . . . ,qn) δ0(q1) · · · δ0(qn),

θn(k) =

∫

dq1 · · ·
∫

dqn δ(k− Σn
i=1qi)Gn(q1, . . . ,qn) δ0(q1) · · · δ0(qn),

(4.5)

where Fn and Gn are the kernels of the perturbative development. In the compact form, we
organized the two field in the doublet (2.19) and we recast the system (2.15) in the equation
(2.20). Analogously to what done until now, by means of the formal expression of φa given in
(2.34) and taken the initial conditions φa(q, η = 0) = ϕa(q) = uaδ0(q, η = 0), we look for a
perturbative solution of the form:

φ(k, η) =

∞
∑

n=1

φ(n)
a (k, η), (4.6)

with:

φ(n)
a (k, η) =

∫

dq1 · · ·
∫

dqn δ(k− Σn
i=1qi)F (n)

ac1···cn(q1, . . . ,qn, η)ϕc1(q1) · · ·ϕcn(qn) =

=

∫

dq1 · · ·
∫

dqn δ(k− Σn
i=1qi)F (n)

ac1···cn(q1, . . . ,qn, η)uc1 · · ·ucnδ0(q1) · · · δ0(qn) =

=

∫

dq1 · · ·
∫

dqn δ(k− Σn
i=1qi)F (n)

a (q1, . . . ,qn, η) δ0(q1) · · · δ0(qn),

(4.7)
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that, inserted into Eq.(2.20), give the following recursion relation satisfied by the kernels F (n)
a :

F (n)
a (q1, . . . ,qn, η)δ(k− Σn

i=1qi) =

=

n
∑

m=1

∫ η

0

dη′gab(η − η′)eη
′

γbcd(k,Σ
m
i=1qi,Σ

n
i=m+1qi))F (m)

c (Σm
i=1qi, η

′)F (n−m)
d (Σn

i=m+1qi, η
′),

(4.8)

that, comparing with the expansion (4.7), should be symmetrised with respect to their argu-
ments. The perturbative term corresponding to n = 1 coincides with the solution of Eq.(2.20)
at lineal level, that is the first term of the full solution for φa as written in Eq.(2.34), therefore

F (1)
a (η) = gab(η)ub. It is worth noting that in this conditions Eq.(4.8) gives the full time depen-

dence of the perturbative solution, while when the initial conditions time is set at the infinite
past rather than at zero only the fastest growing mode survives and Fa = ane−η(Fn, Gn) =

e(n−1)η(Fn, Gn) = e(n−1)ηF
(n)
a,sym. This is the reason for the choice for time we took in the previ-

ous chapter.

The solutions for the various kernels give the analytical expressions for the φ
(n)
a fields, but for

increasing n they quickly become very difficult to handle; furthermore, they contain much re-
dundant information: as it can be seen from the recursive relation above, they can be all built
with the use of two building blocks, the linear propagator and the interaction vertex. Thus, the
perturbative expansion for φa can be obtained by that two objects and the initial field ϕa(q), as
we have seen when we presented the graphical representation of the perturbative series.
Our first step in introducing the Γ-expansion, is to go back to an object we have already dis-
cussed, namely the evolved full non-linear propagator, that is defined in the traditional fashion
as:

(2π)3Gab(k, η)δ(k− k′) =

〈

δφa(k, η)

δϕb(k′)

〉

, (4.9)

that, with the help of Eq.(2.34) and Eq.(4.7), can be rewritten as:

Gab(k, η) = gab(η) +
∞
∑

n=2

〈

δφ
(n)
a (k, η)

δϕb(k′)

〉

. (4.10)

Deriving with respect to the initial field ϕb each term of the expansion of φa, that is eliminating
from them an initial field in all the possible ways, and taking the ensamble average, that is
gluing the remaining initial field lines together with an initial power spectrum (with gaussian
initial conditions, only the terms of the perturbative expansion of φa with an odd number of
initial fields play a role, because derived are the only non-vanishing, so that the pairing doesn’t
leave any initial field line free) gives the same result one gets using our usual Feynman rules,
whose first loop diagram is shown in Fig.(3.2).
An alternative to the standard perturbation theory framework is the possibility to reorganise the
perturbative expansion by means of non-perturbative quantities able to improve the behaviour
of higher-order corrections and the convergence of the resulting series: this new approach is
the Γ-expansion, whose building blocks are the multi-point propagators [54]. The (p+ 1)-point
propagator, denoted by Γ(p), is defined as:

1

p!

〈

δpφa(k, η)

δϕc1(k1) · · · δϕcp(kp)

〉

= (2π)3δ(k− Σp
i=1ki)Γ

(p)
ac1···cp(k1, . . . ,kp; η). (4.11)

It can be seen that the above definition is the generalization of the non-linear propagator as

written in (4.9): of course, it is the 2-point propagator Γ
(1)
ab = Gab. By this definition and the
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use of the expansion (4.6) and the expansion in kernels (4.7) we can find in principle all the

multi-point propagators. For example the 3-point propagator Γ
(2)
abc is written:

Γ
(2)
abc(k1,k2; η) =

∞
∑

j=0

(2j + 2
j

)

(2j−1)!!

∫

dq1 · · · dqj F
(2j+2)
abc (k1,k2,q1,−q1, · · · ,−qj , η)P

0(q1) · · ·P
0(qj).

(4.12)

Indeed, inserted (4.6) and (4.7) in the definition, we can rearrange the resulting sum in such

a way that each term of it involves the element φ
(2j+2)
a , clearly expanded in kernels and func-

tionally derived leaving 2j initial fields and the factor, say, δ(k1 − qz)δ(k2 − qw); then, using
the ϕa = uaδ0 initial conditions we are left with j initial power spectra (due to the assumed
gaussian initial conditions there isn’t any free initial field leg uncoupled, that’s why we could

limit to the φ
(2j+2)
a terms) and other j Dirac’s delta of the kind δ(qm + qn): once integrated, the

first two deltas introduce in the momentum conservation delta of the integrand the dependence
on k1,2, while the other cancel all the other q-dependences in the same delta, that can now be
simplified with the one at the right hand side of the definition (4.11), specified for the present
case. The indices b and c arises because the derivation eliminated ub and uc, fact denoted with
a bar, while the factorials terms represents respectively all the possible ways to perform the
derivatives and the pairing between initial fields. From all that we have the above result.
We now discuss the relationship between multi-point propagators and non-linear corrections
to the power spectrum, showing that the power spectrum Pab can be reconstructed by gluing
together Γ(p) contributions.
First of all, we can write the power spectrum as:

(2π)3δ(k1 + k2)Pab(k1) = 〈φa(k1, η)φb(k2, η)〉 =
∑

n1n2

〈φ(n1)
a (k1, η)φ

(n2)
b (k2, η)〉 . (4.13)

Following the expansion of φa in (4.7), for each given choice of n1 and n2 we have to calculate
a specific ensemble average of n1 + n2 initial fields ϕa. Assuming gaussian initial conditions,
each ensemble average is a sum of various terms, each of them turns to be the product of two-
points correlators. Each term constituting a given average can be labelled with three indices
r, s, t, where r is the number of connected pairs within the first n1 fields ϕci (the two fields both

belong to φ
(n1)
a ), s is the number of connected pairs within the last n2 fields (the two fields both

belong to φ
(n1)
a ) and t is the number of mixed pairs, connecting fields from the first n1 and the

last n2. Obviously one has n1 = 2r + t and n2 = 2s + t. Among all the ensemble averages
appearing for each given choice of n1 and n2, written as:

〈ϕ(qc1) · · ·ϕ(qcn1
);ϕ(q′

d1
) · · ·ϕ(q′

dn2
)〉 , (4.14)

we denote the one corresponding to a given r, s, t triplet with:

〈ϕ(qc1) · · ·ϕ(qc2r+t
);ϕ(q′

d1
) · · ·ϕ(q′

d2s+t
)〉

r,s,t
. (4.15)

Hence, using the φa expansion in kernels (4.7) the power spectrum becomes:

〈φa(k1, η)φb(k2, η)〉 =
∑

r,s,t

∫

dq1 · · · dq2r+t

∫

dq′
1 · · · dq′

2s+t

[

δ(k1 − Σ2r+t
i=1 qi)δ(k2 − Σ2s+t

i=1 q′
i)×

×F (2r+t)
ac1···c2r+t

(q1, · · · ,q2r+t; η)F (2s+t)
ad1···d2s+t

(q′
1, · · · ,q′

2s+t; η)×

× 〈ϕc1(q1) · · ·ϕc2r+t
(q2r+t);ϕd1(q

′
1) · · ·ϕd2s+t

(q′
2s+t)〉r,s,t

]

,

(4.16)
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that by means of our initial conditions is recast as:

〈φa(k1, η)φb(k2, η)〉 =
∑

r,s,t

t!(2r − 1)!!(2s− 1)!!
(2r + t

t

)(2s+ t

t

)

∫

dq1 · · · dqrdq
′

1 · · · dq
′

sdq
′′

1 · · · dq′

t

×F (2r+2)
a (q′′

1 , · · · ,q
′′

t ,q1,−q1, · · · ,−q
′

r, η)F
(2s+2)
a (−q

′′

1 , · · · ,−q
′′

t ,q
′

1,−q
′

1, · · · ,−q
′

s, η)

× P
0(q1) · · ·P

0(qr)P
0(q1

′) · · ·P 0(qs
′)P 0(q1

′′) · · ·P 0(qt
′′),

(4.17)

that, by generalising the expression for Γ(2) in (4.12), gives the final result:

Pab(k, η) =

∞
∑

t=1

∫

dq1 · · · dqt δ(k−Σt
i=1qi)Γ

(t)
a (q1, · · · ,qt, η)Γ

(t)
b (q1, · · · ,qt, η)P

0(q1) · · ·P
0(qt), (4.18)

where we denote, analogously to the kernels, Γ
(t)
a = Γ

(t)
ac1··· ,ctuc1 · · ·uct .

Now, we want to build a regularized scheme able to describe the multi-point propagators and
the quantities built with them in a better way than the standard perturbation theory does: this
program requires a advanced analysis of their behaviour at different scales.
Since we are particularly interested in the mildly non-linear scales, we start with the analysis
of these quantities in the limit of small scales (k → ∞). It was proved that the multi-point
propagators in this limit are exponentially suppressed:

Γ(p)
a (k1, · · · ,kp; η)→ e−

k2σ2
d
e2η

2 Γ
(p)
a,tree(k1, · · · ,kp; η), (4.19)

where Γ
(p)
a,tree is the lowest order non-vanishing expansion of Γ

(p)
a and the parameter σd is the

one-dimensional mean-square-root of the displacement field:

σ2
d =

1

3

∫

dq
P 0(q)

q2
. (4.20)

Actually, this trend can be easily derived in the Zel’dovich Approximation, in which the density
kernels read [8, 3]:

Fn(q1, · · · ,qn) =
1

n!

k · q1

q21
· · · k · qn

q2n
, (4.21)

where k = q1 + · · ·+ qn, hence the matter propagator writes as:

G11(k, η) =f(η)

∞
∑

n=0

(2n+ 1)!!

∫

dq1 · · · dqn Fn(k,q1,−q1, · · · ,−qn)P
0(q1) · · ·P 0(qn) =

=f(η)

∞
∑

n=0

1

n!

[

−1

2

∫

dq
(k · q

q2

)2

P 0(q)
]n

= f(η)e−
k2σ2

d
2 .

(4.22)

The problem is that the expression (4.19) doesn’t describe correctly the behaviour of the propa-
gators at all the scales. Indeed, at very large ones they are expected to be well described by their
standard perturbative expression:

Γ(p)
a (k1, · · · ,kp; η) = Γ

(p)
a,tree(k1, · · · ,kp; η) +

∞
∑

n=1

Γ
(p)
a,n−loop(k1, · · · ,kp; η), (4.23)

where, for the dominant growing mode, we have:

Γ
(p)
a,tree(k1, · · · ,kp; η) = e(p−1)ηF (p)

a,sym(k1, · · · ,kp), (4.24)
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for the tree-level contribution term (this can be seen setting j = 0 in Eq.(4.12) and generalising
at whatever p), and in the same way for the n-th loop order contribution we have:

Γ
(p)
a,n−loop(k1, · · · ,kp; η) = e(2n+p−1)η

(2n+ p
n

)

(2n− 1)!!

∫

dq1 · · · dqn×

×F (2n+p)
abc (k1, · · · ,kp,q1,−q1, · · · ,−qn, η)P

0(q1) · · ·P 0(qn) =

= e(2n+p−1)ηΓ̄
(p)
a,n−loop(k1, · · · ,kp).

(4.25)

One can verify that the perturbative correction at a given order has the following asymptotic
form as k →∞:

Γ
(p)
a,n−loop →

1

n!

(

−k2σ2
de

2η

2

)n

Γ
(p)
a,tree, (4.26)

in agreement with (4.19), because summing over all the loops the n-dependent part gives the re-
quired exponential. This fact supports the possibility to find a matching scheme which smoothly
interpolates between the low-k results, where the standard perturbative approach is reliable,
and high-k results, characterized by the exponential suppression, for any multi-point propa-
gator: the approximation derived in such a framework is called the regularized Γ-expansion
perturbation theory approach.
It is essentially based on the definition of regularized multi-point propagators, expressed in a
straightforward way in terms of the standard perturbative results, used in place of the full ones,
difficult to handle, and of the standard perturbative ones, very poor at small scales, for the
evaluation of observables like the power spectrum of Eq.(4.16), the bispectrum and so on. Each
definition is relative to a given loop, that is it reproduces the right results at the given loop at
low-k and the correct high-k behaviour of the propagators. At one loop the definition is:

Γ(p)
a,reg(k1, · · · ,kp; η) = e

(p−1)η
[

F
(p)
a,sym(k1, · · · ,kp)

{

1+
k2σ2

de
2η

2

}

+ e
2ηΓ̄

(p)
a,n−loop(k1, · · · ,kp)

]

e
−

k2σ2
d
e2η

2 .

(4.27)

Since the proposed regularized multi-point propagators preserve the expected low and high
modes behaviours, the convergence of the Γ-expansion adopting this regularization scheme
would be much better than the expansion based on standard perturbation theory tools.
The range of applicability of this regularization scheme is shown to depend on both the mo-
mentum k and the power spectrum amplitude [56, 57]. A criterium to define the domain of
applicability of the present approach and of the related RegPT code is the following. The upper
value of reliability for k, denoted as kcrit, is proposed to be obtained from the implicit equation:

k2crit
6π2

∫ kcrit

0

dqPlin(q, η) = C, (4.28)

where C is a fixed constant, C = 0.3 for one loop and C = 0.7 for two loops, while Plin is the
linearly evolved power spectrum defined in (2.69). Below the critical wavenumber, this regu-
larization scheme agrees with results of N-body simulations, while above this value growing
discrepancies are found: in particular, at wavenumbers lower than kcrit it has been pointed out
that the RegPT scheme indeed agrees with N -body simulations mostly within a percent-level
precision, for a large number of cosmological models.

4.2 The numerical analysis.

In this section, by using the RegPT code, we analyse the evolved non-linear power spectrum in
the IR region and, thanks to the linear kernel function, we propose a way to improve the result



4.2. THE NUMERICAL ANALYSIS. 75

extending its region of validity to smaller scales. The outcome is then compared with what is
obtained by N-body simulations. We make aware that all the following power spectra, if not
explicitly written as Pab, are referred to the matter-matter component P11 and moreover they
will be denoted with P and will refer to the e2η 〈φφ〉 version.
We start fixing the cosmological parameters that we always used throughout the whole analysis
to generate data from the codes: they are all taken from the final results of the Planck Mission
[21] and reported in Table (3.1).
The first step consisted in generating the primordial power spectrum, denoted with P 0(q): we
decided to use the CAMB Web Interface, run with the above parameters for the requested pri-
mordial power spectrum at the redshift zin = 100. Then we evolved P 0(q) at the two late red-
shifts z = 0, 1 with the RegPT code, selecting the options−spectrum for the initial configuration
and −direct to ask the application to generate the data following the regularized scheme intro-
duced in the previous section at two loop orders (that is reproducing consistently two loops
results at low-k), by evaluating the multi-dimensional integrals that simply generalise at this
order Eq.(4.27) and that can be found in [55]. We will denote the full and linear evolved power

spectra from this code with PRegPT
z (k) and PRegPT

lin,z (k) respectively.
As we have said, comparisons are carried on with a cosmic emulator based on N -body simula-
tions, giving the “true” values up to subpercent errors. In particular, we used the FrankenEmu
code1, giving predictions on the non-linear evolved power spectrum from a chosen set of cos-
mological parameters, interpolating among a suite of different simulated power spectra. Using
the values in Table (3.1), we get the results denoted with P emu

z (k).
The different power spectra are plotted in Fig.(4.1).
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Figure 4.1: Power spectra from the emulator, non-linear and linear RegPT for z = 0 (left) and
z = 1 (right). The unit for the momenta is hMpc−1.

From the figure it is possible to note that both the PRegPT
z (k) at z = 0, 1 are expected to become

non reliable above a critical value of k due to the failure of the regularization scheme at those
scales, where in fact they change dramatically their behaviour, and something similar happens,
more softly, to the linearly evolved power spectra, because of course they become non predic-
tive at small scales, where non-linear dynamics increases its importance. However, from data it

results that the region of reliability of PRegPT
z is larger than the one of PRegPT

lin,z in both the cases:
let’s see this in a more quantitative way. Remembering the definition of kcrit (4.28), we have
kz=0
crit ≈ 0.16hMpc−1 and kz=1

crit ≈ 0.25hMpc−1: above these values PRegPT
z at z = 0, 1 respec-

tively loose their reliability. Defining the discrepancy between the emulator output and one of

1The code is available at http://www.hep.anl.gov/cosmology/CosmicEmu/emu.html. Further information
in [58, 59].
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the different outputs (o) of the RegPT code as:

δo,z(k) =

∣

∣

∣

∣

∣

P emu
z (k)− PRegPT

o,z (k)

P emu
z (k)

∣

∣

∣

∣

∣

, (4.29)

numerical data point out that, for these values of k, PRegPT
z have a discrepancy with P emu

z of
about 3.5% and 3% respectively for z = 0, 1. In order to find the same agreement between

PRegPT
lin,z and P emu

z we have to increase the scales, going to kmax ≈ 0.09hMpc−1 for z = 0 and

kmax ≈ 0.13hMpc−1 for z = 1. Incidentally, since in the previous chapter we dedicated a lot
of space to the analysis of the evolved power spectrum, particularly in its approximation at
the one loop perturbative level, it seems nice to compare the linearly evolved power spectrum
as given by the RegPT code, according to the definition (2.67), and the one loop expansion as
given diagrammatically in Fig.(3.4) and explicitly by the expression (3.30), proving that actually
the latter is more precise of the former, but however (hopefully) worse than the one based on
the regularized Γ-expansion. The option −direct1loop of the same code provides this object,

PRegPT
1−loop,z , and the check confirms what is expected from perturbation theory: with our defined

tolerances the highest modes are respectively kmax = 0.13hMpc−1 and kmax = 0.19hMpc−1 for
z = 0, 1, higher than in the linear case but lower than the Γ-expansion one. To summarize, in
Table (4.1) we report the different values of kmax.

PRegPT
lin,z PRegPT

1−loop,z PRegPT
z

kmax at z = 0 0.09hMpc−1 0.13hMpc−1 0.16hMpc−1

kmax at z = 1 0.13hMpc−1 0.19hMpc−1 0.25hMpc−1

Table 4.1: Largest kmax accessible by three different models for P11(k, z).

The next step consisted in the computation of the linear kernel function: to this aim, we recast
its definition in a handier way than what we used until now, also by means of a slight approxi-
mation. Starting from Eq.(3.2), ignoring the initial time dependence and expressing time via the
redshift z, we can write:

δPab(k, q
⋆; z) =

∫ ∞

0

dq

q
Kab(k, q; z)δP

0(q, q⋆), (4.30)

that is the difference between a non-linear power spectrum evolved from a perturbation of the
reference initial power spectrum at a mode q⋆, P 0(q, q⋆), and the non-linear power spectrum
evolved from the reference one, P̄ 0(q), with:

P 0(q, q⋆) = P̄ 0(q) + δP 0(q, q⋆), (4.31)

where δP is centered around q⋆ and vanishes outside, as we will see below. Introduced the new
variable ξ in such a way that:

ξ = ln
q

qc
←→ q(ξ) = qce

ξ, (4.32)

where qc is a scale factor required for dimensional reasons, without any other influence and

thus set to qc = 1hMpc−1, and ξ⋆ = ln q⋆

qc
, since dq

q = dξ the above result is written as:

δPab (k, q
⋆(ξ⋆); z) =

∫ +∞

−∞

dξ Kab (k, q(ξ); z) δP
0 (q(ξ), q⋆(ξ⋆)) . (4.33)
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Now, we suppose to express the modification of the initial power spectrum by a function f as:

δP 0 (q(ξ), q⋆(ξ⋆)) = P̄ 0 (q(ξ)) f

(

ξ − ξ⋆

σ

)

, (4.34)

with f chosen of the form:

f

(

ξ − ξ⋆

σ

)

=
A√
π
e−

(ξ−ξ⋆)2

σ2 , (4.35)

were A substantially regulates the magnitude of the perturbation, while σ the interval of scales
affected by it.
If we choose the parameters A, σ sufficiently small to make the exponential rapidly suppressed
as ξ is out of a very small neightborhood of ξ⋆, we can think to approximate the expression
(4.33) in:

δPab (k, q
⋆(ξ⋆); z) =

A√
π

∫ +∞

−∞

dξ Kab (k, q(ξ); z) P̄
0(q(ξ))e−

(ξ−ξ⋆)2

σ2 ≈

≈ Kab (k, q(ξ
⋆); z) P̄ 0(q(ξ⋆))I(σ),

(4.36)

where, by a straightforward gaussian integration:

I(σ) =
A√
π

∫ +∞

−∞

dξ e−
(ξ−ξ⋆)2

σ2 = Aσ, (4.37)

thanks to which from the above expression we reach the following form for the linear kernel:

Kab(k, q
⋆; z) ≈ δPab(k, q

⋆, z)

P̄ 0(q⋆)Aσ
, (4.38)

which gives our estimator for the LRF.

To compute (4.38), we used the function (4.35)
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Figure 4.2: Unperturbed (red) and perturbed
at q⋆ = 0.03hMpc−1 (blue) primordial power
spectra.

with both the two parameters and the scales
of perturbation chosen trying to accomplish
at best three requests: the needed fast sup-
pression of the perturbation, that however had
to bring clear consequences at later times, and
the central modes of perturbation as smaller
as possible, to be able to investigate the IR
region using our highest reliable evolved modes:
the biggest difficulty concerned the latter is-
sue, as for smaller modes that those we used
the evolved objects presented much noise at
the scales we were interested in. These ob-
servations led us to select the adimensional
parameters A = 0.5 and σ = 0.05, while as
modes of perturbation q⋆i we took seven val-
ues going from 0.01hMpc−1 to 0.07hMpc−1 with steps of 0.01hMpc−1; this value could not be
lowered to avoid an excessive superposition of the perturbed areas. Fig.(4.2) shows a typical
modified primordial power spectrum with respect to the unperturbed one. In all the cases, at
the peaks, occurring exactly in the above mentioned values q⋆i , the power spectra increase by
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the 28% with respect to the reference one, while the perturbations stay bigger than the 5% with
respect to the reference one in a wavemode range, centered at the maxima, increasing from
about ∆k ≈ 0.003hMpc−1 for the lowest mode to ∆k ≈ 0.021hMpc−1 for the highest.
At this point, we were able to evaluate the kernel function according to (4.38), using for the
numerator the difference between PRegPT

z (k, q⋆) perturbed at the mode q⋆ and PRegPT
z (k) un-

perturbed, for each mode k and redshift z = 0, 1: the plots, were we report the ratios between
the matter kernel and the central modes of perturbation, are given for z = 0, 1 in Fig.(4.3). At
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Figure 4.3: Ratios between the linear matter kernel functions and the central perturbation val-
ues, for z = 0 (up) and z = 1 (down).

first, from the figures it is clear what we said above about noise: the lower modes of pertur-
bation, especially q⋆ = 0, bring an important amount of noise at the scales we are interesting
in, namely k ≥ 0.1hMpc−1, situation that seems to improve taking higher and higher modes.
Secondly, we can check that in the UV region, corresponding to the left side in these plots, the
behaviour is consistent with the UV limit at one loop found in the previous chapter, namely
it is consistent with a quadratic law in the evolved modes k. On the other hand, a problem
arises on the IR region: according to the galileian invariance, in this region the linear kernel
should vanish as the cube of the perturbed initial mode q⋆, as we verified also in the one loop
calculation we made in Chapter 3. Now, in our figure if galileian invariance were respected, we
would see that, from k ≈ 0.1hMpc−1 on, for each k the ratios between the corresponding val-
ues of two ordinates in the plots would behave as the square of the ratios between their related
perturbation modes (note that in Fig.(4.3) we plot the LRF divided by q⋆): instead, we find that
these ratios exhibit a linear dependence and, what’s worse, at large wavemodes k, seem even
to superpose. This is a clear manifestation of the breaking of galilean invariance in the RegPT
scheme. The question is then double, relying in whether it is possible to restore it and, if so,
how much would it improve the numerical performance of the new galilean invariant scheme.
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Now, we arrive at the heart of this numerical analysis, in which we will use the linear kernel
as main tool. The breaking of galilean invariance manifests itself via a linear dependence on q⋆

of the linear response function, thereforethe amount of breaking is measured efficiently by the
below scale-dependent quantity C(k):

C(k) ≡ lim
q⋆→0

K11(k, q
⋆)

q⋆
, (4.39)

We can therefore correct PRegPT
z introducing an improved power spectrum at mode k and red-

shift z as follows:

P imp
z (k) = PRegPT

z (k)− C(k)

∫ λ

0

dq P 0(q) : (4.40)

as can be seen, the above correction, written remembering the relation between the linear kernel
and the power spectrum (3.2), removes the wrong contribution to PRegPT

z due to the breaking of
galilean invariance and restores this invariance and consequently to improve the behaviour. As
we will show below, the improved power spectrum has a better agreement with simulations.
As we can see, the integral restored the cor-
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Figure 4.4: Ratios between improved and bare
RegPT power spectra with λ1 (blue), λ2 (red)
and λ3 (green) at z = 0 (continous) and z = 1
(dashed).

rect dimensionality of the power spectrum,
while the parameter λ could be seen as a cut-
off, reflecting the arbitrariness of the subtrac-
tion procedure defined in (4.40). Taking dif-
ferent values for lambda amounts to chang-
ing the coefficient of the O(q3) terms in the
result (3.44), which are left undetermined by
galilean invariance. In particular we anal-
ysed three values: λ1 = k

2 , λ2 = k and λ3 =
∞. Even if the limits in (4.39) actually arise
for each value of k (in the plateau where k &

0.1hMpc−1) from the extrapolation at q⋆ = 0
of the straight line determined by the seven
points having as x-coordinates the seven q⋆i
and as y-coordinates the corresponding ra-
tios of Fig(4.3), strong numerical fluctuations
led us to compute only a single scale-independent limit (for each redshift) extrapolating the
same kind of straight line but with y-coordinates the averages, at each given q⋆i , of the ratios
related to all the modes k in the IR interval of reliability, namely starting from k = 0.1hMpc−1

and ending at kcrit: it resulted C0 ≈ 790h−1Mpc and C1 ≈ 50h−1Mpc.
Actually, in this way at each given redshift the correction in (4.40) depended only on the cut-off
and in the case of λ3 it turned out to be a constant, of course representing a limitation of our
analysis. Fig.(4.4) reports a comparison between P imp

z and PRegPT
z .

In Fig.(4.5) we report a comparison between the three improved power spectra obtained with
the three different choices for λ, RegPT and the the cosmic emulator. The improvement is ev-
ident even at a first glance: for z = 0, at the critical mode kcrit = 0.16hMpc−1, where with

PRegPT
z=0 we had a discrepancy, with respect to the emulator power spectrum, of about the 3.5%,

now, with the improved version, the discrepancy at this mode is much more lower for λ1, at
about 1.2%, lower for λ2, at about 2.7%, while greater for the λ3 case, growing at more than the

4%. Therefore, P imp
z=0 seems to be able to improve in reproducing the emulator power spectrum,

enlarging the interval of reliability: indeed, in the case with λ1 the 3.5% tolerance is hit only at
k ≈ 0.22hMpc−1. A quite analogous situation is depicted for z = 1: at kcrit = 0.25hMpc−1,
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Figure 4.5: P emu
z , PRegPT

z and the three P imp
z with respect to PRegPT

lin,z , for z = 0, 1 (up, down).

P imp
z=1 has a discrepancy of about the 1%, indifferently to the considered cut-off, due to the great

difference in the magnitude of the limits in the z = 0, 1 cases, and the reliability interval grows
up to k ≈ 0.30hMpc−1.
To conclude, we update Table (4.1) with these new results:

PRegPT
lin,z PRegPT

1−loop,z PRegPT
z P imp

z

kmax at z = 0 0.09hMpc−1 0.13hMpc−1 0.16hMpc−1 0.22hMpc−1

kmax at z = 1 0.13hMpc−1 0.19hMpc−1 0.25hMpc−1 0.30hMpc−1

Table 4.2: Lowest scales accessible by the models analysed so far for the non-linear evolved
matter power spectrum.



Chapter 5

A non perturbative interpolating
scheme.

5.1 The LRF as an interpolator between modified cosmologies.

In this chapter, we would like to further highlight the power and versatility of the linear re-
sponse function in handling the properties of the Universe at scales affected by slight non-
linearities. In particular, we want to accomplish this aim by implementing something we antic-
ipated at the end of Section 3.1, concerning the possibility of using the LRF to obtain the fully
non-linear matter power spectrum for cosmologies with slight modifications with respect to the
one taken as reference, that is using the linear kernel as the interpolator of the deviations be-
tween the two cosmologies.
As suggested in that passage, such a procedure has all the qualities for allowing a great practical
result, namely saving computing time to produce non-linear power spectra for a large landscape
of cosmologies. Indeed, an accurate N -body simulation takes in general a very large amount of
time and computational memory even to the most advanced calculators. On the contrary, the
method we are using actually needs only the simulation for the reference model, since for the
“nearby” ones the power spectrum can be obtained from it using the linear response function as
an interpolator; clearly, this procedure is reliable within a certain wavemode, because we have
cut the power spectrum expansion (3.1) at the linear kernel (3.2), neglecting all the following
terms, but we will see that this scale is well beyond the linear regime, making the method very
helpful for many situations.
We consider as reference power spectrum the one obtained in a ΛCDM model with parameters
fixed by the Planck Mission [21], while the modifications will be done on the parameters As,
ns and Ωm. The analysis presented here can be extended to a more general set of cosmolo-
gies, where other parameters are changed. The first two parameters, the amplitude of primor-
dial scalar fluctuations and the spectral index (determining how they change with scale, where
ns = 1 means invariance of scale), affect only the primordial power spectrum, while the matter
parameter density changes also the growth factor, then the first step consists in determining the
extended version of the expressions found in Section 3.1 when also the growth factor is modi-
fied.
Analogously with the Taylor expansion of a two-variables function, a functional F of two func-

81
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tions g(x), h(x) can be expanded, around to reference functions ḡ, h̄, as:

F [g, h] = F [ḡ, h̄] +

∞
∑

n1

∞
∑

n2

1

n⋆
1!n

⋆
2!

∫

dx1 · · · dxn⋆
1

∫

dx′
1 · · · dx′

n⋆
2
×

× δ(n
⋆
1+n⋆

2)F

δg(x1) · · · δg(xn⋆
1
) δh(x′

1) · · · δh(x′
n⋆
2
)

∣

∣

∣

(ḡ, h̄)
δg(x1) · · · δg(xn⋆

1
) δh(x′

1) · · · δh(x′
n⋆
2
),

(5.1)

where δg(x) = g(x) − ḡ(x), and the same holds for h. In particular, at the first order in pertur-
bations, that is neglecting all the terms from O(δ2) on, we get:

F [g, h] =F [ḡ, h̄] +

∫

dx
δF

δg(x)

∣

∣

∣

(ḡ, h̄)
δg(x) +

∫

dx′ δF

δh(x′)

∣

∣

∣

(ḡ, h̄)
δh(x′) =

=F [ḡ, h̄] +

∫

dx

[

δF

δg(x)

∣

∣

∣

(ḡ, h̄)
δg(x) +

δF

δh(x)

∣

∣

∣

(ḡ, h̄)
δh(x)

]

.

(5.2)

Now, if the non-linear density-density power spectrum Pab(η, ηin;k) is our functional of P 0(ηin;q)
and D+(η,k), that is Pab[P

0, D+](η, ηin;k), then at fixed primordial and evolved time, we ob-
tain:

Pab[P
0, D+](η, ηin;k) = Pab[P̄

0, D̄+](η, ηin;k) +

∫

dq

[

δPab[P
0, D+](η, ηin;k)

δP 0(q)

∣

∣

∣

(P̄ 0, D̄+)
δP 0(q)+

+

∫ η

−∞

dη′
δPab[P

0, D+](η, ηin;k)

δD+(η′;q)

∣

∣

∣

(P̄ 0, D̄+)
δD+(η′,q)

]

,

(5.3)

dove δP 0(q) = P 0(q) − P̄ 0(q) at initial time and δD+(η′,q) = D+(η′,q) − D̄+(η′,q), noting
that the momenta corresponding to the two different quantities, despite of the same label, have
different physical meanings: in the first term it is the initial momentum, appearing in P 0, while
the second is the momentum at time η′. Introducing spherical coordinates we have, finally:

Pab[P
0, D+](η, ηin;k) = Pab[P̄

0, D̄+](η, ηin;k) +

∫

dq

q

[

KI
ab(η, ηin;k)δP

0(q,Ωq)+

+KII
ab (η, ηin;k)δD

+(η, q,Ωq)

]

,

(5.4)

from which, assuming homogeneity and isotropy, we get the following kernels:

KI
ab(η, ηin; k) = q3

∫

dΩq

δPab[P
0, D+](η, ηin; k)

δP 0(q)

∣

∣

∣

(P̄ 0, D̄+)
,

KII
ab (η, ηin; k) = q3

∫

dΩq

∫ η

−∞

dη′
δPab[P

0, D+](η′, ηin; k)

δD+(η′; q)

∣

∣

∣

(P̄ 0, D̄+)
.

(5.5)

First of all, we notice that the first kernel above is exactly the one widely studied in Chapter 3.
Let’s focus briefly on the second kernel, a new term, non-vanishing only when variations of Ωm

are involved: in particular, we can note that if the growth factor is scale independent, which
would not be the case in presence of massive neutrinos, we can use a simplified version of the
second kernel in (5.5), obtained by the elimination of the time integration, that is fixing the δD+



5.2. THE GROWTH FACTOR. 83

at the final time η, with the only formal change, for the expression (5.4), of KII , that differently
is written as:

KII
ab (η, ηin; k) = q3

∫

dΩq

δPab[P
0, D+](η, ηin; k)

δD+(η)

∣

∣

∣

(P̄ 0, D̄+)
. (5.6)

Moreover, since the density matter power spectrum has the leading time dependence given by
the factor e2η , as can be hinted from standard perturbation theory, the above expression can be
written by explicit differentiation of the power spectrum as:

KII
ab (η, ηin; k) = 2 q3δ(k − q)

∫

dΩq

Pab[P
0, D+](η, ηin; k)

D+(η)

∣

∣

∣

(P̄ 0, D̄+)
, (5.7)

an expression we will use in the following when considering variations of Ωm.

5.2 The growth factor.

In this section, we briefly recall well known facts about the behaviour of the growth factor,
relevant for our subsequent analysis.
The (linear) growth factor D+ factors the time dependence of the growing part of the density
perturbations:

δ(t,x) = A(x)D+(t) +B(x)D−(t). (5.8)

The equation for D+ can be read from (1.54), which is formally solved by the following expres-
sion [20, 18, 60]:

D+(a) =
5Ωm

2

H(a)

H0

∫ a

0

da′
(

H0

a′H(a′)

)3

. (5.9)

In the Einstein-de Sitter case the result is, consistently with Section 1.2, D+ = a.
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Figure 5.1: Growth factors in four different cases: the second in the legend mostly resembles
our Universe, the last two present the situations with more and less matter respectively.

Fig.(5.1) shows the growth factor in four different configurations, all with Ωr = 0 and ΩK =
1− Ωm − Ωr − ΩΛ = 0.
To conclude, we introduce the growth rate f+ as the logarithmic derivative of D+:

f+(a) =
d lnD+

d ln a
, (5.10)

estimating the deviation of a model with respect to the Einstein-de Sitter one. Fig.(5.2) shows
f+ in the same cosmologies presented in Fig.(5.1). For completeness, we stress that when only
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matter and cosmological constant are present, through the following relation derived by the
Friedman equations:

Ωm(a) =
Ωm,0

a3H2(a)
, (5.11)

we can write an excellent approximation for the growth rate [17]:

f+(a) ≃ Ω
5
9
m(a) +

ΩΛ

H0

(

1 +
1

2
Ωm(a)

)

≈ Ω
5
9
m(a). (5.12)
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Figure 5.2: Corresponding growth rates to the configuration of Fig.(5.1).

5.3 Numerical results.

In this section we aim to show the results and to describe the way we obtain them in the cases
for which there is a change of only a single cosmological parameter at a time.
The procedure we adopted can be summarised in the following steps.

• First of all we choose k̂ = 0.2hMpc−1 as the scale at which the evolved matter power
spectrum is evaluated for the modified cosmology by means of our interpolation machin-
ery and compared to the one obtained in the modified configuration by the FrankenEmu
code, that is considered as our source of “true” values from N -body simulation, without
the correction from the tools developed in the previous section, in order to test the validity
of the procedure we have developed.

• Secondly, according to the notation fixed for the expansion (5.3), we define a percent dis-
crepancy parameter ∆ as:

∆ = 100

∣

∣

∣

∣

∣

P [P 0, D+](z, zin, k̂)− Pemu(z, zin, k̂)

Pemu(z, zin, k̂)

∣

∣

∣

∣

∣

, (5.13)

estimating the percent difference between the evolved power spectrum computed for the
modified cosmology according to (5.3) and the evolved one through the emulator.
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• For each of the three parameters to modify, we generate with the CAMB Web Interface a
set of primordial (at zin = 100) power spectra referred at different slight modifications
of the considered parameter with respect to the reference one, defined by Table (3.1), and
then we evolve them according to (5.3) in the fashion of (5.4), using the definitions of
kernels (5.5) and using for KI the one loop expression obtained summing (3.36) and (3.37),
while for KII the simplified form (5.7) or the full one in (5.5). In particular, referring to
the expansion (5.3) as:

Pab[P
0, D+] = Pab[P̄

0, D̄+] + CI
ab + CII

ab , (5.14)

we have respectively (considering the matter components and neglecting the subscripts)
for CI the expression:

CI(k, η) =

∫ Ξ

0

dq

{∫ 1

−1

dx

[

k4e4η

196π2

(

7kx+ q(3− 10x2)
)2

(k2 − 2kqx+ q2)2
P̄ 0(

√

k2 − 2kqx+ q2)

]

+

− e4η

1008π2k3q3

[

3(2k2 + 7q2)(k2 − q2)3 ln
[ k + q

|k − q|
]

+

+ 2kq
(

−6k6 + 79k4q2 − 50k2q4 + 21q6
)

]

P̄ 0(k)

}

δP 0(q),

(5.15)

while, for CII in the complete form, using the one loop power spectrum (3.30):

CII(k, η) =

∫ af

0

da′
{

2P 0(k)

D(ain)2
+

(

D+(a′)

D+(ain)2

)2 ∫ Ξ

0

dq

∫ 1

−1

dx×
[

k4

98π2

(

7kx+ q(3− 10x2)
)2

(k2 − 2kqx+ q2)2
P̄ 0(

√

k2 − 2kqx+ q2)P 0(q)

]

+

− 1

252π2k3q3

[

3(2k2 + 7q2)(k2 − q2)3 ln
[ k + q

|k − q|
]

+

+ 2kq(−6k6 + 79k4q2 − 50k2q4 + 21q6)

]

P 0(k)P 0(q)

}

∂D̄+(a′)

∂a′
δD+(a′)

(5.16)

or, in the simplified version:

CII(k, η) =
2P̄ (k, η)

D(af )
δD+(af ), (5.17)

where af is the scale factor at the final time η, determined by the redshift we choose to
evolve the statistics, while P̄ = Pab[P̄

0, D̄+]. Hence, while for the simplified form above
we use directly the fully evolved reference power spectrum, for the complete expression
(5.5) we exploited the one loop power spectrum, providing a more precise time depen-
dence than what we used, but meanwhile also a loss on the power spectrum precision.
Since at least for for the first linear kernel we use the one loop expression, knowing it
has a bad behaviour in the UV region, that is it diverges oppositely to what simulations
show, we performed the momentum integration of the first piece up to a common cut-off
Ξ = 2hMpc−1.

• Finally we compare the result with the emulator by determining the relative ∆. If we want

to fix a common value ∆̂ for comparison, we can find by trials the two values for each of
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the three cosmological parameters under consideration corresponding to the maximum
enhancement and reduction, with respect to the reference one, that achieve the fixed dis-
crepancy. In such a way it is possible to find the three intervals of the possible values of

the three parameters in order to fulfil the condition ∆ < ∆̂.

In the first two tables below, Tables (5.1) and (5.2), we report the results we obtained considering

∆̂ = 2.2 with the simplified version of CII (5.17). For comparison, to check the actual improve-
ment, in Table (5.3) we report the values of the discrepancies between the power spectra evolved
through the emulator and the corresponding linearly evolved ones, that is the quantity ∆ in
(5.13) changing the first power spectrum into the linear one: the maxima and minima, for each
cosmological parameter, are the same as in Table (5.1) and Table (5.2) for the redshift z = 0, 1, re-
spectively. In the same way, in Table (5.4) we report the discrepancies between the the the power
spectra evolved through the emulator and the reference ones, without any correction, for the
same values of the parameters as before. Finally, Table (5.5) allows a comparison between the
previous results and what is obtained by using the complete form for CII , remembering that
clearly it affects the result only when there is a variation of the matter density parameter Ωmh2.

Parameter Reference Min Max Min (σ) Max (σ) % Min % Max
ns 0.9655± 0.0062 0.9531 0.9810 −2.0σ +2.5σ -1.2 +1.6

109As 2.198± 0.080 2.132 2.292 −0.9σ +1.2σ -3.0 +4.3
Ωmh2 0.1426± 0.0020 0.1356 0.1508 −3.5σ +4.1σ -4.9 +5.8

Table 5.1: The lower and upper values satisfying ∆ < 2.2 for z = 0, their expressions by means
of the standard deviations and the higest percent departures from the reference values.

Parameter Reference Min Max Min (σ) Max (σ) % Min % Max
ns 0.9655± 0.0062 0.9469 0.9841 −3.0σ +3.0σ -1.9 +1.9

109As 2.198± 0.080 2.078 2.318 −1.5σ +1.5σ -5.5 +5.5
Ωmh2 0.1426± 0.0020 0.1384 0.1476 −2.1σ +2.5σ -2.9 +3.5

Table 5.2: The lower and upper values satisfying ∆ < 2.2 for z = 1, their expressions by means
of the standard deviations and the higest percent departures from the reference values.

Parameter ∆L Min ∆L Max
ns 10.6 9.8

109As 8.2 10.0
Ωmh2 7.6 8.6

Parameter ∆L Min ∆L Max
ns 7.9 10.6

109As 6.7 7.1
Ωmh2 11.6 7.3

Table 5.3: Discrepancies ∆L between the linear power spectra and the corresponding evolved
ones through the emulator, for z = 0 at the left and for z = 1 at the right.

We can observe that in almost all cases the discrepancies ∆ involving the power spectra evolved
by means of the expansion (5.3) are well beyond the three, but in many cases also four times,
of that found considering the linearly evolved ones ∆L and half of that related to the refer-

ence ones ∆̃. In the cases of variations of ns or As the intervals of parameters implementing
the bound on discrepancy are smaller at z = 0 with respect to z = 1, as can be understood
intuitively, while for Ωm the situation is inverted and even considering the full form of CII the
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Parameter ∆̃ Min ∆̃ Max
ns 3.5 4.7

109As 3.5 4.1
Ωmh2 8.5 7.7

Parameter ∆̃ Min ∆̃ Max
ns 5.9 5.7

109As 5.9 5.6
Ωmh2 4.6 4.7

Table 5.4: Discrepancies ∆̃ between the reference power spectra and the corresponding evolved
ones through the emulator, for z = 0 at the left and for z = 1 at the right.

Bound Value (σ) at z = 0 ∆(z = 0) Value (σ) at z = 1 ∆(z = 1)
Min Ωmh2 −3.5σ 0.6 −2.1σ 2.2
Max Ωmh2 +4.1σ 0.7 +2.5σ 2.2

Table 5.5: Results using the full time-dependent form for CII in (5.5).

configuration is more improved at z = 0 than at z = 1, leading to think this is really caused by
the second correction: this is probably due to the fact that the change in this parameter modifies
the growth principally at very low redshifts, as by the way appears by Fig.(5.1), retarding or
anticipating the time when the cosmological constant dominates and hence modifying substan-
tially the correction at z ∼ 0.
However, it is clear that such a non-standard perturbative approach, that actually uses statisti-
cal objects coming from standard perturbation theory, the linear kernel at lowest order and the
power spectrum at one loop, even if it can of course be improved using higher loops statistics
or going beyond the linear kernel, appears a good candidate for the need we expressed at the
beginning of the chapter, an object acting as a general interpolator encoding small modifications
of a reference cosmology at large scales.
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Conclusions.

In this conclusions, we will summarise the main ideas having inspired this work, highlight the
original results we have obtained and point out further possible improvements and outlooks.
Throughout the thesis, motivated by the need for new methods for the study of the Large Scale
Structure of the Universe at mildly non-linear scales, we investigated the potentialities of the
linear response function.
After a general introduction on both theoretical and observative approaches to the study of
the LSS, we presented standard perturbation theory in a field theory fashion, resulting in the
formulation of the Feynman diagrams of the theory. Then, we defined and motivated the linear
response function, the functional derivative of the non-linear evolved power spectrum at a scale
k with respect to the (linear) power spectrum at initial time at a scale q, which proves to be a
good probe of the coupling between different modes; moreover, we evaluated this object at the
lowest order in standard perturbation theory, pointing out, through comparison with N -body
simulations, the breakdown of this approach for scales q ≫ k and, oppositely, the proof of its
validity at scales q ≪ k, whose behaviour is strongly constrained by galilean invariance.
Then, we developed two applications aiming at showing the power and the versatility of the
linear response function. First we used it as a tracer of galilean invariance: in particular, we
provided a way to improve the non-linear matter power spectrum as computed by means of
the Γ-expansion analytical method at slightly non-linear scales k ≈ 0.10 − 0.25hMpc−1, where
the approach, as commonly happens to the majority of the semi-analytical methods, breaks the
invariance under galilean transformations. As a result, we were able to increase the reliability
scale from k = 0.16hMpc−1 to k = 0.22hMpc−1 at redshift z = 0, where the discrepancy
with simulations is under the 3.5%, while at z = 1 a discrepancy of the 1% is shifted from
k = 0.25hMpc−1 to k = 0.30hMpc−1. In the second application we used the linear kernel as a
tool to interpolate between different cosmologies: in particular, by means of a Taylor expansion
of the non-linear matter power spectrum in the deviations between the initial reference power
spectrum and the modified one, we could obtain the evolved power spectra in cosmologies with
slightly modifications in the cosmological parameters with respect to the reference. We obtained
that the evolved modified power spectra generally differ from the corresponding simulated
ones within about the 2% by changing the parameters within an enhancement or reduction of
about 3σ around the present experimental values. This method can of course be improved, for
example by including the quadratic kernel function or by going beyond the one loop expression
for the power spectrum used to evaluate the kernels. This result actually opens the doors to a
limitation of the number of the needed N -body simulations and can surely be extended to more
general cosmologies, such as in the case of a non-negligible amount of massive neutrinos in the
Universe.
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