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Abstract

We study the connection between an optimal control problem for a large sys-
tem of particles interacting in a moderate way and a limit McKean-Vlasov control
problem with a local dependence on the limit measure. Precisely, we prove the con-
vergence of the value function associated with the N-particles problem towards the
value function of the limit McKean-Vlasov control problem as N tends to infinity.
We start by heuristically deriving the limit McKean-Vlasov control problem. Then,
we prove the existence, uniqueness, and regularity of the optimal control for the
limit problem, under a convexity assumption on the value function and by using the
link with the associated MFG system. Finally, we prove the convergence by using
regularization arguments on one side and the local regularity property of the em-
pirical density associated to the particles system controlled with the limit optimal
control.
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1 Introduction

The topic of this work is the study of an optimal control problem with a large number
of moderated interacting particles.

We consider the situation in which a central planner aims to minimize the average cost
of a particles system in interaction by choosing all of the controls for all of the particles.
The peculiarity of the model lies in the way this interaction occurs. Indeed, we assume
that each particle interacts with the others in an increasingly localized way as the number
of particles grows. In particular, denoting with N the number of particles, we consider
the following optimal control problem:

N T N2
el oy ™| N N N N
anfN;EUtO ety /R Fla, VY s m @)V «m (z)da}dt (1)
where @ = (o™, ..., a™") and the particles (X™V¥);,_; v follow the system of controlled
SDEs :

dX)\" = odt + V2dW, X =7 (2)

We leave for now the definition of the working assumptions.

As we can see from (1), each particle pays a price which depends quadratically on the
choice of the control and a price that depends on its position and on the distribution of
the other particles. In this last term, the assumption of moderate interaction is described
by the convolution:

N
1 .
VN*miv(x):N E V(- X,
i=1

m is the empirical measure associated to the particles system (2), while V¥ is defined
by:
VV(z) = NPV (:N)

where V € C*(RY) is a symmetric density with compact support and 3 € (0,1).
With this particular choice of 3, the support of V¥ becomes smaller and smaller as N
grows, and as a consequence, the interaction among the particles in the cost functional
becomes more and more localized. This type of regime is called in the literature a regime
of moderate interaction.

1.1 Our result

We study problem (1) when the number of particles is large. Specifically, for every
initial time ¢y € [0,7] and vector of initial random i.i.d. positions Z = (Z%,..Z") we
prove the convergence as N — +oo of the value function V¥ (¢, Z) associated with the
N —particles problem (1):



V(ty,Z) = inf ZEU NZ|2 —l—/RdF(x,VN*miv(x))VN*mt( )dx}dt]

aNean N

towards the value function associated to a McKean-Vlasov control problem with a
local dependence on the limit measure:

Ulty, mo) = inf { / / O 2+ Flamt, m))m(t,x)d:rdt} (3)
(ym)e A Rd
where (tg, mg) € [0,T] x P2(R?) and m solves in the sense of distribution the Fokker-
Plank equation:

{Gtm — Am + div(ma) =0 (to,T) x R? )

m(to) =My

We will postpone for a moment the definitions of the control sets AV, A, as well as
the working hypotheses.

1.2 Background and related literature

The convergence of a general class of N—particles optimal control problems towards
the associated limit McKean-Vlasov optimal control problems was proven by Lacker in
[11], under the key assumption of weak or nonlocal interactions, meaning that the de-
pendence on the measure in the cost functional and in the coefficients of the dynamics is
continuous with respect to the convergence in Wasserstein spaces. This kind of regime
corresponds to the choice of § = 0 in the model presented in chapter 1.1 . Differently from
our case, with this choice of parameter the radius of the interaction in the cost functional
remains fixed as N-grows. As a consequence, the dependence on the measure in the limit
cost functional is expected to be non-local, meaning that the second variable of F' in the
definition (3), is expected to be a measure instead of a density. Lacker’s arguments are
based on a reformulation of the state equation both for the N-particles problem and the
McKean-Vlasov control problem as controlled martingale problems with a relaxed notion
of controls. These formulations enjoy compactness properties. Together with the conti-
nuity properties of the cost functional and the coefficients of the dynamics with respect
convergence in Wasserstein spaces, they ensure existence of optimal control for both the
N-particles problem and the McKean-Vlasov problem and the desired convergence result.
Recently Djete, Possamal and Tan [8] extended the result by Lacker [11] to problems with
a common noise.

Many other authors have contributed to the study of the mean field limit of optimal
control problems under the assumption of weak interactions. In particular, Fornasier,
Lisini, Orrieri and Savaré studied in [10] the problem for deterministic dynamics by using
I'— convergence argument.

Recently, for the regime of weak interactions, a rate of convergence of the value function



V¥ associated to the N-particles problem towards the value function U associated with the
limit McKean-Vlasov control problem has been proven by Cardaliaguet, Daudin, Jackson,
Souganidis [2] using PDE techniques in the presence of both idiosyncratic and common
noises. Again, these arguments require at least the continuity of U in Wasserstein spaces
in order to write a dynamic programming principle and thus to establish a link between
U and an Hamilton-Jacobi equation in the space of measures.

Our work gives a first convergence result of V¥ towards U for the regime of moderate
interactions (8 € (0,1)). As said before, with this choice of parameter we do not have
continuity properties in Wassertein spaces for the cost functional associated to VYV and
U and this makes it impossible to use the same techniques previously presented for the
weak or non-local regime.

A first propagation of chaos result for a system of uncontrolled, moderately interacting
particles was proved by Oelschlager in [13] under a Lipschitz condition on the drift of the
dynamics.

Recently, a Mean Field Games model with the assumption of moderate interactions
among the players has been studied by Flandoli, Ghio and Livieri in [9]. In particular,
they proved that any optimal control in feedback form for the MFG problem, induces a
sequence of e-Nash equilibrium for the N —player games. Their argument is based on an
extension of the propagation of chaos result by [13]. In particular, the characterization of
the limit density is given by regularity estimates on V x m¥ (-) uniform in N, under the
restriction 3 € (0, %) and an integrability requirement on the initial distribution my.

Our work can be considered as the cooperative version of [9]. Indeed, in [9] the authors
study the existence of approximate Nash equilibrium for N —player non-cooperative games
when N is large, while in our work we are interested in the optimal control, i.e., in the
minimizer of a global cost functional representing the average behaviour of the system of
particles. For more details about the differences between Mean Field Control (MFC) and
Mean Field Games (MFG) problems, we refer to [4] chapter 6.

Despite the different nature of the two problems, the regularity estimates on VY x m™(.)
given in [9] have been useful in our convergence result.

1.3 Our strategy

As said in the previous paragraph, the local nature of our problem does not allow us
to have continuity properties in Wasserstein spaces and for this reason, we used different
techniques compared to those previously presented for the case of non-local interactions.

Our work is organized as follows:

e In chapter 2 we introduce rigorously the N-particles problem and we derive heuris-
tically the limit problem. For this derivation we follows [13], where the regime of
moderate interactions is studied for uncontrolled dynamics.

e In chapter 3 we prove existence and uniqueness of regular optimal control for the
limit problem. Under the assumption of convexity of the limit cost functional, we



prove that the minimizer can be constructed by the solution of a (MFG) system.
In particular, we prove the existence and uniqueness of regular solutions for this
(MFG) system following some ideas from [5].

Chapter 4 is devoted to the main results of this work: the convergence of the
N-particles problem towards the limit problem. The strategy is based on the con-
vergence of upper and lower sequences of the value function associated with the
N-particle problem towards the value function of the limit problem. The lower se-
quence is given by a regularization argument that permits to use the result from
[11]. As we will see, for this step the convexity assumption on the cost functional
will play a crucial role. The convergence of the upper sequence is determined by the
particular choice of the optimal control for the limit problem and by the regularity
of the empirical density proved in [9]

Finally, in the last section we analyze possible extensions of our result to more
general problems and discuss important questions that remain open.



2 Model setup and main result

In this chapter we introduce the N-particles problem, the limit problem and the work-
ing hypotheses.

N-particles problem:

We consider a finite horizon T' > 0. For every ¢, € [0, 7] and for every N-vector of
i.i.d random variable Z = (Z1, ..., Z"), we consider the N-particles value function:

VN(ty, Z) = inf JV(a) (P)
aNeAN
where:
N/~ 1 & T |Ofiv’i|2 N N N N
JN¥(a) = ¥ ;1 E : {T—l— g F(x, VY xmy" (x))V"™ xm," (x)dx}dt|. ()

AN is the set of controls &V = (o™, ..., a™N) € L2((0,T) x Q, (R%)N) progressively
measurable, and for each 7 = 1, ..., IV, the particle (XtN ")ieto,r) follows the controlled SDE:

X\ = dt + V2w X =7 (6)

77777

filtered probability space (Q, F, (F¢):, P).

In the definition of (P), m}’ = + VLo i is the empirical measure associated to
t
the system (6). The peculiarity of problem (P) lies in the presence of the convolution
VY % m¥ (-) between the empirical measure and a regularized symmetric density:

VV(z) = NPV (2N4)

where V' is a C' symmetric density with compact support on R* and 3 € (0, 3).

We work in the following setting of HYPOTHESES (H):
A) F:R?x R, — R is bounded and there exist L > 0 such that:

|[F(x,p) — F(y,q)| < L(lz —y[ + [p — ql)

B) The function m — F(x,m) = F(x,m)m is convex in m and its derivative f(z,m) =
OmF (z,m) is given by
f(z,m) = g(m) + h(z)

where g and h satisty:



(a) g € C?((0,+00)) and there exists a positive constant ¢ such that for every
m € R, and uniformly in x:

2<a< 2 if d>3
0<g(m)<eme, with{ 4=%Sas o d=
a < +o0o  otherwise
(b) h € CZ(RY), h >0 on R?
C) The law of the initial position has density mg such that :
mo € CH(RY), mg > 0, [pamo(x)de = 1 and [o, eMN*lmg(z)dr < +oo for every
A>0

D) V¥(z) = NPV (2N) where V is a C' symmetric density with compact support on
R? and S € (0,1).

Remark 1. The decomposition in hypothesis B) is satisfied by F(z,m) = F(xz, m)m with
F of the form:

F(z,m) = /Om g(r)dr + h(x)

Remark 2. The convexity of F in the second variable, implies that ¢ is increasing in m.
Remark 3. The restriction of 5 to (0, %) and the integrability assumption on the moment

of mg at point C), will be necessary to establish the regularity of the empirical density in
chapter 4.

Limit problem:

As explained in the introduction, with the choice of § € (0, %) the interaction in the
cost functional becomes more and more local as N-grows. In this regime, but in the
case of uncontrolled dynamics, it has been proved in [13] the convergence in law of the
empirical measure towards a deterministic measure with (Lebesgue) density.

This suggest to consider a limit McKean-Vlasov problem with a local dependence on the
limit measure.

We introduce the value function for this problem in its analytic formulation. For
(to, mg) € [0,T] x Pa(R%), we define the value function for the limit problem as:

Ulty, mo) = inf U /R O 4 2y + Flam(t, 2))mit, z)dwdt (LP)

(aym)eA
where A is the set of of couples (m,a) where m(t,z) : [0,7] x R? — R, « :
[0,7] x R — R? such that « € L2 ([0,7] x R?), m € LY([0,T] x R?), m(t,xz) > 0,

Jgam(t,x)dz = 1 for a.e t € (0,7) and m satisfies in the sense of distributions the
Fokker Plank equation:



m(to) = my

{Otm — Am + div(ma) =0 (to,T) x R?

Our convergence result:

Now that the problems are well defined, we are ready to state our main result:

Theorem 2.1. Under hypotheses (H), for every initial time to € [0,T] and vector of i.i.d
random initial position Z = (ZN1, ..., ZNNY with law mo(-)dx, we have:

lim VN(to, Z) = Z/{(t(), mo). (8)

N—+o0

The rest of the work is devoted to the proof of this result, following the outline pre-
sented at the end of section 1.3.



3 Study of the limit problem

In this chapter we prove existence and uniqueness of smooth minimizer for the limit
problem (LP).

3.1 Optimality conditions

Following [3], the idea is to reformulate problem (LP) as a convex minimization prob-
lem and than find sufficient optimality conditions for it.

Indeed, using the change of variable w(t,z) = «(t,x)m(t,z) problem (LP) can be
rewritten as:

inf J(w,m)=inf [/ y o(m,w) + F(x,m(t,z))dxdt (LP2)

(w,m)eB (w,m)eB

where B is the set of function m(¢,z) : [0,7] x R — R, w : [0, T] x R — R< such
that m,w € L'((0,T) x RY), m(t,x) > 0, [pam(t,z)dz =1 for a.e t € (0,T) and satisfies
in the sense of distributions the continuity equation:

{Gtm — Am + div(w) =0 (to, T) x R? ()

m(to) =My
The function ¢ : R, x R — R is defined as follows:

% if m>0

1
2
d(m,w) = 0 if m=0, w=0

+o00  otherwise

Lemma 3.1. The function ¢ is convex.

Proof. ¢ can be written as the supremum of linear functional (in m and w) as follow:
m
8(m,w) = sup fw- 5 |5?)
BER

and thus it is convex. O

Now, since F is convex in m, ¢ is convex in both variables, the functional .J is convex.
Moreover, the set B is convex so that (LP2) is a convex minimization problem.

The function ¢ is C!' in the region m > 0. Thus, its sub-differential at a point
(m,w) € (0,4+00) x R? is:

- —12
00(m,7) = (Ot 0u) = (2, 121

10



Following [3], the system of optimality conditions for (LP2) is the following (MFG)
system:

|D2“|2 = f(z,m(t,x)) (0,T) x R

oym — Am — div(mDu) =0 (0,T) x R
m(0,z) =mg, u(x,T)=0

where f(z,m) = 0, F(z,m).

— O — Au +
(MFG)

As we will prove in the next chapter, under our hypothesis there exists an unique
solution (u,m) € (C12([0,T] x R%))2.
It can be proved using Schauder estimates that this solution satisfies:

o, D1, 0, D, Ati, m, Oym, 0, Din, A € Cy([0,T] x RY).
Moreover, m € L*((0,T) x R?) and |Di|*m € L*((0,T) x R?) so that (m,—Di) € A
and in particular (m, —mDu) € B.
Remark 4. 1. Thanks to the strong maximum principle, if m is the solution of the

Fokker-Plank equation in (M F'G), then m > 0.

2. If we prove that (—mDu, m) is a minimizer for (LP2), then (—Du,m) is a mini-
mizer for (LP). Indeed, the minimization in (LP2) can be restricted to the couples
(m,w) € B such that % € L'((0,T) x RY) so that o« = 2 € L2 ([0,T] x RY).

In this chapter we will prove that (—Du,m) is the unique minimizer for (LP) in A.
We start by proving the following result for (LP2):

Proposition 3.2. Let (u,m) be the solution of (MFG), then (—mDu,m) minimizes
(LP2).

Proof. Let (m,w) = (m,—mDu) and (m,w) € B another competitor for the minimiza-
tion.

Using the convexity of ¢ and F and the sub-differentiability of ¢ in (m,w) and F in m
we have:

J(m,w) — J(in, o) / : o(m,w) — p(m,w) + F(z,m) — F(x, m)dxdt

z/o /Rd%«w—w)—ﬁ< m) + f(z,m)(m — m)dedt.

Now, using that w = —mDu and the fact that @ solves the H-J equation in (M FG),
we can rewrite this last integral as:

11



| Daf?

T D—2
/ —Da-(w—w)+ﬂ(m—m)+(8m+Aa—
0o JR4 2

)(m — m)dxdt
T
= / / (O + Au)(m —m) — Du - (0 — w)dzxdt
d
0T . T
= / / (Oyu + Au — Du - Du)mdzxdt — / / (Oyu + Au — Du - w)mdxdt
0 JRd4 0 JRd

Since u is C? we can use it as test function (up to an approximation with cut off
functions) for the weak formulation of the Fokker-Plank equation in (M F'G) and for the
continuity equation (9), so that, since at time zero m(0,z) = m(0,z) = my(z) and at
time T', u(T, z) = 0 we have:

T T
/ / (0yu 4+ Au — Du - Du)mdxdt + / / (Oyu + Au)m — Du - wdxdt
0 R4 0 Rd
_ / (@(0, 2) — (0, 2))mo(x)dz = 0
R4

which proves that J(m,w) > J(m,®) hence (—m.Da,m) minimize .J in B. O

Thanks to the convexity of B and to the strict convexity of ¢, (—mDu,m) is the
unique minimizer for (LP) in B. As a consequence, (—Du,m) is the unique minimizer for
(LP).

12



3.2 Study of the MFG system

In this chapter we prove the existence of classical solution for the MFG system:

| Dul?

— Owu — Au + = f(z,m(t,z)) (0,T) x R?
dym — Am — div(mDu) = 0 (0,T) x R? (MFG)
m(0,z) = mo(z), w(x,T)=0 zcR?
we recall that f(z,m) = g(m) + h(z) where g and h satisfies hypothesis (B) and the m,
satisfies hypothesis (C).

System (M FQ) is a MFG system with local coupling defined on the whole space R?.
The local nature of this problem gives problem in the proof of the existence of regular
solution for the Hamilton-Jacobi equation since there is no smoothing effect as in the
non-local case.

Moreover, working on R? creates compactness issues for the fixed point map.

Our strategy is based on the work [5]. The idea is to obtain sufficient integrability on
Du, thanks to the growth restriction on g, in order to obtain local Holder regularity for m.

The key ingredient of the strategy is the following a priori estimate:

T
/0 /Rd p*ttdzdt < C (10)

where p is the solution for A € (0, 1) of the system:

2
0w — Ao+ P p e ) (0,7) x R
Oyt — Ap — div(pDv) =0 (0,T) x R? (8)

w(0) = Amg, v(z,T)=0 z¢cR?

which is obtain using first and second order estimates and the positive sign of ¢'(m).

Then the proof of the existence of regular solutions follows by using Schaefer’s fixed
point theorem and a bootstrap procedure to gain regularity.

So, we start proving the a priori estimates (10).

3.2.1 A priori estimate

In this section we prove the following theorem:

Theorem 3.3 Supose (1.1 € C(0.7] () (€01 <RI AC(0. 1), L) (2%
solves system (S) for A € (0,1). Then there exists a positive constant M = M(d, o, ||mo||e+1(ra))

13



such that:

T
/ / p2t(t, x)dedt < M
0 R4

Proof. Step 1. (First order estimate) We multiply the Fokker-Plank equation in (S) by
u® and we integrate by parts on the ball B, R > 0:

/ / Oy o™ dacds—// Auu“dxds—/ / div(pDu)u*drds = 0
BR BR BR

= po () dx—l—oz// L Dul|?drds =
a—i—l/BR Br

t
1
- a/ Dv - Dup®dxds + —— ptH0)dz + Gg
0o JBg a+1 /g,

where:

t t
Ggr= / Dup® - ndxdt + / Doup® - ndzxds
0 86}{ 0 6BR

Now, since y, Du, Dv are bounded and p € C(L'), the integrands of G belong to
LY((0,T) x R?). So, by lemma (A.1) in appendix A there exists a sequence Ry * 400
such that G, — 0, so by dominated convergence we obtain that for every ¢ € [0, T7:

1 +1 /t/ —1 2
“TH)d N Dul*deds =
aﬂ/Rdu O A W LY

t
1
— a/ Dv - Dup®dxds + —— uO‘H(O)das
0 JRrd

a+1

showing in particular that u* !|Dul? € L'((0,T) x R%). Now Du/ﬂ a+1Du°‘+1 More-
over, i, Du, Dv, D?v are bounded and p € C(L'). So, integrating by parts using lemma
(A.2) in the appendix and thanks to the Holder inequality we obtain:

t
— a/ Dv - Dpp®dzds
0 JRd

1

o t o t 1 t :
= / / Avpdeds < / |D?v|* udxrds / / 2 dads
« + ]. 0 R4 o+ 1 0 R4 0 Rd

Now, u* Y Dul? = a+1 —A|Dp"2" |? and letting ¢ vary in [0, T7:

4 o 2
{sup / pdr + —/ \D,u;rl]dedt]
tefo,1] JRra a+1lJy Jpra

2 T T
< 2</ aH(O)dI) +2a2(/ |D2v|2udxdt) </ / ,u2a+1dxdt>
Rd 0o Jre 0o Jre

Step 2.(Parabolic interpolation) We now use some estimates from [7]. In particular

by proposition 3.1 in [7] with v = ,uaTH,p =2.q= 2(20:51 and d+m = i"—ﬁ there exists a
constant C' = C(d, ) such that:

T % =~ T a+1
(/ / ,u2a+1dxdt> < C’{/ |D,u%|2dxdt + ( sup / uﬂdm>
0o Jre 0o Jrd t€(0,7] JRd

14
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where 8 =m2t = & and
2 +1 1
i €(=,1).
q 2a+1 2

Now if d < 2 and o > 2 sord>?2 and < a < 7% then 1 < 8 < a+1. So by interpolation:

()] 2aay < i)l Rd)llu(t)l\iaﬂ(w)

for % =1-0+ aiﬂ.
Now since ||1(t)|[ 21 ey = [[#(0)]| L2 ay < [|m(0)|[L1(ray = 1 we get:

/ / 2a+1dxdt> <C{/ / |Dp™> \dxdt—l—(sup/ "‘“da:)}
R4 Rd t€[0,7]

208
m(a+1)

T H R T a2
(/ / M2a+1d37dt> < 2C? [/ |Dp"% |*dadt + ( sup / u"‘“dx) } +2C*
0o Jrd 0o Jrd te[0,7] Jrd

Therefore, plugging this last inequality in the result of Step 1. we obtain:

T H T T
(/ / u2a+1d:cdt> <c [/ pt(0)dr + (/ / |D20]2ud1’dt> (/ / /faﬂdxdt)—l—l]
0 Jrd R 0 Jrd 0 Jrd

(11)

. Since a < 1 we have:

where a =

where ¢ depends only on N, .
Step 3.(Second order estimate)

We want now to estimate fOT Jga | D*v[*udadt. We compute the laplacian of the Hamilton-
Jacobi equation:

—0,Av — AAv + |D*0]* + D(Av) - Dv = div(0p, f(x, 1) D) + div(Dy f (v, 1))
= div(¢ (1) Dp) + Ah(x)

since by hypothesis f(z, ) = g(p) + h(z).
Now we multiply the above equality by © and we integrate by parts (again using lemma
A.2) to obtain:

T
—/ Oy Avudxdt —/ / Av(Ap + div(Dop))dzdt
Rd Rd

//|D2v| pdxdt
R4

T
/ / w)| Du(t, z)| da:dt—i—/ Ah(z)pdxdt
R4 0 Rd

15



Using the Fokker-Plank equation, the left hand side can be rewritten as:

_ /OT . Oy Avudxdt — /OT g Av(Ap + div(Dop)dxdt
/Rd Av(0)u(0)dz — /Rd Av(T)u(T)dx
_ /R Au(0)u(0)ds

T
:>/ / |D21j|2udxdt§/ Dv(0) - Du(0 dx—/ / )| Du(t, z)|Pddt
0o Jrd 0 Jrd R¢
+/ / Ah(x)pdxdt
0 Jrd

Now since by assumption ¢ is increasing in the second variable

/ / )| Dp(t, ) Pdadt <0
Rd

and again by assumption ||Ah|| .~ < ¢ for some constant ¢ independent on u, we have :

T T
/ | D*v|? pdzdt < / Dv(0) - Du(0)dz + ¢
0o Jre 0o Jre

Now by lemma (A.5) in appendix A, if we denote by F(z,7) fo x,m)dm the
antiderivative of f, we have that for a.e. t € [0, T7:

1
Du(t,z)Du(t,x)dr + = | |Du(t,z)|*mdx — [ F(z,m(t,z))dr = constant
R4 2 Rd Rd

and so for t = 0 we have:

/Rd Dv(0) - Du(0)dx + % /Rd | Dv(0)|?1(0))dz — /Rd F(x, u(0)dx

= [ Du(T)-Du(T)dx + % /Rd | Dv(T)|?1u(T)dx — /Rd F(x,pu(T))dx.

Rd
Since for every € R? v(T,z) = 0 and F > 0 we obtain:

Dv(0) - Du(0)dx < F(x, Am(0))dzx = ¢z

R4 R4

where ¢, does not depend on p. In the end we have fOT Jga | D*vPpdadt < ¢ with ¢
dependent only on d, . Plugging this last inequality in (11) we get:

T - T
( / / u2a+1d:cdt) §C<1+ / / u2°‘“d:cdt).
0 R4 0 R4

Since § > 1, by Young inequality we conclude that:

T
/ / P2 drdt < M = M(d, «, ||mo||pe+1).
0 Jrd

Now we are ready for the proof of the existence.
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3.2.2 Existence

Theorem 3.4. Under the initial assumption, there exists (u,m) classical solution of the
system (MFGQG).

u

Proof. Using the Hopfe-Cole transform w = e~2 we rewrite M F'G system as:
—w — Aw + flz,m)w=0 (0,T)xR?
om — Am — div(%m) =0 (0,T) x R? (12)
m(0) =my, w(z,T)=1 zcR?

For o > %l ifd<2or % <a< ﬁ if d > 2, we introduce X = L?***1((0,T) x R%) endowed
with the topology of the strong convergence and we consider the open set:

T
Usyr = {m € X|/ mQO‘HdQ:dt < QM}
0 R4

where M is the a priori bound of the previous section. We introduce also Usyy, the closure
of Uy with respect the strong convergence norm of X. For m € Usgy, we consider the
triple (m, u, w) solution of :

—Ow — Aw + f(x,m)w=0 (0,T) x R
D
Oupt — Mg — dw(Twu) =0 (0,T) xR (S1)

w(0) =mg, w(z,T)=1 zcR?

and we define the map ® : Uyyy — X as ®(m) = p.

Proposition 3.5. The map ® is well posed, continuous and compact.

Proof. We start from the well posedness.

Given m € Uspy we have m® € LP((0,T) xR?) for p = 22 > &2 and this implies that
f(m) € LP((0,T) x R?) for p = 26 > €2 Since w(T) c LOO(Rd) thanks to Theorem
10.1 section 3 of [12], there exist a weak solution w € V4 ,.((0, T) x RY) N L>®((0,T) x RY).
Moreover, by the comparison principle w > w = e~ ™% 9) minp, e > 0. Thanks

to lemma (A.3), we have also Dw € L?((0,T) x R?).

We pass now to the Fokker-Plank equation. Since p(0) € L'(RY) N L*°(R?) then
1(0) € L*(RY). Moreover 22 € L?((0,T) x R?) for 2p > d + 2 so that we have existence
of a weak solution p € Vo((0,T) x RY)NL>((0,T) x RY) that is also locally Holder contin-

uous. Now since p € L®((0,T) x R?) and has finite first order moment,by interpolation
we have that € X i.e. ®(m) € X and ® is well defined.

We study now the compactness of ®.
By the previous arguments we have that there exist constants K,6, with 8 € (0,1),
which depend only on M, d, «, [[u(T)||c2, [|mol| <, |[mol| L1 ®a), [|2m0]| L1 ey such that for
any m UQM .
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Dw
||w]| e, H?HL?P(RdX(O,T))a I 12] | oo (0,7, Larayy < K

for all ¢ € [1, +00] and

sup [ |z|p(z, t)de, sup [|pl] 40 <K
tel0,T] JRd 2€R4 By (2)x[0,T]

We use these last inequalities to get the compactness of ®. Indeed let (my,), be sequence
in Uy and for every n consider p,, = ®(m,). We have to prove that (u,), is relatively
compact on X endowed with the norm of the strong convergence. For R > 0 we have:

K

sup sup / o (t, x)dr < —.
ja|>R R

n  tel0,T]

Furthermore, since (i, ), is equibounded, by interpolation between L> and L' we have
that for every e there exist R such that:

sup \|Mn| |L°°((0,T),L2a+l(Rd\BR)) <€

where Bp is the ball of center 0 and radius R. On the other hand, on a compact set
we can use the uniform bound on the Holder norm. Indeed, since u, is equibounded in
0
Cfs;(z)x[o,T]v by Ascoli-Arezela we can estract a sub-sequence i, that converges uniformly
on Br(z) x [0,T] to some p. Since the same estimates hold for y, we have that for n large

enough:

|y, — ,UHLOO((O’T)’L2Q+1(Rd)) <e€
By a diagonalization argument, we can find a subsequence j,,, which converges in L>((0, T"), L¢(R%))
and therefore in L2 (R? x (0,T)) which proves the compactness of ®.

Finally, we prove the continuity of ® with respect to the strong convergence of L2*+1(R¢4

0,7)).

Let (my,), C Usps converging to m € X. Than m® — m® in LP((0,T) x R?) and thanks
to the hypothesis on f, f(m,) — f(m) in L?((0,T) x R?). We have to prove that
fn, = ®(my,) converges to u = ®(m). We need a stability argument. Let (my,, wy, ) the
triple solving (S), then @ = w — w,, solves:

X

-0 — Aw = w(f(x,m) — f(x,m,)) +wf(x,m,), w(T)=0.
By lemma (A.3), we have:

l|Jw — wn”LOO(RdX(O,T)) < Cllw(f(mn) — f@?m))HLP(RdX(O,T))
< CK||f(mn) = f(m)||ze@ax o,y

where C' depends on K,d, T, p.
Again, by the same lemma we have :

|| Dw,, — DwHL2P(Rd><(O,T)) < Cllw(f(m) — f(mn)) + f(mn)wHLP(JRdX(O,T))
< C(K||f(m) — f(ma)llr@axo,ry) + M7 [[w — wn|| Lo (rax0,1)))

18



So that w,, — w in L®(R? x (0,T)) and Dw, — Dw in L**(R? x (0,T)).
Now thanks to the maximum principle w,,w > w > 0 we have:
Dw, Duw 1 w — Wy,

— — = —(Dw,, — Dw) + Dw,(
wh, woow Wy w

)

which implies the convergence of Dw—li" — B2 in L?(R? x (0,7)).

Now, setting i = pu — p, it satisfing:

Dw Dw Duw
—Oit — Apu = —2div(—n) — 2div((— — L ») =0, (0)=0.
Wit — Ap (=) = 2div((— o )tin) fi(0)
As before, using lemma (A.3), we have that :
Dw Duw,
| — Nn||L°°(Rdx(0,T)) < C||(7 - w, )Mn||L2p(Rdx(o,T))
Dw Duw,
< CK||7 - | L2p (R (0,7))

n

where C' depends again only on K,d,T,p. This and the equiboundedness of ,,, i on
L>=((0,T), LY(R%)) gives the convergence of (i), to u in L2*THR? x (0,T)) i.e. the
continuty of ®. O

We are now ready to prove the existence of smooth solution for (M FG). We use the
following fixed point theorem (Schaefer’s fixed point theorem).

Theorem 3.6. Let X be a Banach space, C C X closed and convex subset. Let U be an
open subset of C' and U its closure. Consider a function ® : U — C' continuous and
compact. Suppose that the following property holds:

u = AP(u) for some X\ € (0,1) = wu ¢ OU.

Then ® has a fixed point.

We use the previous theorem with ' = X = L?**1((0,T) x R?), U = Usps. The con-
dition u = A®(u) is equivalent to ask that (u, p) is a solution of (S). In order to use the a
priori estimate, we use a bootstrap procedure to prove that (u, p) is a classical solution.

Indeed, since p is locally C%2, then w belongs to C2+®1+5. This implies that u solves a
[ [
linear parabolic equation with C%z coefficients so that p € C?+%1+z2.

Then, using the a priori estimates, we have that [} [, u?*dzdt < M = M(d, o, |[mo]| e+1)
i.e. i ¢ OUspr. So thanks to Scheafer’s fixed point theorem system (S) has a classical so-
lution (u,w) and, in the end, (u,u) = (1, —2log(w)) is a classical solution of (M FG).

[
3.2.3 Uniqueness

The proof of the uniqueness is a consequence of the monotonicity of f in m.

Theorem 3.7. There exist at most one classical solution to the MFG system (MFG).
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Proof. Suppose (ui, m1), (uz,ms) two classical solution of (M FG). Set @ = u; — uy and
m = mq — Mmsy. Then @ solves:

—ou — Au + %(|Du1]2 — |Duy|?®) — [f(z,mi(t, ) — f(z,ma(t,2))] =0 (13)

while m solves:
oym — Am — div(my Duy; — maoDus) = 0.

Now u is C? so, up to a truncation argument, we can use it as test function for the
Fokker-Plank equation to obtain:

T T
/ / (Ou + Au)mdxdt — / / (D, myDuy — maDug) =0
0 JRrd 0 JRrd

since we have the same initial conditions.

We multiply (13) by m, we integrate and we sum it to the previous equality to obtain:

T _
/ / %(|Du1|2—|Du1|2)—m[f(:E, my(t, x))—f(z, ma(t, x))|—(Du, m; Duy—moDug)dxdt = 0
0 JRrd
Now since f is non decreasing in the second variable

/Rd[f(xvml(tvz)) - f(a:,mg(t,x))](ml(t,x) - mQ(t7gj))dx Z 0

so that :
T rm
/ / 5(|Du1|2 — | Duy [*) — (D, my Duy — maDuy)dxdt < 0
0 Jre
Now,
L (1Dw 2 = |Dw[?) = (D, iy Dy — my D) = —W\Dul — Dus?
so that :

T
/ MM By — Dus|Pdudt < 0.
o Jra 2
This implies that Du; = Dus mq and msy almost sure. This means that m; and
ms solves the same Fokker-Plank equation and as a consequence u; and wuy the same
Hamilton-Jacobi equation. So, in the end m; = ms and u; = uy and the system (M FGQG)
as unique solution.

O
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4 Convergence of the N-particles problem

In this chapter we prove the convergence of the value function V¥ associated to the
N-particles problem towards the limit value function .
We recall that we denote by JV:

=[5 Z/ RV P s () i

the cost functional for the N-particles problem where a = (™1, ..., ™).

We start by considering a regularized version of the value function. In particular,
for a given smooth symmetric kernel £¢ = =9 (%), we consider the following regularized
version of the initial local problem:

v B 1 N T N,i|2

VVe(ty, Z) = inf E|—
(to, 2) aNeAN {N;/to(

+ VN g F( 6 5 VY wem ())(X) dt

(Pe)
where the controls and the dynamics are the same as in (P).

Similarly, we consider the regularized version of (LP):

Ue(ty, mg) —  int U /R D b 2y 4 F(a, € 5 ma(w))Ee 5 mu(a)dadt]  (LPe)

(a,m)eA
Note that for a smooth density m(t,-):
F(z,£ %« my(x))& « my(x) — F(z,m(t,z))m(t, x)

as € — 0.

As usual we denote by F : R? x R — R the function:
F(x,m) = F(xz,m)m
and we introduce: F, : P;(R?) — R by:

Fe(m) = F(z, & xm(x))dr = / F(z,& «m(z))E * m(z)dx

R4 R4

Thanks to the assumption on F, F, is convex on P;(R?).

The proof of the convergence of V¥ towards U/ is based on the following strategy:

1. prove the inequality:

Ve < YN e < JN(—Da) + ce (14)

where — D is the optimal control for the limit problem and ¢ does not depends on

N

21



2. prove the convergence of JV(—Du) — U as N — +o0o0.
3. for fixed € use the convergence of VN to Y€ from [11]
4. prove the convergence of U to U

Once the previous points have been shown it is easy to conclude that:

limsup V¥ <U < liminf V. (15)
N—+o00 N—r+o0

Indeed for every € > 0, by taking the limsup in N on the right hand side of inequality
(14), we obtain:
lim sup VN + ce <U + ce
N

thanks to the convergence from point 2. Since this last inequality holds for every ¢, letting
€ goes to zero we obtain:

limsup VY < U.
N—+o00

Similarly, for fixed e by taking the liminf in N on the left hand side of (14) and by using
the convergence from point 3, we obtain that for every ¢ > 0 :

U< limNinf YN 4 ce.
Then, letting € goes to zero, we obtain:

U < liminf VN

N—+o00

thanks to the convergence from point 4.

In the end, inequality (15) implies that:

lim VN =Uu

N—+o00

which is exactly the convergence result of Theorem 2.1.

Remark 5. e The inequality VN +ce < JN(—Dii)+ce is trivial since (o)) = —Da(t, )
for i =1, ..., N are admissible controls for the N-particles problem.

e As we will prove, the inequality on the left hand side is given by the convexity

assumption on F and by Jensen’s inequality.

The rest of the chapter is devoted to the proofs of the points in the strategy.
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4.1 Convergence of JV towards U
From the previous chapter we know that —Du is the optimal control for the limit

McKean-Vlasov problem (LP).

In this chapter we will prove that the limit of the N-particles functional, when the
particles are controlled by & = (—Di(t, x))i=1..n, is the limit value functional for (LP).

77777

With this choice of controls, the N-particles functional reads:

JN(—Du) = E UOT (% i - D“(;’ X, /R Fla, VY s m @)V « mgV(x)dx> dt]

(16)

where each particle follows the SDE:
dXN = —Du(t, X)) dt + V2dW} a7

th(\)f,z‘ _ i

Since (Z%); are i.i.d. random variables with law mg and the brownian motion (W),
are independent, the particles (X;"");—y  n are iid with Law(X,"") = Law(X") =

.....

m(t, z)dx where m is the solution of the Fokker-Plank equation associated to the (MFG)
system.

So, the N-particles functional can be rewritten as:

—Di) = /: /Rd{wm(t,x)dxderURdF(x, VN s mN @)V «md (z)dx | }dt

(18)

where m¥ = ~ ZZ 1 XN i is the empirical measure associated to the particles system (17).

We want to prove the convergence of JV(—Du) to U(ty, mg) defined as:

(a,m)eA

Ulto,my) = int U /R D o)+ Pl mit, 2))mi(t, o)dudt »

— Du(t, z)?
- / / wm(t,x) + F(x, m(t, 2))m(t, z)dedt
to Rd 2
where again (@, m) is the solution of the (MFG) system.

So, the only thing that we have to prove is the following convergence:
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T
E[/ / F(x, VN« mN(2))VY xml¥( dwdt} / / (x,m(t,z))m(t, x)dxdt
to R4 R4

(20)

as N — +o0.

Remark 6. Since (XtN ")iz1,..n are iid with law m(t, -)dz, by Glivenko-Cantelli law of
large numbers m)" — m(t z)dzr a.s. and for every ¢, where by — we denote the weak
convergence of measures. This implies that a.s. and for every t, VY x mY — m(t, z)dz.
However, this is not enough to pass to the limit since F' is not assumed to be linear in
the second variable.

For simplicity we define p™ (t,z) = VN « m¥ (z).
We denote by || f||, the Holder norm

Al = 11l + [F]5

where ||flloe = $Up,egs [£(2)] and [f], = sup,, L&)

We follow [9]. The idea is to prove that p™(¢,-) enjoys local regularity properties
uniformly in N. In particular we will use the following theorem.

Theorem 4.1. Let 3 € (0,3), then there exist v € (0,1), ¢ > 2 and a constant C, > 0
independent on N such that if supy |[p™ (0)|], < +oc, then:

E([[p" (1)) < C,

Theorem 4.2. Let (ux)nen be a sequence of random measure on P(R?) converging in
law in the weak topology of P(RY) to a deterministic measure p € P(R?) with continuous
density p. Consider pN(z) = VN x uy(z). Suppose there exist v € (0,1), ¢ > 2, C > 0
such that:

E[[p¥ (1)]l1] < ©

then for every R > 0:

T Bl — plI% 0] = 0

or every q < q.
J yq <q

We leave the proofs of the previous theorems to the end of the chapter and we prove
now the convergence (20).

Theorem 4.3. Assume that HYPOTHESES (H) hold and let 3 € (0,3), v and q as
i Theorem 4.1. Then:

T T
lim E {/ / F(z, VN s m] (x))VY « miv(x)dxdt} = / / F(z,m(t,z))m(t,x)dxdt
N—+o0 to JRE to JRI
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Proof. We study:
‘EU:/W F(a:,VN*miv(x))VN*miv(x)dxdt—/:/RdF(x,m(t,x))m(t,x)dxdt}‘
E{/tOT /Rd F(x,pN(t,x))pN(t,x)dxdt—/tOT /Rd F(x,m(t,x))pN(t,x)dxdtH+

E[ tOT R /: /R dF(x,m(t,x))m(t,a:)da:dtH
= i)+ i

We start from (z). For a fixed R > 0, we split the first integral as follows:

_ [ R
IE[ /t /R d\BR[F(x,pN(t,x))—F(m,m(t,x))]pN(t,:c)d:cdtH

T
gL/ / EHpN(t,x)—m(t,x)|pN(t,x)]dxdt+2||F||LOOE{sup/ pN(t,x)dx]
to Br Rd\BR

t€[0,T]
T
< / / E[|lp" (¢
to JBgr

—|—2HFHLOO]E{ sup / pN(t,:L’)dx]
R4\Br

te[0,T

; F(x,p"(t,x)) — F(:E,m(t,x))]pN(t,x)dxdtH

S

1 1
(t,-)] |Z(7;([§R(0))] P[] |pN(t) | m adxdt

T
gCRd/ E[HpN(tw)—m(tw)H%( ] dt—l—QHFHLooE[Sup /Rd\B pN(t,a:)dl}

to t€[0,T]

where ¢ comes from Theorem 4.2 and 110 + 5 =1.

Thanks to Theorem 4.2, for every € > 0 and for every R we can find N such that :

]

CR! [ Bl ()~ m(t, )y ) <

to

For the integral on R?\ B, we prove that the second order moment of pN(t, z)dw is
bounded uniformly in N. Indeed, since the particles (X,"");_1_n areiid, [p,|7|*mo(z) <
400 we have:

E{ sup |x|2miv(d:z:)] <C
te[0,T] J R4
with C' independent on N. B
Then choosing R > 0 such that suppV C Bj(0) we have:

) |22V (z — y)dx = /d lz 4+ yPVN(2)dz < sup |w + y|? < 2(|ly]* + R?)
R R

lw|<R
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This implies that:

[lebvY eyt < [ ([ v oy )ao

/ / PV (z — y)dzm, (dy)
Rd JRd
< 2R2—|—2/ |y[2mt (dy)

Rd

— ]E[ sup 2|2V« md (2 )dx] < 2R* + QE{ sup |y|2miv(y)dy} <2R’+C<K
t€[0,7] J R4 t€[0,T] J R4

for K independent on N. Thanks to this, we have:

K
E[ sup / PN (t, a:)da:} < -
t€[0,T] JRI\ By R

So, choosing R big enough, for every € > 0 we can find N such that for every N > N

() <

The convergence of (i7) is similar. Indeed:

l\DIm

(17) < ”F”LOOE{/I‘,OT /Rd Ip™ (t, 2) — m(t, z)|dzdt

Using the local uniform convergence from Theorem 4.2 and the bound on the second order
moment of p" (¢, z)dx, and m(t,z)dx, we can prove using the same argument as before
that, for every € > 0 there exist R and N such that for every N > N:

(i) <

[\Dlm

In the end, putting the estimates together we obtain that for every € > 0 there exists
M = max{N, N} such that for N > M:

/tOT /Rd F(z, VN s« m (@))VY s« m (z)dzdt — /tOT /Rd F(%m(gx))m(t,x)dxdt} ‘

which conclude the the proof of the convergence.

The rest of this section is dedicated to the proofs of Theorems 4.1 and 4.2.
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4.1.1 Proofs

In this section we prove Theorem 4.1. We follow [9]. Let m¥ the empirical measure
associated to the particles system (17) and ¢ € C’bl 2, By Ito’s formula we have:

N N
dlml,o(t, ) = - D Aot XM = 5 D _(@a(t, Xp) + Dolt, X;) - Daft, X;) + Ag(t, Xi))dt

In the integral form the previous equality can be rewritten as:

<mi\77 ¢(t7 )> = <mé\f’ ¢(O? )> + /(; <m£N> as¢($7 ) + D¢(t: ) ’ Dﬂ(t, ) + A¢($7 ))dt
+ MDY

where for every ¢ € C2, M = ng t, XNZ -dWN'" is a martingale.
b t 0 N i=1 t

Now we prove that the empirical density p™(t,z) = V¥ x m¥(z) solves an identity
- 2
in mild form. We recall that we indicate by G(¢,7) = — e~'5 the heat kernel. We

(2mt) 2
consider also the semigroup P; associated with the heat kernel, as the operator such that
for every h € CZ(R?) :

(P)(@) = G xhia) = [ Glt.a = phlaiy.

Now, for a given t € [0,T] we rewrite the identity satisfies by the empirical measure,
using as test function ¢®(s,2) = (P,_o(VN~ x h))(z) for s € [0,t], h € C(R?) and
VY= (2) = V¥ (—2) to obtain:

Lemma 4.4. Let p™(t,x) = VN xmN(x). Then for every t € [0,T], p"(t) solves the
following equation in mild form:
() =P / DP (VY 5 (Dals, Jmd)ds
+ M
where MY () = [T £ SN Pt_SDVN(- — XN dWw N

We study the regularity property of the martingale M (-). We recall the definition of
Holder norm:

Al = 11Nl + [f]5

where || f|[oc = SUpP,cra | f(7)] and [f], = sup, 4 cpa % We now, prove the main
theorem of this chapter:
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Lemma 4.5. Let § € (0,3) in the definition of VY. Then there exists v € (0,1) such
that for every p > 2, there is a constant C, > 0 such that:

E[[MY]15] < Cp
for every N € N and t € [0,T].

Proof. 1It’s enough to check condition a) and b) of lemma (B.2) in the appendix. We start
from a). Let ey = N'%. Using the definition of MN(-) we have:

p

E[|MN(z)|P] = [ DPt STV (@ — XN aw }

C N N,y (2 :

jv— |l)1% SL/ )(57)| ds

C CTRV J_Vpd p5 e |E
- Np (t—s) 1*56 ds

égwRVEJ_Vpd_p& _al HooT b
< Te Psr R, { Z/ = 3 }

—pd—ps
C;/)TR veen ki XN o 7
[l bt 7p e p8T BPT ‘
Nz

<

where we used lemma (B.3) in the second line. Now remember that by hypothesis
fRd eMelmode < oo for every A > 0, so that we have

NxN2 | o
E|e?— 37 <(C

where C' does not depend on 7 and on N.Therefore:

e—pd—pé
E[| M (2)F] < Cornvs NN% 9" (x)

where g(x) = e is integrable at any power. Now since ey = N

Ejfvpd*pts Ng(pd—o—pé)

N N

Bp5

— N(f—ﬁ)p

[S14S)
[NI4S)

which remains bounded for 3 € (0, 3) by choosing ¢ (depending on p) small enough.
The proof of b) is similar to the previous one. We define:

ApMY (2) = MM (z) — MY (z + h)
AP VN (2 — XN = DP,_ VN (z — XN — DP_ VN (z + h — X

Then we have:

28



- N t
E[| A MY ()] = =E||> /0 AP VN (2 — XNHaw N

]
Cp [l [ ek
E Z/ (AP VY (2 — X Pds ]

Cp [ C%RV 9y —2d—25(1—7) _2x lz—x 7|
LR E ———|h|ey e TRV s Ids

t_81+'y

IN

(SIS}

IN

|

—d
B CpTRVENp —pd(1—7)
= NE

and we can conclude as for the previous term.

— N,i
|h[Pre=PArrvielR |:ep)\T,R,V|X |oo,T:|

]

We are now ready to prove Theorem 4.1. Remember, we have to prove that if 8 € (0, %)

and supyy |[p™ (0)||2 < 400 then there exist p > 2, v € (0,1) and a constant C,, > 0 such
that:

Efl[p™ ®)I15] < C,

Proof. [Theorem 4.1] By using the representation in mild form for p¥(¢) we have:
t
1 1 _ 1
E[llp" (15> < E[|Pp™ (0)]15] +/0 E[|DPe-s (VY + (Du(s, - )m)|[5]7 ds
1
+E[|[M 5]

t
<Ot [ IV e it b + 0
0

t—s)z

Now :
VY s (Dl (@) < [ V=)D ) )

<Dl [ VNG = g dy) = [P )™ (52

so that . )
E[[|[VY % (Du(s, )m{|[5]» < ||Dal[E[[[p™ (s)|[2]>.

Plugging this in the previous inequality we obtain:

“IDa(s, )l

EflpV Iy <C+C L2 |[p (5)] 2] ds.
0 (t—9)F

Thanks to Gronwall’s lemma we have:

t 1
<cop(IDull [ L)
0o (t—s)z
< Ceap(-lIDallt'7)

<,

3=

E[llp™ (t)[15]
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since from lemma 4.5, v € (0,1).
O]

Theorem 1.2 is a consequence of the previous result. For the proof we refer to [9]
Lemma D.2 appendix D.
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4.2 Proof of the inequality V"< < VY + o(e)
We rewrite (LPe) as :

6 - . T, XN |2 . .
1 (tO’Z):aNHel,fANE{/tO <N,Z;T+/RdF(x’§ VN xmN ()¢ *VN*miV(:c)d:c)dtl

1=

For every a¥ € AN we compare VV¢ with:

~ ' T /1 N ‘OéN,z'|2
VN (ty, Z) = g}VfIE [/to (N ; — + /Rd F(z, VY s mN(2))VN % miv(x)dx) dt}
In particular we want to prove that for every a” € A" and a.s.:
/ F(a, &+ VN xmd (2)e « VY xml (2)dw
R4

< / F(a, VN xmM ())VY 5« md (x)dx + cle]
Rd
for some positive constant ¢ independent of e.

Using the convexity of m — F(xz, m)m and thanks to Jensen’s inequality, we can write:
F(a, &+ VN xm (2)€ « VY« ml (2)
= F(a, /Rd VY ey (2 — y)fe(y)dy)(/Rd V¥ emg (z — )& (y)dy)
< | EWE@ VT em (@ =)V emil (@ —y)dy
This implies that:
/Rd F(x, &+ VY xm (2)) s VY« ml (v)dw

< / £ (y) F(z, VN wmd (x — y))VY % md¥ (z — y)dyde
Rd Rd

= / EF(z+y, VY xm) (2))VY « ml (z)dyda
Rd JRd

Now, using the lipschitzianity of F' we can compare the last integral and the non-
regularized term:
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|| €@F@s g™ s m @) cmd w)dedy
Rd JRd
[ ] @@ s @ s )y
Re JR4
<L [ vV em¥@is [ @iy
R Rd
<L &Wwlldy
R4
since [o VY % m)¥(z)dz = 1. In the end, we obtain the desired inequality:
/ F(z, &+ VN xml (2)e « VY xml (z)dw
R4
< / F(z, VYN s mM (@) )VN «s m] (z)dx + Le
Rd

and thus: B B
VN<(ty, Z) < VN(to, Z) + Le.
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4.3 Convergence of U to U

The proof of this convergence is based on stability properties of the MFG system.
We start by looking for uniform in e regularity properties of the minimizers for (LPe).
Hypothesis B) implies that F, is convex in P;(R%). As a consequence, a minimizer for
(LPe) is given by (—Du,, m.) where (u., m.) solves the MFG system:

2
— O — Au + _|D2u| = (;:; (z,m(t)) (0,T) x R?
om — Am — div(mDu) =0 (0,7T) x R4 (MFG1)

m(0) =mg, u(z,T)=0

oF.

where S c(m,x) = £ * F(-,§* m(-))(w) + € * (0 F'(+, €+ m(-)) x m(:))(z)

Under the above hypothesis, for every ¢, system (M F'G1) has a unique solution (u., m.)
in C2H0145 (R x [0,7)).

In order to prove the convergence of U to U, we need local uniform convergence of
me and Du, to m and Du respectively, where (u, m) is the solution of the MFG system:
2
| 2’ = f(z,m(t,z)) (0,T) x R?
dym — Am — div(mDu) = 0 (0,T) x R? (MFG2)
m(0) =mg, u(z,T)=0

— Owu — Au +

for f(x,m) = 0, F(x,m) = F(x,m) + 0, F(x,m)m.
Note that 9Z=(m,z) = £ x f(-,£ xm())(x).

By repeating exactly the same computations as in proof of the a priori estimate in
Chapter 1, we prove that:

Proposition 4.6. Under the Hypotheses (H), there exists a positive constant

M = M(d, , ||mo]|pet1(ray) independent on €, such that if m. is the solution of the Fokker-
Plank equation in (M FG1), then:

/DT /Rd(gf ket ) dadt < M (21)

Proof. The proof is the same as in chapter 1). In particular, thanks to the structure of
%< (m, z) we can use again the positive sign of &y, f(x,m) in the second order estimate.

Indeed :

/o / Qiv(E % (O f (-, € % me(t, )€ % Dmc(t, ) (@))me(t, x)dwd
= _/T/ Om f(, 6 xm(t,x))|£ * Dm6(ta$)|2d:ﬂdt <0
0 R4
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and then the conclusion follows as in chapter 1. O

A first consequence of the previous bound, is the local uniform convergence of (me)..
To see this, we study the stability properties of the system (M FG1).

First, using the Hopf-Cole transform w, (t, ) = e "% we rewrite the system (M FG1)
as :

— Oywe — Aw, + feo(x,me(t)we =0 (0,T) x R?

Dw,

ome — Am, — div(—m) =0  (0,T) x R (MFG3)

€

m(0) =mg, we(z,T)=1

0Fe
om

where f.(x,m) = %= (z,m).

The regularity of m, is related to the integrability of 2 =< and thus, since by the max-
imum principle w, > § > 0, to the integrability of DwE So we start by studying the
Hamilton-Jacobi equation.

Thanks to Proposition 4.6 and to the hypotesis C, we have that f.(z, m(t)) € LP((0,T)x

R?) for p = 2L > &2,

We need the following lemma from [5]:
Lemma 4.7. Suppose z is a bounded weak solution of:
Oz — Az = fz+ g+ div(hz)
where f,g € LP((0,T) x R?), h € L*((0,T) x RY) for some p > H2 then:
|[2][ oo (0, xrayy < CULfl Lo 0.1y xray + [12(0)] Loo (ma))

where the constant C' remains bounded for bounded values of ||g|Le, ||R||L2»-
Moreover, suppose f,h =0 then:

1D 2|r2n (0,7 xrey) < O ]| e (0,1)xrey + [ D2(0)|] 120 ()
where C' depends only on d, T, p.

We use the first inequality of the lemma with g, & = 0 to obtain a bound on ||we|| e ((0,1)xra))
uniform in €. As a consequence || fewe||zr(0,7)xr¢ Temains bounded uniformly in € and us-
ing the second inequality with f,Ah = 0 and ¢ = f.w. we obtain an uniform bound in
L?P((0,T) x R?) for Dw, and thus for 2%

We can now study the uniform regularity of m.. Again, by lemma (4.7) with f,g =0
and h = 2% we obtain a bound on ||me|| < ((07)xra) uniform in e.

Then thanks to Theorem 10.1 section 3 of [12] there exist K,60 € (0,1) which do not
depend on € such that ||mEHC(,7g <K.

loc
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In particular by Ascoli-Arzela, (m.),. converges, up to sub sequences, locally uniformly
on [0,7] x R? to some p € C([0,T] x R?)

Then (z,t) — fc(x,mc(t)) locally uniform converges to (z,t) — f(z, u(t)) and by
stability argument for the Hamilton-Jacobi equation, one gets the local uniform conver-
gence of u, to v solution of the (H-J) with coupling f(x, u(t)).

Now we study the uniform convergence of Du.. First, note that since % = Du, we
have that ||Duc||z2p((0,1)xre)) is bounded uniformly in e. This implies that u. solves the
non-homogeneus heat equation:

Oue — Aue = ge,  u(T,2) =0

where g.(z,t) = fe(z,m(t)) — % is bounded uniformly in LP((0,7) x R%)). By
using Theorem 11.1 p. 211 of [12], we find a constant C' which does not depend on € such
that :

1Duell pg < Cllluelloo + [lgellr)

loc

So, again by Ascoli-Arzela, up to sub-sequence Du, locally uniform converges to some
w. But since u, locally uniform converges to v then w = Duw.

Now passing to the limit on a convergent sub-sequence we obtain that (v, i) solves:

| Dol

— 0w — Av + DTU = f(x,pu(t,2))) (0,T) x R

Oyt — Ap — div(pDu) = 0 (0,T) x R?
w(0) =mg, v(z,T)=0

(MFG)

hence, by uniqueness, (v, u) = (u, m) and all the sequences u, m., Du, locally uniform
converge to u, m, Du respectively.

. . . T |DU5|2
The previous computations give also a bound on [ [o. =5m(t, z)dzdt. Indeed

|| Dtte|| 20 ((0,1)xRay) 15 uniformly bounded, |[me|pe((0.7),09(re)) is uniformly bounded for
every ¢ > 1 and so by interpolation we can find a positive which we still denoted by M,
independent on € such that:

T D 2
/ / %mg(t,x)dm <M (22)
0 R4

As a consequence, we have an uniform in € bound on the second order moment of

(me(t))e

Corollary 4.8. There exist a positive constant C' independent on € such that:

sup |z|*me(t, v)dzdt < C
te(0,7] Jrd
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Proof. for every €, m.(t) = Law(X{) where X solves:

dX¢ = —Du.(t, X{)dt + V2dB,
X{ =7

where Law(Z) = my. So for every t € [ty,T| we have:

T
/ |z|?>me(t, v)dx = E[| X{|*] < 2(E [|Z!2 +/ |Du€(t,Xf)|2dt—|—4T}
R ¢
’ T
<2 (/ |z mo(z)dx + / | Du(t, z)|*m(t, z)dxdt + 4T> <C
R4 to R4
thanks to the hypothesis on m( and to proposition 4.6. O]

This result will be useful to prove the convergence of the value function &€ out of a
compact set. Indeed, indicating with By the ball of center 0 and radius R:

|=* |2 C
/ / t:cda:‘dt</ / me(t, z)dvdt < —.
Rd\BR ri\B, I R

We are now ready to prove the convergence of U to U.
Fix (to,mg) € [0,T] x Po(R%) and for every e consider (Du,, m,), minimizer of €. By the
previous computation we know that Du.,m. locally uniform converges to Du,m.

We fix a radius R > 0 and we split the space integral between R? and R¢\ Bp, :

U (to, mp) = / M (t,x) + F(x, & xme(t, x))E * me(t, z)dxdt

D t
/ / | ue z)[? me(t, ) + F(x, £ xme(t,x))E * me(t, x)dzdt
R\ Bp

The first integral converges to :
T 2
Duf(t
/ / Mm(t, x) + F(x,m(t,z))m(t, z)dzdt
to Br 2
thanks to the local uniform convergence of Du,. and m, and the continuity property of F'.
For the convergence of the second integral we use the Corollary 4.8. Indeed since

Du,, m,, Du are uniformly bounded in [0, 7] x R¢ by a constant, say K, independent on
¢ and on R, we can write:
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T D 2
/ / Mme(t, l') +F($7£6 *me(tvx))€€ *me(t,l‘)dl'dt
to JRANBR 2

_ /tOT /R o D2 o)+ Fami, x))m(t,w)da:dt'

2
K? ! !
<o max |F(:c,m)|){// m€<t,x)dxdt+// m(t,x)dxdt]
2 [OvT}X[OvK] to Rd\BR to Rd\BR
_c
<Kﬁ

Since K and C' do not depend on R, for every § we can find € and R such that for
Very € > € :

Z/{e(t07 mO) - u(t07 m()) S 0
that is :

lim Z/[e(to, m0> = U(to, mo).

e—0F
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5 Final considerations and open questions

Our work provides a first convergence result for control problems on systems of parti-
cles with moderate interactions.
However, some technical improvements can be made, and more importantly, some ques-
tions remain open.

Let’s start with the technical improvements. Firstly, the work can be extended with-
out adding theoretical issues to models with more general Hamiltonian and coupling.
This extensions make the existence proof of a regular solution for the MFG system more
complicated since, for instance, we can no longer use the Hopf-Cole transformation to
linearize it.

Secondly, the work can be extended to more general dynamics of the form:

dX = b, X VN e mM (X)), 0 dt + o (8, XL VN «mY (X, o) aw Y
XN,z‘ — Zz

(24)

i.e. to models where the particles also interact in the coefficients of the dynamics. This
extensions makes the convergence in Chapter 4.1 more complicated since the particles are
no longer i.i.d., and thus we can no longer use Glivenko-Cantelli law of large numbers.
One solution, could be to use a more sophisticated propagation of chaos result such as
those proven in [9].

In addition to these possible technical improvements, the question regarding the con-
vergence rate remains open. In our work, we do not provide a rate of convergence of YV
towards U.

Having a rate of convergence is of fundamental importance for numerical applications.

For models with nonlocal interactions, a rate of convergence is provided using PDEs
techniques. The idea is to link ¢/ with an Hamilton-Jacobi equation in the space of mea-
sures and than by a comparison argument compare it with V. This approach requires
to have at least continuity of U/ in a Wassertsein spece in order to write a dynamic pro-
gramming principle.

Since in our model U depends locally on the measure (the dependence is on the den-
sity) we don not have continuity property in general Wassertein spaces.

A possible solution could be to consider an Hamilton-Jacobi equation in a restricted
space of measure to ensure smoothness properties for Y. Specifically, following [1] the
idea could be to write an H-J equation in the space of measures with Lebesgue densities
in suitable Sobolev spaces.
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A Appendix. Some useful results and estimates

Lemma A.1. Assume h € C([0,t] x RY) N LY([0,¢] x RY). Then there exist a sequence

Ry, 7 400 such that :
t
Rk/ / |h(t, z)|dzdt — 0
0 8BRk

as k — +oo.
Proof. see [5] lemma A.1. O

Lemma A.2. Assume Y, f € C1([0,T] x RY) and:

f1Y]
1+ |z

fdivY, Y -Df, € L'((0,T) x R%).

The the following integration by parts formula holds:

T T
/ / divY fdzdt = —/ / Y - Dfdxdt.
0o Jrd 0 JRrd

Proof. see [5] lemma A.2. O
Lemma A.3. Suppose z is a bounded weak solution of:
Oz — Az = fz+ g+ div(hz)
where f,g € LP((0,T) x R?), h € L*((0,T) x RY) for some p > =2 then:
|[2][ oo (0, xrayy < CULF || Le(0.1)xrey + [12(0)] Loo (ra))

where the constant C' remains bounded for bounded values of ||g||Le, ||R||L2s-
Moreover, suppose f,h =0 then:

1 D2]| 2 (0,1 xrayy < CU|f e 0,1y xre) + || D2(0)|] 120 (1))
where C' depends only on d, T, p.
Proof. see [5] lemma A3. O

Lemma A.4. Let m be a classical solution to the Fokker-Plank equation in (M FG), and
suppose that m, ms, Dm, Am, Du € Cy([0,T] x RY) and mqy € L*(R?), Then m is non-
negative, m € C([0,T], L"(R?)) and ||m(t)||r1ra) = |[m(0)]|p1(ray for all t € [0,T].

Moreover, if |x|mg, |x[*mo € L*(RY) then:

D 2
ﬂ, |Du||Dm| € L'((0,T) x RY)
m

Proof. see [5] lemma 2.3 O
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Lemma A.5. Let (u,m) be a classical solution of (M FG ). Suppose that m, my, Dm, Am,
Du, Oy, 0;Du, Au, 0;Dm € Cy(R? x [0,T]). Then the following quantity is conserved:

Du(t) - Dm(t)dx + % | Du(t)]*m(t)dz + / F(z,m(t))de = F € R

Rd Rd Rd
for a.e. t €1[0,T]

Proof. We multiply the first equation in (M FG) by d;m and the second by 0,u.
In order to perform several integration by parts, we multiply by ¢, = e‘e%, e > 0.
Integrating over R¢ we obtain:
1
/ [—Audymo. — Amoyudp. + §|Du|26tqb5 — div(Dum)oyu¢. — f(x,m)0ymae|dx =0
R4

(25)

Now, all the derivatives of ¢, up to the second order are in L'((0,7") x R%), so thanks
to the boundedness of the derivatives of u and m, we can integrate by parts. We split the
computation.

/ —Audymao. — Amoyud.dx
R4

= Du - DOymo. + Du - OymD¢. + Dm - DOyup, + Dm - Do Oyudx

Rd

= O(Du - Dmoe) + Du - Dp.Oym — mDOwu - Do — moyule.dz
]Rd

= O(Du - Dmao.) + 0y(Du - Dpom) — 2mDoyuD ¢, — mOyuAp.dz.
Rd

Then the second term :
1
/ ~|Dul*0,m¢. — div(Dum)dyuep.
Rd 2
1
_ / S1DuPdym, + DumDous. + DumduDo.d
Rd
1
:/ 8t(§|Du|2m¢e) + DumduDo.dz.
R4
And finally:

f(x,m)@tm¢€dx:/ O F(x,m)p.dx
R4

R4

So, plugging this estimates in (25) we obtain:
1
Oy(Du - Dma, + §|Du|2m¢e — F(z,m)¢e + DumDa¢.)dx
R4

= / 2mDOowu - Do + moyulAg. — DumoyuDoedr.
R4
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Thanks to the integrability properties of ¢. and its derivatives and thanks to the
bounds on m,u an their derivatives we can write:

1
0y | Du-Dmo, + §|Du|26?t¢6 — F(z,m)¢e + DumDo.dx
R4

= m(2Doyu - D + Opulgp. — DudyuDo,)dz.

Rd
so that integrating between ¢; and ¢, we obtain

1 2
[ Du - Dmo, + §]Du|2m8t¢€ — F(x,m)¢. + DumD¢.dx
Rd

t1

to
= / m(2Dou - Do + yulAp. — DudyuDo,)dxdt.
t1 R4

Now since [p, m(t)dz = 1 for all ¢, and m € Cy((0,T) xR?). Therefore, all the quantity
mDOu, mOyu, mDudy lives in L'((0,T) x R?), while |Du(t)[*m(t), F(z,m(t)) € L*(R%).
Moreover, thanks to lemma (A.4) DuDm(t) € LY(R?) for a.e. t € (0,T). So, by dominated
convergence, letting € goes to 0 we have that ¢. — 1, D¢, Ap. — 0 uniformly, and:

to
|Du|2mdaﬁ—/ F(x,m)dx] =0
R4

t1

{ » Du(x) - Dm(z)dx + %/

R4

for a.e. t1,t2 in (0,7) i.e. there exists £ € R such that:

Du(t) - Dm(t)dx + % | Du(t)]*m(t)dx — / F(z,m(t))dx = F

R4 R4 R4

for a.e. t. In particular, if Dmgy € L*(R?) than Du(0)Dmg € L'(R?), so that the equality
holds for ¢ = 0. L
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B Appendix. Holder-type seminorm bounds

We present here the fundamental results regarding the Hélder type seminorm bound
used in chapter 2 . We start with some definitions. For s € (0,1) and p € [1,+00), we
define the space W*P(RY) as:

Ws’p(Rd) {f c Lp(Rd) |f|< ) | ( )l c Lp(Rd % Rd)}
T —y|r

endowed with the following norm:

@)= F)P
1t = [ 1o [ [ SO ity = 11+ 1

For p € [1,+00) and s € (0, 1) such that sp > d it can be proven (see [6] theorem 8.2.)
that there exists a constant C' = C(d, s, p) such that:

HfHoo + [f]'y < C(HfHLP + [f]p,8p>

where v = 2% and sp > d. The following estimates on [f],,s hold:
Lemma B.1. Let p € [1,4+00), s € (0,1) be such that sp > d, d € N. Then:
fly+h) = fly)P
< dhdy + 2Cy 4[| fI[5»
pp /Rd/h<1 | h|d+sp p,d | HL
Proof. see [9] Lemma C.1. O

We recall the definition of the martingale:
N "1 N N, N,
W0 = [ 5 PV X

where P, is the semigroup associated to the heat kernel. Then the following properties
hold.

Lemma B.2. Assume that there exist a number € > 0 such that for p > 2 there exists a
function g, > 0 such that:

o) |1 @] < g0
b) B| 1M (a) = MY (o + WP | < (o)1

¢) Jra gp(x)dz < 400
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for all |h| <1 and v € RY. Then there is v > 0 such that, for every p > 2, there exists a
constant C,, > 0 such that:

E{\\Mﬁvuz]écp

Proof. The proof is a consequence of the previous lemma. First, note that thanks to the
Holder inequality its enough to prove the claim for a p > 2 big enough. So fix s € (0,¢€)
and take p > 2 such that sp > d.

By assumption E {fRd \MtN(x)]ﬁdac} <C.

By the previous lemma:

[|MNy+h> MMW}
N N1B
E{M } //| G dhd“””’dﬁE{”Mt "ip}

// ’hyepdhd +C
2 Jiner |h|d+* Y

< —dh /gydy+C§C.
(/h|<1 |h|d=(e=sp ) Rd o)

Using again that E[||M}|[?;] < C and the previous lemma, we prove the claim for

v = @. It can be proven that this constant does not depend on the p chosen. Indeed,
chosen a Py such that spy > d and E[|[MY|[?] < Cj, then for all p > py we prove the

inequality for ¥ = s — % which is bigger than ~y, therefore it holds for 4, which can be
taken as 7 in the statement of the lemma. O]

Now, since in our case MY (-) = [} £ 3°7 P, DVN(- — XN¥) . dBN, we need the
following estimates on (DP,_,VV)(x).

Lemma B.3. Let N,d € N, let P, the semigroup associated to the density G(t,x) = x+ B,
with By standard brownian motionm x € RY and t € (0,T]. Moreover, let V € CH(R?) N
P(RY). Then:
[Pehlly < ClAll5-
Moreover, fit R > 0 such that the support of V is contained in Bgr(0) and define

VN = eV (extw). Then there exists two constant Crry > 0 and Apgry > 0 such that
for every 6,y € (0,1), x € R, |h| <1 and t € [0,T):

(DPVY)(0)] < B i-te s

1

t 2
CR,T,V —d—0(1—y) — x
(DPV)(a) = (DPVY)(w + h)] < e hfrey 0 e dnnld,

Proof. see [9] Lemma C.3. O
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