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Abstract

This thesis focuses on the optimization of silicon heterojunction (SHJ) so-

lar cells. The main investigation regards hydrogenated amorphous silicon

(a-Si:H) layer depositions and their influence on the solar cell performance.

Therefore SHJ solar cells with different deposition parameters for the a-Si:H

layers were fabricated and analysed in this work.

We find that the thickness of the intrinsic and (p)-doped a-Si:H layers deeply

influences the quality of passivation and the transport properties. An opti-

mal (i)a-Si:H thickness of 8.7-15 nm has been found for textured surfaces and

for (p)a-Si:H. We find optimal gas flux parameters for the deposition of the

(p)a-Si:H layer. We present a rough model to calculate the conductivity of

the (i)a-Si:H layer. We find that these conductivities are injection dependent.

The model also allows us to calculate the (excess) carrier concentration in the

(i)a-Si:H layers.

We observe that an H2 plasma post treatment does not improve the passiva-

tion quality of our cells and that an HF treatment does not exclude oxygen

bondings in the amorphous silicon network.
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1

Introduction

Solar energy is one of the most promising field for renewable energy production in the

future. Sun is an endless1 energy source which provides on Earth much more energy

than the total amount of electrical energy consumed in the world.

Despite the great potential of this field many problems must still be solved:

• limited surface available for cell installations, related with cell efficiency;

• supply and cost of materials;

• time production of the cells;

• smart store of energy produced.

We search for an opportunity to make solar cells more efficient and/or cheaper. One

approach to reach this goal is the Silicon HeterosJunction (SHJ) solar cell. In particu-

lar we use a type of solar cells called “HIT” (Heterojunction with Intrinsic Thin layer)

cell [23] which are produced by Sanyo. This cell concept uses a crystalline silicon sub-

strate whereas the emitter as well as the Back Surface Field (BSF) are realized with

hydrogenated amorphous silicon (a-Si:H) layers.

This cell is relative new as can been seen in Figure 1.1. In the graph the best research-

cell efficiency are shown in function of time, for the past 35 years.

HIT cells are represented with blue circles. Sanyo is the leader in this field and all the

best results belong to its work. The first marked result in 2001 shows an efficiency above

20 %, which has been improved to 23 % in 2009. Some parameters of the best solar cell

are shown in tab. 1.1 [23].

1At least for reasonable forward future.
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1. INTRODUCTION

Table 1.1: The best HIT solar cell.

VOC JSC FF Efficiency c-Si Thickness

[V] [mA/cm2] [µm]

0.729 39.5 0.8 23 % > 200

Figure 1.1: Solar cell efficiency - Conversion efficiencies of best research solar cells world-

wide from 1976 through 2012 for various photovoltaic technologies. Efficiencies determined

by certified agencies/laboratories, taken from [22].

Heterojunction contacts allow combination of surface passivation and electrical con-

tacting. Further on, the advantages of HIT cells are the following:

• Simple structure. High efficiency cells can be obtained without complicated struc-

tural techniques, such as optical mask or partial heavy doping.

• Simple, low temperature process. Due to the simple structure, the process is quite

simple. The low process temperature also does not degrade the carrier lifetime of

the substrate even for low quality Si materials.

• Realization of both good passivation and contacting ( combined use of intrinsic and

doped amorphous silicon layers (a− Si) are needed in order to reach this result).

Some open field for optimization are shown in Fig. 1.2. Improvement of HIT junction

quality is the main topic of this work.

2



Figure 1.2: HIT cell - Structure of an HIT textured solar cell with possibilities of opti-

mization. Figure taken from [23].

The thesis reviews aspects that goes from a theoretical introduction to amorphous

solids, towards a presentation of the measurement techniques employed. It follows with

an overview of the sample preparation process, with focus on the deposition of a-Si:H

layers. The experimental results are then reported.
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2

Theory

This chapter gives a brief introduction about hydrogenated amorphous silicon and het-

erojuction solar cells.

2.1 Amorphous Solids Concept

The main feature of an amorphous solid is its disordered structure.

The lack of periodicity does not allow using the simpler and well known semiconductor

crystalline theory. Short range bonding interactions rather than long range order have

to be taken into considerations to explain the behaviour of the material.

The electronic properties of the semiconductor are deeply influenced by its disordered

structure. A resume of the correspondence between the atomic structure and the elec-

tronic properties can be summarized as shown in fig. 2.1. The presence of the same

covalent bonds both in amorphous and crystalline silicon leads to a similar overall elec-

tronic structure, i.e. amorphous and crystalline phases of the same material tend to have

comparable band gaps.1 The disorder represented by deviations in the bond lengths and

bond angles broadens the electron distribution of states and causes electrons and holes

localization as well as strong scattering of the carriers.

Structural defects (such as broken bonds) have corresponding electronic states which

normally lie in the band gap. Alternating the bonding configurations for each atom

leads to a strong relation between electronic states and structural configurations.

1Bandgap of a-Si alloys can be varied in a wide range (1.1 to 3.7 eV) by the incorporation of hydrogen,

oxygen, carbon, and germanium etc. [24]

5



2. THEORY

Figure 2.1: Disorder influences electronic transport - The correlation between atomic

structure and electronic properties. [2]

2.1.1 Atomic structure

Amorphous semiconductors are not completely disordered. In silicon, covalent bonds are

mostly the same for crystalline and amorphous solids, with the same number of neigh-

bours atoms and the same average bonding lengths and angles. Although the disorder

can be shown with the atom pair distribution function, which is the probability of find-

ing an atom at a distance R from another atom. A schematic presentation of the pair

distribution functions for crystalline, amorphous (or liquid) and gaseous phases is shown

in Fig. 2.2.1. The relative positions of atoms in a dilute gas are random (except at very

close distance), whereas a perfect crystal is completed ordered to large pair distances.

The amorphous material has about the same short range order as the crystal but lacks

completely of long range order. Amorphous and crystalline phase of the same material

in fact share the same material properties because of the same short range.

The behaviour of an amorphous solids is described by the continuous random network

model. The periodic crystalline structure is replaced by a random network in which each

atom has a specific number of bonds to its immediate neighbours. In fig. 2.3 a 2-D

representation of such a network is shown. The random network has the property of

easily adapt its structure to atoms having different coordination number, even if in small

concentration. This is in marked contrast with the crystalline lattice in which impurities

are constrained to have the same coordination of the host.

1The interested reader can read more about the distribution function on the reference Physics of

Amorphous Solids [1]

6



2.1 Amorphous Solids Concept

Figure 2.2: Radial distribution function - Schematic of the atom pair distribution

functions for a crystalline and amorphous solid, and a gas. The values are scaled by the

average distance Rav with the nearest atoms. The figure shows the different degree of

structural (dis)order.[2]

Figure 2.3: Continuous Random Network - An example of a continuous random net-

work containing atoms with different bonding coordinations. [2]

7



2. THEORY

The definition of defect in an amorphous solid is different from the one of a crystalline

network. In a crystal every atom which is not in the right position is a defect. On the

contrary, since there is not a right position for an amorphous solid, other characteristics

have to be considered in order to evaluate the presence of defects, e.g. the lack of a

bonding. It is possible to describe the amorphous network order with the coordination

number, which is defined as the number of neighbours of an atom. The elementary

defect of an amorphous semiconductor is a coordination defect, i.e. when an atom has

too many or too few bonds. The ability of the disordered network to adapt to any

atomic coordination allows an isolated coordination defect, which is not possible in a

crystal (leading to free carriers, i.e. doping). The different defects are illustrated in fig.

2.4.

Figure 2.4: Defects in crystalline and amorphous network - This schematic represen-

tation shows different types of simple defects in (a) crystalline and (b) amorphous networks.

[2]

A brief resume follows. The intrinsic disorder of a continuous network is less easily

classified in terms of defects. The network has many different configurations, but if it

provides the same atomic coordination, all these structures are equivalent and represent

the natural variability of the material. Since there is no correct position of an atom, one

cannot say whether a specific structure is a defect or not. Long range disorder is also

intrinsic of an amorphous material and it’s described by randomly varying the disorder

potential.

8



2.1 Amorphous Solids Concept

2.1.2 Chemical bonding, the 8 - N rule and defect reactions

The continuous random network model deals with local chemical bonding. a-Si:H and

most of the other amorphous semiconductors are covalently bonded, with well-defined

bonding geometries and coordination. A molecular orbital model for silicon is illustrated

in Fig. 2.5. Valence electrons of an isolated silicon atom occupy 3s2 and 3p2 states,

in addition to the deeper core states which are not involved in the bonding. When the

atoms combine to form a solid, interactions between electrons split the valence states

into bonding and anti-bonding levels, as illustrated in fig. 2.5. Chemical bondings

Figure 2.5: Silicon chemical configuration - Illustration of the bonding configuration of

Silicon atom which is formed from hybridized molecular orbitals. The position of the Fermi

energy EF is indicated. [2]

occur because the bonding state has lower energy than the isolated atomic levels. The

material has the lowest total energy when the maximum number of electrons fill bonding

states. The amount is constrained by the Pauli exclusion principle which prevents more

than two electrons occupying one state. To optimize the number of bonding states, the

atomic wavefunctions combine to form hybrid molecular orbitals, described by,

Φhyb = aΦ(3s) + bΦ(3p) (2.1)

where a and b are constants. The four silicon valence electrons combine to give four sp3

orbitals. Each orbital has a tetrahedral form and it comprises 1/4 of an s-type state and

3/4 of a p-type state. These four orbitals tend to form four bondings with the adjacent

atoms. The hybridization minimizes the total energy of the system by arranging as many

9



2. THEORY

electrons as possible in the bonding orbitals.

In general, the behaviour of a group of atoms which bond to each other depends on the

number of valence electrons. Hybridization is not always the better energetic solution:

e.g. Selenium which has 6 valence electrons does not create any hybrid orbitals because

in that case it would have to fill some anti-bonding orbitals, which would increase the

total energy of the system.

It follows that the optimal number, Z, of covalent bonds for an element is,

Z = 8−N (for N ≥ 4 and Z = N for N < 4) (2.2)

where N is the number of valence electrons. This prediction of the atom coordination is

known as the 8-N rule.

In a crystalline network the lattice itself imposes the chemical bonding behaviour of

the impurity which must adapt to the host structure, i.e. to its coordination number.

This is the main reason why phosphorous in amorphous silicon theoretically should not

be able to dope the host, because the network can adapt to its ideal coordination number

(3) without letting any free electrons.

Experiments performed using hydrogenated amorphous silicon show the opposite anyway.

Hydrogen, thanks to its healing effect, could be responsible for the much higher effective

doping reached. The ability of effectively dope amorphous silicon was the key point for

allowing the usage of amorphous silicon in electronic device fabrication. See section 2.3

for further details on doping of amorphous silicon.

2.1.3 Electronic Structure

The three main features of the structure of an amorphous semiconductors are: 1) short

range order of the ideal network; 2) long range disorder; 3) coordination defects. We

have already said how the preservation of the short range order results in a similar overall

electronic structure of an amorphous material compared to the equivalent crystal. The

abrupt band edges of a crystal are replaced by a broadened tail of states extending into

the forbidden gap, which originates from the deviations of the bonding length and angle

(long range structural disorder).

Electronic states deep within the band gap arise from departures of the ideal random net-

work, such as coordination defects. Those defects determine a lot of electronic properties

by controlling trapping and recombination. The electronic structure of an amorphous

10



2.2 Growing of Amorphous Silicon

semiconductor, see fig. 2.6, comprises bands, band tails and defect states within the

band gap.

Figure 2.6: Density of states in an amorphous solids - A schematic distribution of

the density of states for an amorphous semiconductor showing bands, band tails, and defect

states in the band gap. The dashed curves are the equivalent density of states in a crystal.

[2]

2.2 Growing of Amorphous Silicon

The gas used to grow (hydrogenated) amorphous silicon is normally silane (SiH4); other

gases can be added for doping and alloying.

Silane decomposes in the absence of plasma at about 450 ◦C and decomposition at such

an high temperature is used to make polycrystalline or epitaxial silicon. Amorphous

films can be grown in this way if the temperature is less than about 550 ◦C, but these

films are mostly of low quality because the temperature is too high to retain hydrogen

[2]. Deposition of hydrogenated films at lower temperatures requires a source of energy

to dissociate silane and this is the role of the plasma. There are mainly two different

types of reactor to generate the plasma. They are based on: 1) inductive electrode; 2)

capacitor plates. Despite the type of reactor, there are a lot of variables in the deposition

process which must be controlled. Gas pressure determines the mean free path between

collisions and influences whether the reactions occur at the growing surface or in the

gas. Gas flowing rate determines the residence time of the gas species in the reactor. Rf

power controls the rate of dissociation of the gas and therefore also the film growth rate.

Temperature of the substrate influences the chemical reactions on the growing surface.

11



2. THEORY

The leading industrial technique for deposition of a-Si:H and µc-Si:H thin films is

PECVD in capacitive coupling reactor operating at 13.56 MHz.1 Fig. 2.7 shows a

schematic diagram of such a parallel-plate PECVD reactor. Besides its simplicity, this

Figure 2.7: Capacitive reactor for PECVD - Schematic diagram of a plasma enhanced

chemical vapour deposition reactor. It consists of a gas handling system, a vacuum system,

a RF power electrode and a substrate holder, which is usually heated [28].

type of reactor also benefits from advantages associated to plasma processes [4], namely:

i) Dissociation of gas precursors is produced by collisions with high energy electrons, and

therefore deposition is possible at low temperature. ii) Ions are accelerated towards the

substrate and thus can bring energy to the growth zone, which will generally lead to

dense and smooth films. iii) Wide range of gas precursors can be formed which allows to

produce a wide range of thin films: a-Si:H, a-SiGe:H, a-SiC:H, a-SiOx, etc [4]. Moreover

these films can be made p-type or n-type by adding either diboran or phosphine (or

others) to the gas mixture and can be easily stacked on top of each other by changing

the flow of gases into the reactor.2

2.2.1 Gas Phase Reactions

Once SiH4 is injected in the reactor and the power is applied to the RF electrode, electrons

will be accelerated by the electric field, gaining enough energy to dissociate. The primary

reactions between electrons and silane can be: dissociation, ionization and attachment.

1The same technique is used for the deposition of amorphous silicon layers in our fabricated cells.
2In the system used in this work the process chamber is changed to make doped layer depositions,

see section 4.3.

12



2.2 Growing of Amorphous Silicon

The relative importance of each reaction depends on the energy of electrons, which is

a function of the electric field (from which they gain energy) and of their mean free

path, which depends for example on the total pressure. Figure 2.8 shows the products

of reaction between silane and electrons of 70 eV, as deduced from mass spectrometry

measurements [21]. One can see that radicals are the main product, followed by ions,

and that within each group SiH3 is the most abundant products.

Figure 2.8: Production of Silane Plasma. - Dissociation pattern of a silane molecule

upon impact of a 70 eV electron as deduced from mass spectrometry measurements. Taken

from reference [5].

At low pressures (1-10 Pa) the mean free path of the products of silane dissociation is

comparable or higher than the distance between the electrodes and thus primary reactions

are dominant. However, besides primary reactions, one should also consider secondary

reactions, that are reactions which result from the interaction of the products of primary

reactions with the most abundant species in the discharge, i.e. silane molecules.

When trying to increase silane dissociation, for example by increasing the RF power

coupled to the plasma, one also enhances those secondary reactions, which will gain

importance and eventually dominate the plasma chemistry [7]. The complexity of plasma

13



2. THEORY

processes is schematically illustrated in fig. 2.9 by the rich variety of species present in

the plasma.

Figure 2.9: The different constituents of Plasma. - The plasma as a source of reactive

species. Their interaction with the substrate depends on their charge [28].

However, it is important to keep in mind that growth models often correspond to a

simplified case of the general situation presented in Fig. 2.9. In the ideal situation of

only SiH3 reacting with the substrate (considered the dominant product of dissociation

reactions), it is possible to summarize the process with the picture shown in figure 2.10.

2.2.2 The Role of Hydrogen

The introduction of hydrogen into amorphous silicon decreases of several order of mag-

nitude the number of defects, making possible the use of amorphous silicon as a semi-

conductor for electronic devices.

The formation of bonds between silicon and hydrogen decrease the number of dan-

gling bonds, which are caused by the asymmetrical structure and coordination defects.

Its concentration is normally found to be below the theoretic expectation (see ref. [12])

caused for example by the formation of micro-structure. Also, a lot of different Si-H

bonds can be seen in terms of formation of new states that can be created and/or filled

by the introduction of hydrogen. Some state can be close to trasport band leading hy-

drogen itself to be related with transport of charge.

Using IR spectroscopy and Nuclear Magnetic Resonance (NMR) it has been possible

to learn more about hydrogen behaviour, namely its concentration into silicon and its

14



2.3 Doping of Amorphous Silicon

Figure 2.10: SiH3 deposition. - Standard view for the deposition of a-Si:H based on the

interaction of SiH3 radicals with a hydrogen terminated silicon surface [28].

cluster aspect. An interesting result is shown in figure 2.11, where it can be seen how the

distributed form of hydrogen into a-Si is quite independent from its concentration; instead

the clustered hydrogen structures increase with hydrogen concentration. It is known that

clustered hydrogen doesn’t help network relaxation. After a certain concentration then,

hydrogen does not give any more advantage, and it can rather take to an increment of

defects.

2.3 Doping of Amorphous Silicon

Doping of an amorphous material is a very complicated subject and a deep discussion

into this topic is out of the scope of this thesis. Though a short introduction is given.

Basic concepts of doping of amorphous silicon are highly related with the coordination

number, which has been introduced earlier in this chapter.

In a crystalline silicon network the coordination number is 4 for all the atoms, and if an

impurity is present, the network itself will force the impurity to obtain the same coor-

dination number of the host. This is in fact what is happening in a crystalline doping

process in which the doping atom will acquire the same configuration of the host giving

an (almost) free electron or hole, depending on the doping type.

15



2. THEORY

Figure 2.11: Hydrogen different structure. - Contributions of distributed and clustered

hydrogen to the total a-Si:H hydrogen content as implied by nuclear magnetic resonance

measurements. Taken from reference [13].

What is different in an amorphous solid is that the material lack of long distance order

and that the network itself can easily adapt to a different configuration, this happens

without requiring a lot of energy because the network does not have to change a lot of

its configuration, rather only the closest atoms will have to adjust.

The network tends to act following the most energetically convenient way. Some

basic concepts which take part in this process are treated here.

Let’s consider as an explicative example the doping with phosphorous, which has nor-

mally 3 as coordination number (it doesn’t hybridize). Its inclusion in a crystalline silicon

network, supposing that the host won’t force a changing of its coordination number, will

need the following amount of energy:

Ec(P3) = −3 · EB · γ + ED (2.3)

where EB is the favourable bonding energy and γ takes into account the lack of symmetric

bonds into the host network (from which some bonding energy is lost) while ED deals

with the dangling bonds that inevitably come after adapting the network to a different

coordination number. In the case instead of a change of the coordination number of
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2.3 Doping of Amorphous Silicon

phosphorous , as to adapt to the silicon network, a different energy will be needed:

Ec(P4) = EPRO + EAB − 4 · EB (2.4)

where EPRO is the cost to make hybrid orbitals for phosphorous (in this way it would

be able to have 4 bondings), that means the energy to move an electron from a s to a

p orbital; EAB is the cost of having an electron in an anti-bonding orbital; while EB is

the energy earned by the bondings. If

Ec(P3) > Ec(P4) (2.5)

then phosphorus will be included with 4 as coordination number giving an (almost) free

carrier and working as an actively doping state. This is what happens in crystalline

silicon.

In the amorphous structure the network doesn’t require a lot of energy to adapt to a

different coordination number thanks to its intrinsic disorder. This is why it’s possible

to consider:

Ea(P3) ≈ −3 · EB (2.6)

and

Ea(P4) ≥ EPRO − 4EB + EAB = Ec(P4) (2.7)

where the inequality has been used considering that disorder may influence bonding

energy (which would be less than the ideal). Setting Ea(P3) < Ea(P4) one obtain:

EPRO − EB + EAB ≥ 0 (2.8)

Considering that EPRO > EB [11], eq. 2.8 results always true. From this result comes

that theoretically doping into amorphous silicon is not possible. But experimental results

show the opposite.

Even if further models have been tried to be developed, this phenomenon has not yet

been fully understood until today.

This model doesn’t take into account that atoms in the interface can be easily ionized

from plasma interaction which can make other reactions possible, eventually more ener-

getic favourable. In this case a possible changing in the reaction could happen, leading

to:

SI0
4 + P 0

3 ↔ Si−3 + P−4 (2.9)
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with the right term representing an active doping configuration.

It should be clear by now how an increment of the dopant concentration (solid phase

concentration) doesn’t mean an effective higher doping. It is useful in fact to define the

doping efficiency ηtot:

ηtot = ηsol · ηinc =
Nact

Ngas
=
Nact

Nsol
· Nsol

Ngas
(2.10)

where Nact, Nsol and Ngas are concentration respectively of active doping, solid phase

doping and gas phase doping. Experimentally it has been found that ηsol (solid phase

doping efficiency) decreases with Nsol. Instead ηinc (efficiency defined as the ratio be-

tween solid phase concentration and gas phase concentration of the dopant) stays quite

constant.As a consequence the total efficiency appears to decrease with Ngas (gas phase

dopant concentration) with a slope of ca. 1/2, see fig. 2.12 from [11].

Figure 2.12: Total doping efficiency. - Total doping efficiency as a function of dopant

gas concentration in PECVD.

2.4 Fundamentals of HJT cells

In this section a brief overview of the working mechanisms of an heterojunction c-Si/a-Si

solar cell will be exploited.
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The radiations passing through a solar cell produce couples of electron-hole photo-

generated. During this phase chemical energy is acquired. When positive charges (holes)

and negative charges (electrons) are effectively separated and collected at the electrodes,

electrical energy is produced.

A solar cell contains an absorber layer in which photons of the incident radiation

are absorbed, thereby generating electron-hole pairs. In order to separate electrons and

holes from each other, a so-called “semi-permeable membranes” can be attached to both

sides of the absorber in order to selectively allow only one type of charge carrier to pass

through. An important issue for designing an efficient solar cell is that the electrons and

holes generated in the absorber layer must reach the membranes. This requires that the

thickness of the absorber layer is smaller than the diffusion lengths of the charge carriers.

A membrane that lets electrons pass and blocks holes is a material that has a large con-

ductivity for electrons and a small conductivity for holes. An example of such material is

an n-type semiconductor, in which a large electron conductivity with respect to the hole

conductivity is caused by a large difference in electron and hole concentrations. Electrons

can easily move through the n-type semiconductor while the transport of holes, which are

the minority carriers in such material, is very limited due to the recombination process.

The opposite holds for electrons in a p-type semiconductor, which is an example of a

hole membrane.

In order to minimize the injection of holes from the absorber into the n-type semicon-

ductor an energy barrier should be introduced in the valence band, ∆EV , at the interface

between the n-type semiconductor and the absorber. Ideally, this can be achieved by

choosing an n-type semiconductor that has a larger band gap than that of the absorber,

where the energy difference between the band gaps is fully accommodated in the valence

band of the two materials. Similarly, the injection of electrons from the absorber into

the p-type semiconductor can be suppressed by use of a p-type semiconductor with a

larger band gap than that of the absorber, with the band offset contained fully within

the conduction band, ∆EC . The requirement of having the band offset in the conduction

band means that the electron affinity, Xe, of the p-type semiconductor is smaller that

the electron affinity of the absorber. The additional advantage of applying membrane

materials with large band gaps is to allow a larger fraction of photons in the solar spec-

trum to be transmitted through the membranes to the absorber. Figure 2.13 shows a

schematic band diagram of an illuminated ideal solar cell structure with an absorber and

semi-permeable membranes. When the absorber and membrane materials have different

semiconductor properties, such as different energy band gaps, we describe the junction
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as a heterojunction.

Figure 2.13: Ideal heterojunction. - Schematic band diagram of an idealized hetero-

junction solar cell structure at the open- circuit condition [28].

The quasi-Fermi level for electrons, EFC , and the quasi-Fermi level for holes, EFV ,

are used to describe the illuminated state of the solar cell. The energy difference between

the quasi-Fermi levels is a measure of the efficient conversion of radiation energy into

chemical energy. In Fig. 2.13 the illuminated solar cell is shown at the open-circuit

condition, which is when the terminals of the solar cell are not connected to each other and

therefore no electric current can flow through an external circuit. Under this condition, a

voltage difference can be measured between the terminals of the solar cell. This voltage

is denoted the open-circuit voltage, VOC , and it is an important parameter to consider

when characterizing the performance of solar cells.

In a heterojunction solar cell the injection of one type of charge carriers from the absorber

into membrane materials, in which they become minority carriers and recombine, can

be suppressed. This can result in a more efficient use of photo-generated carriers and

consequently a higher photocurrent from the cell.

In practical heterojunction solar cells, the band offsets between different materials

are accommodated in both the conduction band and the valence band. This can result

in the formation of transport barriers between the absorber and the membrane for the

majority carriers. This is illustrated in Fig. 2.14, which shows a heterojunction formed

between n-type c-Si with a band gap of 1.1 eV and p-type a-Si:H with a band gap of 1.7

20



2.4 Fundamentals of HJT cells

eV. A transport barrier is formed for the holes at the interface between the two materials.

The holes can drift through narrow “spike” barriers by tunneling, trap-assisted tunneling

and/or thermionic emission.

Figure 2.14: Band diagram. - Schematic band diagram of an a-Si:H/c-Si heterojunction.

The red circle highlights the carrier transport through the energy barrier [28].

Due to the band gap of a-Si:H and c-Si differing by about 0.5-0.7 eV, offsets between

the conduction and valence bands of a-Si:H and c-Si are present. The state of knowledge

is that the valence band offset is larger than the conduction band offset by a factor of 2-3

[29]. This asymmetry in the band lineup can be understood from a fundamental point of

view employing the “charge neutrality levels” for both a-Si:H and c-Si, which are aligned

in forming the heterojunction [30]. The band bending in the structure adjusts such that

charge neutrality is fulfilled, just as for c-Si homojunctions. Due to the large density of

rechargeable states in a-Si:H, the band bending supported on the a-Si:H side is small,

in fact the electric field coming from the c-Si dopant ions is shielded already close to

the heterointerface. Thus, the bands in the a-Si:H are comparably flat, while the c-Si

supports most of the overall band bending [31].

In a homojuction, the built-in potential amounts to Ψbi = kT/q log(NAND/n
2
i ),

with NA and ND being the doping concentrations on both sides of the junction. In
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order to ensure efficient separation of excess carriers by imposing a large Ψbi , the doping

concentrations would have to be maximized. This, on the other hand, increases the

recombination in the c-Si bulk. The resulting bulk recombination in the highly doped

emitter regions limits the VOC for c-Si homojunctions [32].

In a heterojunction, the Fermi level in the wide-band gap material does not need

to be brought as close to the bands to yield the same overall band bending, due to

the band offsets. The inherent asymmetry of the distribution of band bending in the

heterojunction leads to the possibility of imposing a larger c-Si band bending for a given

c-Si dopant concentration as compared to the c-Si homojunction. In SHJ solar cells,

c-Si doping concentrations around 1015-1016 cm3 can be employed, leading to a much

higher c-Si minority carrier lifetime, which contributes to a higher VOC potential. The

second crucial ingredient for the high VOC potential is the outstandingly high potential

for c-Si surface passivation by amorphous silicon, provided particularly by undoped a-

Si:H. Surface recombination velocities well below 5 cm/s have been reported for (i)a-

Si:H layers [33], and if made thin enough the undoped a-Si:H buffer layer seems not

to significantly affect the charge carrier transport across the heterojunction [35]. Thus,

combined with the advantageously low c-Si bulk recombination rates due to small doping

concentrations, the surface passivation by a-Si:H yields very high VOC potential of SHJ

solar cells. The influence of the (i)-aSi:H thickness into passivation quality and transport

properties is the main investigation of this thesis.
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Figure 2.15: Band diagram with defects. - Band structure of an a-Si:H/c-Si heterojunc-

tion solar cell based on an (n)c-Si substrate as calculated with the numerical device simulator

AFORS-HET. Small horizontal lines schematically indicate high densities of localized states.

[12].
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Measurement techniques

In this chapter a brief overview of the techniques employed to analyze the samples in

this thesis is given.

The quasi-steady state photoconductance decay (QSSPC) method [15] is a well known

method to evaluate effective lifetimes of wafers and solar cell during their fabrication

process. The QSSPC method also allows to calculate an implied voltage [26] of the solar

cells during their fabrication process, since this method does not require any contacting

of the sample. Furthermore the solar cell characterization tool LOANA (Loss Analysis)

from the company pv-tools is presented. This tool measures the I-V characteristics of

the solar cell, i.e. light I-V curve, dark I-V and JSC − VOC . Furthermore the calculation

of the series resistance of a solar cell by means of the I-V characteristics is presented.

Electroluminescence is also presented, which has been used in order to characterise the

electrical transport properties of the cell, together with the quality of the contacts.

Moreover ellipsometry measurements are used to check the growing ratio of the deposition

process. At last, the XPS technique is shown, which has been used in order to check the

presence of unwanted elements in the cell.

3.1 Lifetime measurement

In this work the Sinton Instrument WCT-120, which is shown in fig. 3.1 is used to eval-

uate the lifetime of the fabricated samples. The measurement technique is called quasi

steady state photoconductance decay (QSSPC) .
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3. MEASUREMENT TECHNIQUES

Figure 3.1: Sinton Instrument WCT-120 - Picture of the tool used for lifetime and

implied VOC measurement.

In the following sections a theoretical introduction is first given, then an overview

about the different methods of measurement are presented.

3.1.1 Introduction

Photoconductance σ∗ measurement allows determining the recombination lifetime of

electron-hole-pairs in a semiconductor.

Photoconductance is measured through a coil inductive coupling with the sample. The

instrument measures a voltage which is made proportional to the conductivity.

The increase of conductance thanks to the exited carrier (photoconductance) is measured

together with the light intensity. The light intensity is measured through monitoring the

current variation of a reference cell.

In general, the sheet conductance σ of a silicon wafer is a product of carrier’s density,

mobility and thickness of the cell:

σ = q

∫ W

0
(nµn + p µp) dz (3.1)

where q is the elementary charge, W is the sample thickness, n and p are the electron and

hole concentrations, while µn and µp their mobility. Note that the carrier concentrations

are function of the position.

During a QSSPC measurement, the quantity of interest is the excess carrier density ∆n,
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3.1 Lifetime measurement

and hence the photoconductance. It is convenient then to split σ into:

σ = σdark + ∆σ (3.2)

where σdark is measured at a fixed time before a trigger, which is activated by a certain

value of light intensity.

Since the photogeneration of excess carriers is quite homogeneous, eq. 3.1 can be simpli-

fied by introducing an average excess carrier density ∆nav. The photoconductance ∆σ

is then given by:

∆σ = qW (µn + µp) ∆nav (3.3)

So the mobilities have to be known in order to obtain the excess carriers from the mea-

sured photoconductance. The mobilities themselves are dependent on ∆n. Therefore an

iterative routine is necessary to evaluate ∆n with an excess carrier dependent mobility

model [27].

The calibrated reference cell is used to obtain the light intensity at time t. Depending

on the optical parameters of the sample (textured samples reflect less than polished ones)

the generation rate G [cm−3s−1] of excess carriers can be evaluated from measuring the

current flowing on the reference cell.

Knowing both the excess carrier density ∆n and the generation rate G allows to

determine the carrier lifetime τ . The time dependence of the excess carrier density ∆n

is given by the continuity equation:

∂∆n

∂t
= G(t)− U(t) +

1

q
OJ (3.4)

where U is the recombination rate and J is the current density. Since it is possible

to consider the photogeneration very homogeneous and the surfaces well passivated, the

carrier density in the sample can be assumed to be spatially uniform. As a result, the last

term in eq. 3.4 can be neglected. The recombination rate can be written as U = ∆n/τeff

which give the effective lifetime τeff :

τeff =
∆n

G− ∂∆n
∂t

(3.5)

The lifetime measured is called an effective lifetime, in fact it includes various recom-

bination factors:
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1. Auger;

2. Radiative;

3. SRH;

4. Surface;

5. Emitters.

In formulas:
1

τbulk
=

1

τAuger
+

1

τRad
+

1

τSRH
(3.6)

and
1

τeff
=

1

τbulk
+
Sfront
W

+
Sback
W

(3.7)

where W is the sample thickness and S the surface recombination velocities.

Depending on the number of excess carriers one can have some recombination phe-

nomenon to be dominant or negligible, making possible to obtain one particular re-

combination factor if the cell is analysed in a particular regime.

There are two possible measure configurations: 1) Quasi Steady State; 2) Transient.

3.1.1.1 Quasi Steady State

Quasi steady condition for the excess carriers indicates that the generation and recom-

bination rates are in balance. This means that the decay constant of the flash light

should be at least 10 times slower than the carrier lifetime. Since the flash utilized has

a decay constant of approximately 2 ms, the QSSPC analysis is valid for lifetimes of

approximately 200 µs or less. In the steady state condition G = R.

PROS:

The measure gives different lifetimes for a broad range of excess carriers, which basically

are limited only by the light highest intensity.

CONS:

In order to correctly estimate the generation rate, the optical constant for reflection has

to be known. In the samples used in this work a polished sample had an optical constant

of 0.7, while a textured sample of 1. The optical constant is the proportionality factor

between the photogeneration in the sample and the photogeneration in the reference cell

that is measured by its short-circuit current.
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3.1.1.2 Transient Mode Analyses

When the lifetime of the sample is too high to use the QSSPC, another type of measure-

ment mode becomes useful, namely the transient mode. In this mode the measurement

starts only when the light has almost completely switched off, so G = 0.

PROS:

The transient measurement mode does not require the knowledge of the generation rate,

i.e. optical properties of the sample do not have to be known.

CONS:

The carrier lifetime has to be very long compared to the time needed to switch off the

light source.

3.1.2 Further consideration

An important parameter is the implied Voc which is estimated from the value of excess

carriers, using the following expression:

VOC =
kT

q
ln
(n · p
n2
i

)
(3.8)

where n and p are the total concentration of electrons and holes. Making explicit these

concentrations leads to:

VOC =
kT

q
ln
((n0 + ∆n) · (p0 + ∆p)

n2
i

)
(3.9)

where n0 and p0 are the intrinsic carrier concentrations, while ∆n and ∆p are the excess

carriers coming from the light absorption. From eq. 3.9, in the case of a p-type material,

we obtain:

VOC =
kT

q
ln
(∆n2 + ∆n(n0 +NA) + n2

i

n2
i

)
(3.10)

where we have considered ∆n = ∆p and p0 = NA. From eq. 3.10 we see how an higher

amount of excess carriers leads to an higher VOC . Since the measure does not come from

a direct voltage measure (i.e. contacts do not play any role here) we refer to this voltage

as to an implied VOC .

Interpretation of lifetime data as implied current-voltage relation allows determining

the IV-characteristics prior to actually contacting the device.

This is of main importance when checking the influence of the different a-Si layers.

Considering the HIT cell, the implied VOC can be measured:
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1. after (i)a-Si:H;

2. after (n)a-Si:H;

3. after (p)a-Si:H.

It has been found that proceeding with the amorphous silicon depositions all in a row

(i.e. without interrupting the process for measurements ) leads to better quality cells.

Interrupting the fabrication process for measurements may cause indeed influence from

external factors such as oxygen and/or dust. So it is not beneficial for the final device to

make a passivation control after each fabrication step, even though it may offer better

opportunities for understanding the physical behaviour as well as a possible bottleneck.

3.2 Characterisation of solar cells

The tool used to characterise the behaviour of the fabricated solar cells is called LOANA,

which stays for Loss Analysis. It is a product of the company pv tools, a spin-off of ISFH.

LOANA is an automatized system which allows making several measurements on a solar

cell, in order to check its behaviour and performance. A photo of the tool is shown in

fig. 3.2.

In this work the following measurements have been used:

Figure 3.2: LOANA from pv tools - Picture of the tool used for IV measurements.
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• light I-V, for 2 different light intensities;1

• dark I-V;

• JSC − VOC .

A shadow mask of an area A = 4.25 cm2 is used during the measurement, which allows

to easily convert I to J (J = I/A). Further on, the current density J will be considered,

even if the current I is the value actually measured.

A short introduction is given in the following sections for each measurement. In the last

section, the use of these curves to calculate the series resistance is presented.

3.2.1 Light I-V

Figure 3.3: Solar cell model - A circuit which describe the cell behaviour in light condi-

tion.

In this measure the cell is illuminated through a LED-array which allows good tuning

possibility and quite stable intensity.

The model of the cell is reported in Fig. 3.3, described by eq. 3.11:

J = −JSC + J0 ·
[

exp
(q · (VEXT −RS · J)

kT

)
− 1
]

+
VEXT −RS · J

RP
(3.11)

where JSC is the current photo-generated, RS is the series resistance and RP is the shunt

resistance.

The tool measures the current I and the external voltage VEXT , see Fig. 3.3.

1Those two curves are used to obtain the series resistance from the ”double light” method [19].
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3.2.2 Dark I-V

The dark IV measurement evaluates the cell in dark condition. A voltage is applied

between the contacts and the current is measured. The eq. describing the cell is similar

to eq. 3.11, but it does not contain the term JSC since we have no photogenerated

current. A model of the cell in this condition is reported in Fig. 3.4.

J = J0 ·
[

exp
(q · (VEXT −RS · J)

kT

)
− 1
]

+
VEXT −RS · J

RP
(3.12)

The tool measures the current I and the external voltage VEXT , see Fig. 3.4.

Figure 3.4: Dark IV schematic - A model representing the dark IV curve.

3.2.3 JSC − VOC

A Xe-flash lamp is used for this measurement. A JSC − VOC curve is a valuable way

of looking at an IV curve in the absence of series resistance. To trace a JSC − VOC

curve the intensity of the light is varied and the couple JSC and VOC are measured for

each illumination level. The series resistance has no effect on the VOC since no current

is drawn from the cell. The series resistance has no effect on JSC as long as the series

resistance is less than 10 Ω/cm2 since the IV curve is flat around JSC . The curve that

is traced is similar to the Dark IV curve but without the effects of series resistance.

The JSC − VOC method measures:

Jsc = J0 ·
[

exp
(q(VOC −RS · J)

kT

)
− 1
]
≈ J0 ·

[
exp

(q · VOC

kT

)
− 1
]

(3.13)
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3.2.4 Resistance analysis methods

In this section different methods to determine the series resistance are reported.

Shunt resistance is neglected in the following explanations, although even its con-

sideration wouldn’t change the value estimated for the series resistance. Intuitively in

fact, since no use of the diode ideal equation is made, having a parallel resistance could

just be included into the diode model.

The methods used are a comparison of IV curves measured in different conditions. We

use:

1. Double light measure;

2. JSC-VOC / Light IV;

3. JSC − VOC / Dark IV;

4. Light IV / Dark IV.

3.2.4.1 Double light

This method uses two different light IV curves in order to measure the series resistance.

Considering in fact the cell equation :

I = I0 ·
[

exp
((V −RSI)

VT

)
− 1
]
− IL (3.14)

Where I0 is the saturation current, RS is the series resistance, VT = kT/q is the thermal

potential and IL is the photo-generated current. If the product RS · I is negligible, then

a change of light intensity only leads to a change into IL, which consists into a shift of I

(the ordinate axis) but not into the shape of the curve, which would come instead from

the exponential term.

If the influence of series resistance is not negligible, a change of the photo-generated

current causes a shift of voltage, because the exponential term changes the shape of the

curve. The shift of the curves is related to the series resistance. It is possible to consider:

JSC(A) JSC(B) → ∆JSC = JSC(A)− JSC(B) (3.15)

which are respectively the short-circuit current measured at light intensity A and light

intensity B, see Fig. 3.5. After shifting one curve of the quantity ∆Jsc along the current

axis, it is possible to consider the displacement ∆V (J) along the voltage axis through

the following equation:

RS =
∆V (J)

∆JSC
(3.16)
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which allows to determine the series resistance. A graphic explanation of the method is

reported in Fig. 3.5.

Figure 3.5: The double light method - Basic principle of the double light level method

for measuring the series resistance.[25]

3.2.4.2 JSC-VOC / Light IV curves comparison

The comparison of the curves obtained through the light IV measure and the JSC-VOC

technique is here shown in order to evaluate the series resistance. The model used are

the same presented in section 3.2.1 and 3.2.3 respectively for light IV and JSC-VOC . The

key here is to use the measures to obtain the voltage drop in the series resistance, namely

∆V = VEXT − VINT , see Fig. 3.7. Knowing then the current flowing, it is possible to

calculate the series resistance through Ohm’s law:

∆V = RS · J (3.17)

where RS is the series resistance [Ωcm2].

We consider first the JSC-VOC method and in particular eq. 3.13, it is possible to

model the cell behaviour with the circuit shown in Fig. 3.6, where no influence of the
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series resistance is remarked. We call the quantities measured through the JSC-VOC :

ĴSC V̂OC (3.18)

We remark that those quantities are function only of the light intensity.

Figure 3.6: JSC-VOC schematic - A model representation of the measured JSC-VOC curve.

The light IV measurement can be described modelling the cell with the circuit shown

in Fig. 3.7, where the quantity available, measured by the tool, are VEXT and I. A

shifted version of the light IV curve must be considereded in order to compare this

measure with the JSC-VOC one. Shifting the IV light curve by a quantity JSC allows

to mathematically consider the IV curve without the influence of the photogenerated

current. In fact, it is possible to write:

J ′ = J + JSC (3.19)

where J ′ is the resulting current shifted, see Fig. 3.8.

Clamping the same current, we will generally obtain two different voltages V1 and V2

for each IV curve, see Fig. 3.9. We can then write, considering the notation presented

previously in eq. 3.19 and 3.18.

J ′(V1) = ĴSC(V2) (3.20)

where the 2 generic voltages measured, V1 and V2, are used to evaluate the voltage drop

in the series resistance. In this way one is able to evaluate the series resistance. The

voltages V1 and V2 are respectively measured through the Light IV mode and JSC-VOC

mode. Considering the models developed in section 3.2.1 and 3.2.3 and keeping the same
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Figure 3.7: Light IV schematic - A model representation of the measured light IV curve.

Figure 3.8: Light IV shifted schematic - A model representation of the shifted light IV

curve.
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notation, the values measured can be called VEXT and V̂OC , respectively for the light

IV curve and JSC − VOC curve, that is:

V1 = VEXT V2 = V̂OC (3.21)

To evaluate the voltage drop caused by the series resistance, the voltage drop ∆V =

Figure 3.9: Fixing the same current - A schematic presentation of the method which

confronts two different IV curves. The red curve correspond to the light IV measure shifted,

while the purple curve to the JSC − VOC measure.

VEXT − VINT and the current density flowing J have to be known, see Fig. 3.8.

We said that VEXT is the voltage measured through the light IV measure, while we will

now prove that VINT is equal to V̂OC measured through the JSC − VOC method.

Considering the diode of Fig. 3.7, if the current flowing in that diode JD is equal to the

current ĴSC flowing in the diode of Fig. 3.6, then also the voltage drop of the diode is

the same for the two circuit, that is VINT = V̂OC . Since the voltage measured by the

JSC − VOC method is exactly the diode voltage drop (because we have already shown

that the series resistance is negligible in this measure) then the JSC−VOC measure gives

also VINT . In details:

V̂OC = VINT only if JD = ĴSC (3.22)

and:

JD = JSC + J = ĴSC (3.23)

Since JSC + J = J ′ for definition of J ′ (see eq. 3.19), and J ′ = ĴSC because we

are considering the same current for the two IV curves (see eq. 3.20), the statement
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3. MEASUREMENT TECHNIQUES

JD = ĴSC is proved and V̂OC = VINT .

We now have all the data to evaluate RS :

RS =
VEXT − VINT

J
=
VEXT − V̂OC

J
(3.24)

It is worth to note that the diode drawn in the models developed could be a generic

bipolar device, since no use of diode ideal equation has been done, but only measured

quantities have been used. This widens the usefulness of the method described.

3.2.4.3 JSC − VOC / Dark IV curves comparison

The models considered to describe the two different measurement settings are shown in

Fig. 3.6 for the JSC − VOC measure and in Fig. 3.10 for the dark IV measure.

Proceeding similarly with the way showed in the previous section, the series resistance

Figure 3.10: Dark IV schematic - A model representing the dark IV curve.

can be evaluated knowing the voltage drop VEXT − VINT and the current flowing, see

Fig. 3.10. Fixing the same current for the two measures, namely ĴSC = J , the measured

voltages are V̂OC = VINT for JSC − VOC measure and VEXT for the dark IV measure.

Which allows to calculate the series resistance RS :

RS =
VEXT − VINT

J
(3.25)

3.2.4.4 Light IV / Dark IV curves comparison

The models which can be used to describe the two different measurement settings are

shown in fig. 3.8 for the light IV measure (shifted, since we need to compare it with the

dark condition) and 3.10 for the dark measure.

We proceed again similarly with the previous sections, with the only difference that the
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3.2 Characterisation of solar cells

current fixed now is the short circuit one, JSC .

For the light IV measure, from setting J ′ = JSC comes J = 0 and as a direct

consequence the drop on the resistance VR = RS · J = 0. Which again means from

Kirchoff that JD = JSC and the measured voltage VEXT (light condition)= VINT (light

condition)= VINT (dark condition), because the current flowing in the diode is the same

for the two circuits.

In the dark IV curve if we set the measured current to be equal to the short circuit

one, J = JSC , then the current flowing in the diode will be again JSC , i.e. JD = JSC

and the measured voltage will be VEXT (dark condition).

From these considerations, we again have all the data needed to evaluate the series

resistance:

RS =
VEXT (dark condition)− VINT (dark condition)

JSC
=

=
VEXT (dark condition)− VEXT (light condition)

JSC

(3.26)

3.2.4.5 RS as a function of voltage

In the previous sections, series resistance has been evaluated as a function of a fixed

current. Since in literature the series resistance in function of the voltage RS = f(V ) is

a more common graph, a conversion of the dependence from current to voltage has been

performed.

In the experimental chapter the changing of dependence has been done through an IV

curve: that means, the voltage in order to obtain the current fixed has been chosen. In

section 5.5, the light IV curve has been chosen for this procedure.

In this way the coherence is slightly lost, since the voltage of a light IV measurement

does not imply the same current for other types of curves. Anyway the graph has mainly

the aim of showing a visual dependence and anyway not very high incongruence should

be caused by this calculation. A deeper analysis of the difference caused by the two

different dependence (V and I) should be performed in order to better proof the latter

statement.
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3.3 Photoelectron Spectroscopy: ultraviolet and x-ray

Photoelectron spectroscopy is a technique used to analyse the atomic structure of the

surface of a material. A beam of photons shines the layer under test, leading to an

emission of electrons with a certain kinetic energy.

Tuning the energy of the beam it is possible to analyse different bonding energy in

the atom (from core to more valence states) and different depth of the layer analysed.

Two energies have been used:

• X-ray Photoelectron Spectroscopy (XPS), which uses soft x-rays (with a photon

energy of 1253.6 eV) to examine core levels.

• Ultraviolet Photoelectron Spectroscopy (UPS), which uses vacuum UV radiation

(with a photon energy of ca. 20 eV) to examine valence levels.

Photoelectron spectroscopy is based upon a single photon in/electron out process.

The energy of a photon of the beam is given by the following relation:

E = hν (3.27)

where h is the Planck constant 6.62·10−34 [Js] and ν is the frequency [Hz] of the radiation.

The source is monochromatic.

In XPS the photon is absorbed by an atom in a molecule, leading to ionization and

emission of a core (inner) electron. By contrast, in UPS the photon interacts with

valence levels of the molecule or solid, leading to ionization by removal of one of these

valence electrons. The kinetic energy distribution of the emitted photoelectrons (i.e. the

number of emitted photoelectrons as a function of their kinetic energy) can be measured

using any appropriate electron energy analyser.

The energetic reaction during the process can be described as follow:

A+ hν → A+ + e− (3.28)

where A represent the atoms in the material under test. Conservation of energy requires

that:

E(A) + hν = E(A+) + E(e−) (3.29)

Since the electron energy is present solely as kinetic energy this can be rearranged into

the following:

EK = hν − (E(A)− E(A+)) (3.30)
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3.3 Photoelectron Spectroscopy: ultraviolet and x-ray

The final term in brackets, representing the difference in energy between the ionized and

neutral atoms, is generally called the binding energy (EB) of the electron:

EK = hν − EB (3.31)

Which means that knowing the energy of photons hitting the sample and detecting the

kinetik energy of the eletron photoemitted, it is possible to get information about the

binding energy, which is related to a specific atom configuration.1

The requirements for a photoemission experiment (XPS or UPS) are:

1. a source of fixed-energy radiation;

2. an electron energy analyser, which can disperse the emitted electrons according

to their kinetic energy, and thereby measure the flux of emitted electrons of a

particular energy;

3. a ultra-high vacuum (UHV) environment, to enable the emitted photoelectrons to

be analysed without interference from gas phase collisions, the order is 10−9 mbar.2

Figure 3.11: System for the XPS experiment - Schematic view of the tools needed for

an XPS measurement.

1Xps database
2During the experiment which has been performed, the samples had to stay in the pumping chamber

for more than 12 hours before starting the measure.
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3. MEASUREMENT TECHNIQUES

3.4 Ellipsometry Measurements

For different recipes we obtain different growing rates. Therefore we have to check the

growing rate/thickness of each recipe to provide the same thickness. This technique has

been used to check the growing rate of the amorphous silicon layers.

Ellipsometry is a way to evaluate thickness of a material on the nano-order. It is

a very good measurement technique since it’s contact-less and non destructive for the

samples. It is also very sensitive to thickness variations (up to the atom-order).

The measurement exploits the effect of the variation of the polarization of light after

hitting the sample.

3.4.1 Theory

Light is an electromagnetic wave travelling in a medium. General light is not polarized

which means that electric field does not have any regular pattern as the light is moving.

Let’s consider the wave travelling as a sum of two perpendicular waves. If those are in

phase, then the electrical field will be linear polarized since the sum of the waves will keep

the direction of the vector ~E on the same line, see fig. 3.12. Instead if two perpendicular

waves are out of phase of 90◦ then they will be in general elliptical polarized, see fig. 3.14,

but in the special case of same amplitudes then the polarization will become circular,

see fig. 3.13.

Figure 3.12: Linear Polarization - Orthogonal waves combined to demonstrate polar-

ization: linear.

There are two numbers that describe the travel of the wave in a medium: the refractive

index and the extinction coefficient, together they are called complex refractive index
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3.4 Ellipsometry Measurements

Figure 3.13: Circular Polarization - Orthogonal waves combined to demonstrate polar-

ization: circular.

Figure 3.14: Elliptical Polarization - Orthogonal waves combined to demonstrate po-

larization: elliptical.

43



3. MEASUREMENT TECHNIQUES

which can be written as follow:

ñ = n+ i · k (3.32)

where n is the refraction index and k is the extinction coefficient.

These quantities describe the speed and the absorption of the wave in the medium. The

speed of the wave:

v =
c

n
(3.33)

where v is the speed and c is the speed of light. While the absorption coefficient:

α =
4πk

λ
(3.34)

where λ is the wave length.

The intensity of light travelling along the direction z can be described as follow:

I(z) = I(0) exp(−αz) (3.35)

It is clear that if k = 0 → α = 0 (transparent material for that wavelenght) then the

exponential is equal to unity and the wave intensity is constant.

The incident angle φi is equal to the reflection angle φr while the transmit angle φt

depends on the refraction index through the Snell’s law (see fig. 3.15):

n0 sinφi = n1 sinφt (3.36)

where n0 is the refraction index of the medium from which the light is coming from,

while n1 is the refraction index of the medium where the light is travelling toward.

The electrical field will also be reflected and transmitted in a precise way, described by

Figure 3.15: Snell’s Law - Light reflects and refracts according to Snell’s law.
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3.4 Ellipsometry Measurements

the Fresnel’s equations:

rs =
(E0r

E0i

)
s

=
n0 cosφi − n1 cosφt
n0 cosφi + n1 cosφt

(3.37)

rp =
(E0r

E0i

)
p

=
n1 cosφi − n0 cosφt
n0 cosφt + n1 cosφi

(3.38)

ts =
(E0t

E0i

)
s

=
2n0 cosφi

n0 cosφi + n1 cosφt
(3.39)

tp =
(E0t

E0i

)
p

=
2n0 cosφi

n0 cosφt + n1 cosφi
(3.40)

Where r and t are respectively the components reflected and transmitted, while s and p

are respectively the components perpendicular and parallel to the plane of incident. The

angles that the incident, reflected and refracted rays make to the normal of the interface

are given as φi, φr and φt, respectively.

In the case of many layers the situation becomes more complicated as the ray will be

subjected to several reflection and/or transmission, e.g. see fig. 3.16. The multi-layers

Figure 3.16: Optical interference into multi-layers sample - Light reflects and re-

fracts at each interface, which leads to multiple beams in a thin film. Interference between

beams depends on relative phase and amplitude of the electric fields. Fresnel reflection and

transmission coefficients can be used to calculate the response from each contributing beam.

case applies to the HIT cells.

A summary of the measurement system is shown in fig. 3.17. The polarizer shown is

used to select a certain polarization plane from the starting unpolarized light, this will

lead to a linear polarized light which will then become in general elliptical after hitting
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3. MEASUREMENT TECHNIQUES

Figure 3.17: Schematic setup of an ellipsometry experiment - Rotating analyzer

ellipsometer configuration: uses a polarizer to define the incoming polarization and a rotating

polarizer after the sample to analyze the outgoing light. The detector converts light to a

voltage whose yields the measure of the reflected polarization.

the sample (from this comes the name ellipsometry).

What the instrument measures is the quantity called ρ:

ρ =
rp
rs

= tan(Ψ) exp (j∆) (3.41)

Where tan Ψ is the amplitude of the ratio between the two waves components and ∆

measures the phase shift between them. The tool must know the starting polarization

and intensity of the s and p components to correctly analyse the results.

Since the measure is sensible to ratios and subtraction between two values it is quite ac-

curate and reproducible, also it is not very susceptible to scatter and lamp fluctuations.

3.4.2 Spectroscopic Ellipsometry

From eq. 3.41 comes clearly that it is possible to obtain two values for each wavelength

and for each angle of incident.

In the spectroscopic ellipsometry (which is the tool used in this work) ρ is measured for

a certain range of wavelengths (and for several incident angles), the more data acquired

let to estimate more parameters through fitting. In fact it is not possible to evaluate

optical index and/or thickness directly from ρ but a model has to be established. In the

model it is important to indicate all the layers which are present and to put them in

the right order, this will let an algorithm to estimate e.g. thickness and refraction index

for the sample. If we increase the number of parameters to estimate then more data is
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3.5 Electroluminescence

needed for a better fitting.

Data analysis proceeds as follows: after a sample is measured, a model is constructed

to describe the sample. The model is used to calculate the predicted response from

Fresnel’s equations which describe each material with thickness and optical constants. If

these values are not known, an estimate is given for the purpose of the preliminary calcu-

lation. The calculated values are compared to experimental data. Any unknown material

properties can then be varied to improve the match between experiment and calculation.

The number of unknown properties should not exceed the amount of information con-

tained in the experimental data. For example, a single-wavelength ellipsometer produces

two data points (Ψ,∆) which allows a maximum of two material properties to be de-

termined. Finding the best match between the model and the experiment is typically

achieved through regression. An estimator, like the Mean Squared Error (MSE), is used

to quantify the difference between curves. The unknown parameters are allowed to vary

until the minimum MSE is reached. The best answer corresponds to the lowest MSE.

The film thickness is determined by interference between light reflected from the sur-

face and light travelling through the film. Interference can be defined as constructive or

destructive and it involves both amplitude and phase information. The phase informa-

tion from ∆ is very sensitive to films thickness down to monolayer.

Thickness measurements also require that a portion of the light travels through the entire

film and returns to the surface. If the material absorbs light, thickness measurements by

optical instruments will be limited to thin, semi-opaque layers. This limitation can be

circumvented by targeting with a spectral region with lower absorption. For example, an

organic film may strongly absorb UV and IR light, but remain transparent at mid-visible

wavelengths. For metals, which strongly absorb at all wavelengths, the maximum layer

for thickness determination is typically about 100 nm.

3.5 Electroluminescence

Electroluminescence (EL) is an optical and electrical phenomenon in which a material

emits light in response to the passage of an electric current. It is the result of radiative

recombination of electrons and holes in a semiconductor. The excited electrons release

their energy as photons - light. Higher light intensity corresponds to higher current flow,

i.e. higher carriers concentration.
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In this work it has been used in order to evaluate the performance of the contact grid:

high light emission far from the bus bar means good contacts, i.e. right trade-off between

tight grid and diffusion length.

Considering that radiative recombination is dependent on carriers concentration by

the factor B:

Recombination ∼ B · n p
n2
i

= B · exp
(q V
k T

)
(3.42)

This shows that EL signal tells (local) voltage.
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4

Samples preparation

Preparation of samples is fundamental for a right evaluation of the results. An high

repetitive process is required in order to correctly analyse variations of certain param-

eters. Anyway, since random influence can always be present (e.g. plasma reactions)

statistic is also requested to correctly evaluate the results.

The process of cell fabrication is here summarized in order of procedure.

4.1 Laser

This is the first step of the preparation process. Different types of Czochralski (Cz)

wafer substrates are used, which are all 3 Ωcm n-type:

• Polished wafers of 4", with a Miller index of 〈100〉.1

• Wire saw wafers of 3", having a Miller index of 〈100〉, used for textured samples.

• Wire saw wafers of 125 · 125 mm2 pseudo square, and an orientation of 〈100〉, for

single side texture.

Since our solar cells are 2.5·2.5 cm2 the wafers have to be cut into samples of this size.

This is done via laser.

Pictures describing the process of laser cutting are shown in figures 4.1, 4.2 and 4.3.

4.2 Texturing and cleaning process

The cleaning process is very important. Dust, oxygen and many other contaminants can

ruin the quality of samples by affecting defects and passivation quality.

1The orientation of the crystal is defined by the Miller index.
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Figure 4.1: Tool for laser cutting - The tool used for laser cutting. On the right side

the interface software.

Figure 4.2: Wafer after laser cutting - The wafer is shown after laser cutting. Each cell

is 2.5 · 2.5 cm2.
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4.2 Texturing and cleaning process

Figure 4.3: Cell polished substrate - Cut wafers have to be manually separated to get

the cell substrate.

In the clean room the following steps are performed:

1. Puratron cleaning. It is used to remove oil from saw and dirt from laser process.

2. KOH cleaning. Potassium hydroxide is a strong base of inorganic compound. It

is used to etch the samples removing eventual saw damage.

3. Texturing process. This step is only performed when we want a pyramidal with

〈111〉 oriented facets structure. A textured substrate improves light absorption,

both reducing reflection and increasing internal path. But the interface surface be-

tween a-Si and c-Si is increased. This negative feature potentially increase interface

defects causing higher recombination and so lower VOC . The amount of (i)a-Si:H

needed for passivation is increased. Both these consideration are qualitative shown

in Fig. 4.5 and 4.4. For the texturing process KOH, H2O, 2 − Propanol and

Alkatex are used.

4. RCA cleaning. The RCA cleaning is a standard cleaning process of silicon wafers

in semiconductor manufacturing, which is here shortly reviewed.

(a) Removal of the organic contaminants (Organic Clean). It is performed with

NH4OH+H2O2 for 10 minutes at ca. 80◦C. Since this process may contribute

to form oxide layer together with a certain degree of metallic contamination,

further phases are needed.

(b) Deionized H20 dip for 1 minute.
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Figure 4.4: Textured vs. Polished: light patterns - A qualitative view of different

light patterns rising from hitting polished (a) and textured (b) surface.

Figure 4.5: Textured vs. Polished: thickness (i)a-Si:H - A qualitative view of the

increased thickness needed in a polished (a) and a textured sample (b). The red lines have

the same length.
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(c) Removal of thin oxide layer (Oxide Strip). This phase consists of an HF (1%)

dip at ca. 25◦C for 1 minute. This step can remove the thin oxide layer and

some fraction of ionic contaminants.

(d) Deionized H20 dip for 1 minute.

(e) Removal of ionic contamination (Ionic Clean). It is performed with HCl +

H2O2 for 10 minutes at 75-80◦C. This treatment removes the remaining traces

of metallic (ionic) contaminants.

(f) Deionized H20 dip for 1 minute.

(g) HF dip for 1 minute.

(h) Deionized H20 dip for 1 minute.

(i) Drying with nitrogen.

After the cleaning process the samples are allowed to be introduced in the deposition tool.

An HF dip (followed by deionized H20 dip and by a nitrogen drying) is always per-

formed just before starting the first a-Si:H deposition and the ITO sputtering, in order

to avoid oxygen content on the layers.

4.3 PECVD: a-Si depositions

After the RCA cleaning, the samples are deposited with intrinsic amorphous silicon. The

thin (i)a-Si:H layer has mainly the function of improving passivation at the interface of

the heterojunction. After that a phosphorous doped a-Si:H layer is deposited on the rear

side of the sample. On our n-type wafers this (n)a-Si:H layer builds the base contact and

envolves field effect passivation. After that a Boron doped a-Si:H layer is deposited onto

the front side of the sample, which forms the emitter. p-aSi:H deposition is performed

as the last PECVD step because the < p > layer is more sensitive to high temperature,

see table 4.1.

Figures 4.6, 4.7, 4.8 and 4.9 shows a schematic representation of the a-Si:H deposition

processes.

We use a PECVD system by Von Ardenne (mod. CS400P) for the depositions of

amorphous silicon. A photo of the system is shown in fig. 4.10.
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Figure 4.6: First step - Choice of the substrate.

Figure 4.7: Second step - PECVD of the instrinsic a-Si:H layers.

Figure 4.8: Third step - PECVD of the n type doped a-Si:H layers.

Figure 4.9: Fourth step - PECVD of the p type doped a-Si:H layers.
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Figure 4.10: The PECVD system. - The PECVD system used in this work, from Von

Ardenne.

For the intrinsic and doped a-Si:H depositions a 13.65 MHz parallel plate PECVD

reactor is used respectively, with a diameter of 27 cm. The standard deposition param-

eters are given in tab. 4.1 and 4.2. Plasma power, electrode distance, gas flux and set

temperature are the result of optimization of the cell properties. However it is possible

to change those values for each deposition.

Table 4.1: Process parameters during a-Si:H depositions. The specified temperature is

the set-temperature within the bottom electrode of the deposition system. The sample

temperature is expected to be about 100◦C lower.

Set-temperature Deposition pressure Electrode distance Power density

[◦C] [mbar] [mm] [mW/cm2]

(i)-aSi:H 300 0.85 50 35

(n)-aSi:H 300 0.85 50 35

(p)-aSi:H 160 0.85 50 35

After the cleaning process the samples are allowed to be introduced in the deposition

tool. The steps followed to allow the introduction in the process chambers are the

followings.
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Table 4.2: Process parameters during a-Si:H depositions.

SiH4 flow H2 flow PH3 flow B2H6 flow

[sccm] [sccm] [sccm] [sccm]

(i)-aSi:H 20 100 - -

(n)-aSi:H 20 88 12 -

(p)-aSi:H 20 84 - 16

• Load chamber. This chamber is used to prepare the samples to be introduced into

a high vacuum system. This chamber is drained and pumped every time samples

are inserted or taken out from the system.

• Transfer chamber. This is an intermediate chamber, which keeps the high vac-

uum and allows to transfer the sample carrier into the correct process chamber.

• Process chambers. These are the chambers where the deposition process takes

place. They are connected with the gases through valves. Each chamber is used

for a particular type of deposition: this is to avoid contamination of gas that may

stay in the chamber after the process is ended and which are unwanted for other

depositions.

The chambers contain electrodes to generate plasma, which can be moved to adjust

the distance in between. Temperature can also be changed even if, in this work,

fixed temperature has been used.

The deposition process consists in:

• Pre-heating steps (10’) with H2. Mainly used to bring the samples to an uniform

temperature.

• Adjustment of electrodes distance.

• Process (time related to thickness of the layer). A recipe is used to set the parame-

ters of deposition: after a preliminar adjustment of the gas flux/concentration the

process can begin. The growing rate is related to many parameters: power, elec-

trodes distance, gas flux and concentration, temperature. Therefore the process

time of one certain recipe has to be adjusted to the wanted thickness of the layer.

• Cleaning. Argon is used to clean the chamber from residuals.
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4.4 ITO sputtering

Figure 4.12 shows the tool of Von Ardenne used for sputtering. In figure 4.11 we present

a schematic view of the cell at this point of the fabrication process.

Figure 4.11: Fifth step - Sputtering of ITO.

A transparent conductive oxide is used both for its optical and electrical properties.

In this work ITO is used for those purpose, it works as anti-reflection layer and as a

good conductor for carrier transportation. An annealing step for 5 min at 175 ◦C follows

the ITO deposition to provide good conductance. In fact the a-Si:H passivation suffers

from the ITO sputtering and needs a thermal anneal to reach again excellent passivation

quality.

Figure 4.12: Sputtering tool - A picture of the sputtering tools LS 900S of Von Ardenne.

The sputtering tool uses:
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• A target composed by 90% of Indium Oxide and 10% of Tin Oxide.1 � 249 x 6

mm.

• Gas used to hit the target composed mainly by Argon and a small percentage (1-3

%) of Oxygen.

The process consists in:

• Pre-sputtering (2m). In this phase the substrate is screened by a shutter so that no

ITO can grow on the sample, but the target is still subjected to plasma treatment.

In this way the surface can be made fresher (older process could let unwanted

residuals on the target).

• Gas adjustment. A recipe is used to set the parameters of the process (gas flux,

time of reaction, power, electrodes distance). In this step the gases are set to the

wanted values.

• The shutter is open and the samples can be sputtered with ITO.

4.5 Aluminium evaporation

Evaporation involves two basic processes: a hot source material evaporates and condenses

on the substrate. Aluminium is the source which is evaporated on the cell. Enough

vacuum has to be reached to avoid the collision of the particle during the path toward

the substrate.

The tool used for aluminium evaporation is shown in fig. 4.13 e 4.14.

Figure 4.15 shows a schematic view of the final cell.

4.6 Screen Printing

In this technique a metal-containing conductive paste is forced through the openings of

a screen on to a wafer to form the contacts.

The printing process begins as the cell is placed onto the printing table. A very fine-mesh

print screen, mounted within a frame, is placed over the cell; the screen blocks off certain

areas and leaves other areas open, where the paste can go through. After a measured

amount of paste is dispensed onto the screen, a squeegee distributes the paste over the

screen to uniformly fill the screen openings. As the rake moves across the screen, it

1The percentuals are based on the weight.
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4.6 Screen Printing

Figure 4.13: Evaporation tool close - The tool used for evaporation of aluminium, on

the right the controlling software.

Figure 4.14: Evaporation tool open - The tool used for evaporation of aluminium. The

cells are situated on the top and the evaporated aluminium is deposited from the bottom.
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pushes the paste through the screen openings and onto the wafer surface. This process

must be tightly controlled for temperature, pressure, speed, and many other variables.

When all printing steps are completed, the wafer is annealed for 10-30 min at 175-200

◦C to get the solvents out of the paste.

Figure 4.15: Sixth step - Alu contact evaporation.

Each step has been followed in this thesis, but most focus and work has been done

in the PECVD system for amorphous silicon depositions.
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5

Experiments, Results and

Discussion

In this chapter the experimental work of the thesis is presented. The experiments have

the aim of optimizing and investigating the amorphous silicon layers.

A lot of parameters deeply influence the performance of a HIT cell. Some parameters

have then been investigating in order to understand their influence into the cell behaviour

and to optimize their value.

The topics of the experiments performed are the followings:

1. Plasma H2 post-treatment;

2. Oxygen bonding after HF dip;

3. Variation of gas time reaction;

4. Variation of the thickness of (i)-aSi:H;

5. Variation of the thickness of (p)-aSi:H.

5.1 H2 plasma post-treatment investigation

Hydrogen plasma post-treatment is a process in which the samples are treated with

H2 plasma after growing the intrinsic amorphous silicon (SiH4 + H2). Hydrogen can

diffuse into the a-Si layer, filling dangling bonds, decreasing defects and improving the

passivation quality [20].
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In previous experiments at ISFH an increase of VOC was found after such an H2

plasma treatment. Those samples anyway started with a low value of VOC (around 650

mV), and were not used for over a year. The open question was so: is it an improvement

that comes from temperature healing benefit? Does hydrogen effectively heal more de-

fects with a further H2 treatment?

5.1.1 Description

In this experiment we fabricate HIT type solar cells on textured and on polished wafers.

We chose two different (i)a-Si layer thicknesses, 5 nm and 10 nm. The 10 nm (i)-layer

provides an excellent passivation after the deposition. The question is, if an H2 plasma

treatment can even improve the passivation quality of such thick layers. The 5 nm

samples have been chosen to evaluate if a thinner layer could improve hydrogen diffusion

to the a-Si / c-Si interface, leading to further healing.

After the (i)a-Si layer deposition we perform the H2 plasma treatment. We chose six

different plasma conditions for the H2 post treatment which are presented in figure 5.1.

The colours from green to red indicate the strength of the plasma from week to strong.

After the H2 post treatment we finished the solar cell with our standard parameters

given in section 4.3. The metallization was done via Al evaporation. Figure 5.1 shows a

schematic representation of the solar cells fabricated in this experiment.

The experiment can be summarized as following:

Figure 5.1: H2 post treatment investigation - A schematic view of the experiment

done to investigate the effect of hydrogen post-treatment.

• Variation of the plasma Post Treatment condition after fixed (i)a-Si:H deposition

(see chapter 4 for details regarding sample preparation);

• Fixed conditions for all the other parameters;
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5.1 H2 plasma post-treatment investigation

• Monitoring of VOC for passivation;

• Evaluate overall efficiency.

Figure 5.2: H2 post treatment - Schematic representation of the solar cells fabricated in

this experiment.

5.1.2 Results and Discussion

Monitoring of VOC is shown in Fig. 5.3. Where 3 samples for each different condition

are reported for a statistical evaluation of the results (some conditions do not provide

3 samples because breaking of some samples have also occurred). In Fig. 5.3 a visual

indication of different plasma power is indicated by coloured square on the background;

the colours refer to the same conditions reported in Fig. 5.1.

The two graphs on the left hand side show VOC impl data for samples with 10 nm

(i)a-Si layer. The two graphs on the right hand side show VOC impl data for samples with

5 nm (i)a-Si layer. The two upper graphs show our results for textured samples and the

two lower graphs for polished samples. The yellow data points represent the VOC impl

after the (i)a-Si deposition, the green after the (p)a-Si deposition while the blue after

the annealing performed after ITO sputtering. The final black points are after the last

step, i.e. aluminium evaporation.
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5. EXPERIMENTS, RESULTS AND DISCUSSION

Figure 5.3: VOC monitoring - Graph of VOC values during sample preparation in function

of different plasma post treatment intensity.
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5.1 H2 plasma post-treatment investigation

After the 10 nm (i)a-Si depositions (yellow data points in left graphs) we see a de-

crease of the passivation quality while increasing the plasma power. Nevertheless it is a

fact that our samples were already very good even without the PT (VOC > 720 mV for 10

nm samples), compared to samples which have been proved to benefit from this kind of

treatment in literature [20]. This better starting behaviour can be explained by an high

and effective hydrogen content in the amorphous network, already after the deposition

process (pre-treatment).

For the 5 nm i-layers we observe a different behaviour. Since we see no decrease or

increase of the passivation quality for the polished samples, we see a slight increase of

the VOC for the textured samples. The reason could be that the effective thickness of

the 5 nm i-layer on textured samples is reduced by a factor of about 1.7 compared to

planar surfaces due to the enlarged surface area (see Fig 4.5 in section 4.2). Therefore

it could be much easier for the hydrogen to reach the a-Si / c-Si interface and saturate

defect states. But it has also been proved that hydrogen is capable of diffuse very deep

in the porous structure of the amorphous silicon, so a not very clear conclusion can be

carried out. After the (n) and (p)a-Si depositions (green points) the trend for both 10

and 5 nm appears to be more similar, and it shows a slight decrease of the passivation

quality while increasing the post-treatment power.

During ITO sputtering, plasma had instabilities and started flittering. Blue points show

the implied VOC after annealing of the samples. Their trend is unchanged both for 10

and 5 nm.

The implied VOC of the completed solar cells is represented with black points. The trend

for 10 nm samples shows a decrease of the passivation quality while increasing the power

of the post treatment. For 5 nm samples, the points show that more power does not lead

to a worse passivation.

Instabilities during the evaporation process caused a bad quality metallization, which

drastically ruined the passivation. In Fig. 5.3 in fact black circles show (almost always)

significantly lower voltages compared to the points of previous conditions. Normally

metallization has a neutral or good influence in the passivation quality, because of the

positive effect of thermal annealing.

Textured cells which have been fabricated with a standard procedure (without PT) show

VOC of about 710 mV.

Instabilities during sputtering and evaporation do not allow to make useful evaluations

about other properties such as FF, series resistance and efficiency.
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5.1.3 Conclusion

Our samples are already very good even without the PT (VOC of 725 mV for 10 nm

samples).This better starting behaviour can be explained by an high and effective hy-

drogen content in the amorphous network, which appear to be present already after the

deposition process (pre-treatment). Also, since increasing plasma power brings to an

even worse passivation quality, this could mean that the effect of the plasma is to release

hydrogen from the network, increasing defects and dangling bonds.

Therefore for further experiments an hydrogen plasma post treatment will not be per-

formed.

5.2 Oxygen bonding after HF dip

This experiment has been initially performed in order to evaluate possible different atomic

structures of the amorphous silicon with and without H2 plasma PT (e.g. a more or less

crystalline silicon). This measurement has been performed in collaboration with the

Leibniz University of Hannover.

During the initial measurements an unexpected high peak of oxygen was found, so the

purpose of the experiment deviated for its original aim in order to better understand this

presence.

5.2.1 Description

This experiment can be summarized as following:

1. n-type cSi substrate (CZ);

2. perform of RCA cleaning and HF dip;

3. deposition of (i)-aSi layer for 60 sec (around 13 nm);

4. HF dip;1

5. insertion into the XPS measurement system (about 5 minutes are needed to insert

the sample in the controlled -oxygen free- atmosphere);

6. pumping until reaching ultra-high vacuum (approximately for 12 hours);

7. XPS meaurement;

1This step and the next ones have been performed at Leibniz University of Hannover.
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5.2 Oxygen bonding after HF dip

8. annealing 300◦C for 5 minutes (in sito);

9. XPS measurement;

10. annealing 600◦C for 5 minutes (in sito);

11. XPS measurement;

12. annealing 800◦C for 5 minutes (in sito);

13. XPS measurement.

5.2.2 Results

The first XPS measurement performed is shown in Fig. 5.4. The curve shows the number

of electrons counted per second as a function of the bonding energy. Figure 5.5 shows

Figure 5.4: XPS - XPS measurement performed in the faculty of physics, Leibniz university

of Hannover.

the data acquired after each annealing step.

The pictures show some peaks. Through an XPS database it is then possible to evaluate

which atom belongs to the peak, see section 3.3.1 Details of major relevance are shown

in Fig. 5.7 and 5.6 where it is possible to see the presence of silicon, oxygen and carbon

(i.e. dust).

In Fig. 5.7 is shown how, increasing the annealing temperature, silicon peaks slightly

1The increasing trend of the background is part of the measurement.
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5. EXPERIMENTS, RESULTS AND DISCUSSION

Figure 5.5: XPS - XPS measurement with annealing, including data from different an-

nealing steps.

shift their energy. This is caused by the crystallization of a-Si:H1, which changes the

bonding properties of electrons in the network and so the kinetic energy revealed from

the released particles.

Figure 5.6 shows how, increasing the annealing temperature, the oxygen doesn’t leave

completely the sample, not even for higher temperatures; the oxygen peak in fact changes

its maximal value but it does not disappear. Carbon instead leaves almost completely

the sample, even after the first annealing step, as proved by the vanish of the peak.

5.2.3 Discussion

The annealing steps help to understand the intensity of the bonding. Even after the

highest temperature, a certain quantity of oxygen is still present (proved by the presence

of the peak at 800◦C, see Fig. 5.6. This proves that oxygen is bonded with silicon, even

though not much can be said about the positions of the oxygen in the layer analysed.

The depth sensitivity of the XPS goes on the range from 5 to 10 nm of distance from the

surface. Which means that oxygen can be detected anywhere in that range. It is pos-

sible that oxygen bonds with atoms not at the very surface, thanks to the quite porous

1Silicon tends to crystalline after a temperature of 400◦ C.
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5.2 Oxygen bonding after HF dip

Figure 5.6: XPS measurement, zoom for Oxygen - Graph of the XPS measurement

zoomed in the oxigen (ca. 535 eV) and carbon (ca. 275 eV) range.

Figure 5.7: XPS measurement, zoom for Silicon - Graph of the XPS measurement

zoomed in the silicon range.
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5. EXPERIMENTS, RESULTS AND DISCUSSION

structure of the amorphous silicon and that those are detected as difficult to release.

We can give an interpretation of the experiment related with the fabrication process.

Analogue conditions of the experiment performed require the cell having an HF dip per-

formed on the top of amorphous silicon. This happens in the fabrication process once

the PECVD is completed, which means before the ITO sputtering.

The experiment could then mean that the HF dip performed after PECVD does not

exclude the possibility of having oxygen in the amorphous silicon.

Oxygen presence in the amorphous Silicon could then influence: 1) the contact between

ITO and a-Si; 2) localized electronic states in the a-Si:H caused by the different atomic

structure of the bonding Si−O.

Further considerations are difficult to be carried out, and further analysis are required

in order to prove other statements.

5.2.4 Conclusions

After the samples have been exposed to air, HF dip could be not enough to guarantee

the absence of oxygen in the amorphous silicon layer, especially if the samples aren’t

inserted fast into a controlled atmosphere.

A fast insertion in vacuum should be performed in order to avoid oxygen diffusion into

the layer, or a special container should be used in order to maintain more controlled

conditions.

5.3 Gas time reaction variation

Doping of amorphous silicon is not very easily controlled (see section 2.3 and [11]). The

concentration of dopant in the growing layer (solid phase concentration) increases with its

concentration in the gas used during the deposition (gas phase concentration). Higher

solid phase concentration also does not guarantee an higher effective doping, i.e. the

dopant could bond without letting any free carrier (the network’s coordination number

adapts to the doping one).

Many different parameters can influence the effective dopant concentration during the

process. For example parameters which could lead to an higher ionization of the molecules

(see model in section 2.9), e.g. plasma power, gas concentration, gas time reaction, etc.
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5.3 Gas time reaction variation

In this experiment the doping efficiency has been investigated with a variation of the

gas time reaction, i.e. the gas flux inside the process chamber has been changed, while

keeping the same pressure and the same ratios between different process gases.

5.3.1 Description

We fabricate solar cells with the standard parameters reported in section 4.3, except for

the p-layer. The variation of the process parameters of the p-layer are shown in Fig.

5.9. The time of deposition is changed in order to maintain the same thickness, since

the growing rates change with gas concentration.1 The experiment can be summarized

as following:

• Variation of gas concentration for (p)-layer deposition;

• Fixed conditions for all the other parameters;

• Monitoring of VOC for passivation;

• Evaluate overall efficiency.

A schematic cross section of the solar cells is shown in Fig. 5.8.

5.3.2 Results

Monitoring of VOC in function of gas flux quantity is shown in Fig. 5.10 where 3 samples

have been produced for each different conditions for statistic purpose. Increasing gas

flux quantity (from left to right) implies a reduction of time reaction. The colours of the

squares on the background of the graphic remark the same conditions expressed in Fig.

5.9.

In Figure 5.10, 3 set of data points are shown. The yellow points are measured after

the (i)a-Si:H deposition with the QSSPC technique and they report an implied VOC ;

the same measurement is performed after the (p)a-Si:H deposition which is represented

with green points, while the black points report a real VOC and are performed with the

LOANA tool after aluminium contacting evaporation.

The yellow points should ideally be identical since they are all treated with the same

condition of deposition. For this reason, samples which are far from the average shouldn’t

be considered since they could have been damaged during the cutting or the cleaning

1Ellipsometry measurements have been performed for each recipe in order to evaluate the growing

rates.
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Figure 5.8: Gas time reaction - Schematic cross section of the solar cells fabricated in

this experiment.

Figure 5.9: Investigation of gas time reaction - A schematic view of the experiment

investigating the effect of gas time reaction into the cell overall efficiency.
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5.3 Gas time reaction variation

process and they would not give valuable information for the experimental purpose. In

figure 5.10 one bad sample is cut out (red line). The average of the remaining yellow

points has approximately a constant value, as shown by the yellow line.

After the (p)a-Si:H depositions we see a common lowering of implied VOC for all the

samples. This decrease of quality is less pronounced for samples which make use of the

highest gas flux. As a consequence, the trend of the average shows a increase of the

passivation quality for samples treated with less time reaction, shown by the green line.

Aluminium evaporation seems to heal the bad sample which was not considered earlier.

This singular improvement could come from a beneficial annealing treatment. The best

values still come from the lowest time reaction (highest flux).

Figure 5.10: VOC monitoring - VOC monitoring for gas time reaction experiment. Dif-

ferent colours of the squares represent the different gas flux: from left to right the gas time

reaction decreases.

5.3.3 Discussion

Different performances should come from a different efficiency of doping. A variation

of the Fermi energy position leads in fact to a different field effect passivation, together

with different influence on the bonding energy of silicon with hydrogen.

From the results, a changing on the VOC is slightly seen. Comparing the implied VOC after

(i)-aSi (yellow points) and after (p)-aSi (green points) a general decrease of passivation
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quality is constant. The doping layer in fact influences the defects of the (i)-aSi since

the Fermi energy shifts. This consideration leads to consider that a changing of the

passivation quality could come from a different Fermi position of the p-layer (we remark

that thickness is not varied). Two different phenomenons could come from a different

Fermi level position:

1. A less implied ’p’ type (i)a-Si:H could have less interface defects. This is why in

fact the intermediate intrinsic layer is needed.

2. A less effective doped (p)a-Si:H could give less electrical field at the junction.

The two effects appear to have opposite influence on the performance of the cell. Fur-

ther investigation should be performed in order to evaluate the hypothesis of a different

doping efficiency, e.g. XPS could give an estimate of the Fermi energy shifting, through

monitor of the peak shifts.

5.3.4 Conclusion

Increasing the gas flux generally increases the quality of passivation. The highest gas

flux is then used as our standard recipe for (p)-layer depositions.

5.4 Variation of the thickness of (i) and (p) aSi:H

This experiment has the aim of optimizing the thickness of the intrinsic and doped < p >

layers. The analysis has been done on the front side because of it’s higher relevance for

the cell behaviour.

Thickness of (i) and (p) layers has a lot of influence on the performance of the cell. For

example thicker intrinsic layers should lead to a better passivation since they should heal

an higher amount of interface defects. At the same time, the intrinsic layer has high

resistivity, which implies higher series resistance and less FF for thicker layers.

5.4.1 Description

The experiment details are the following:

• Variation of the front side (i)a-Si:H layer thickness (d<i>): 8.7 and 15 nm;

• Variation of the (p)a-Si:H layer thickness (d<p>): 8.7 and 15 nm;
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• Fixed thickness for (i)a-Si:H on rear side and (n)a-Si:H layer;

• Fixed values for all other parameters;

• Monitoring of VOC for passivation;

• Evaluate overall efficiency.

A schematic cross section of the fabricated solar cells is shown in Fig. 5.11.

Figure 5.11: (i) thickness variation - A schematic cross section of the fabricated solar

cells.

5.4.2 Results

Monitoring of VOC is shown in Fig. 5.12, where 4 samples are analysed for each different

condition.

Green points report the implied VOC after (p)a-Si:H depositions, blue points after ITO

sputtering. Black points report VOC after aluminium evaporation. In this experiment

we haven’t performed measurements betweeen PECVD depositions: we were in fact

interested in the overall performance, and the passivation quality is better when no mea-

surements are performed between deposition processes.

The passivation quality appears to be good for all values used except for a thickness

d<p> = d<i> = 8.7 nm.
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The VOC after aluminium evaporation (black points) is very good, expect for the worst

Figure 5.12: VOC monitoring - VOC monitoring for different < i > and < p > thickness.

condition i.e. double thin layers. The best value comes with 15 nm for both layers and

it is above 714 mV.

Some issues occurred during the metallization process, indeed 2 different types of masks

have been used: one with too thin and one with too thick fingers. That leads to different

(electronic) properties like series resistance, contact ITO-grid, optical shading,. . . of the

solar cells. It is therefore difficult to directly compare these cells with different aluminium

grids.

Figure 5.13 shows the VOC , JSC , Rseries and the efficiencies of all cells. Blue points refer

to both 8.7 nm layers, red points to 15 nm < i > and 8.7 nm < p >, green points to 8.7

nm < i > and 15 nm < p >, purple points to both 15 nm.

JSC is reported in Fig. 5.13 (b). Some scattering are evidently caused by the two dif-

ferent masks: lowest values of JSC in the same thickness group has also the lowest value

of series resistance, see Fig. 5.13 (c). That happens because with a thicker finger mask,

the increased shadow decreases the JSC but the thicker metal conductor decreases the
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Figure 5.13: Overview - Overview of the cell performance for < i > and < p > thickness

variation.
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series resistance. The same is true for the opposite: thin fingers lead to high JSC and

high series resistance.

From the graph in Fig. 5.13 (b) we see that a thick < i > layer does not cause a

reduction of current. JSC for both thick layers (purple points) in fact does not show

a significant decrement. The best efficiency comes from an < i > layer of 8.7 nm and a

< p > layer of 15 nm, as showed in Fig. 5.13 (d). In Fig. 5.13 (c) the series resistance

is evaluated at the MPP and through the double light method.

5.4.3 Discussion of the experiment

Bad metallization makes difficult to correctly analyse the data. For this reason, another

experiment (reported in section 5.5) has been performed, which anyway deals with a

variation of the only (i)a-Si:H thickness.

A way to further analyse these results, possibly avoiding the effect of bad metal-

lization is to analyse only samples which have been subjected to the same mask. Since

not enough cells with thick fingers have been fabricated, sample with thin fingers are

considered.

In Fig. 5.14 an overview of the performance for samples having the same finger thickness

is reported.

Zooming into the short-circuit current (Figure 5.14 (b)) shows that JSC slightly decreases

while increasing the layers thickness. The series resistance shows the same (more evi-

dent) trend.

The FF analysis reported in Fig. 5.15 though, seems to show a not so clear trend. Better

statistic would help to evaluate with less uncertainty the best value of FF. The average

trend seems to show anyway a maximum FF for asymmetric thickness, which is coherent

with η. The best efficiency comes in fact from a thin < i > and a thick < p >.

The pFF shows best values for combination of both thick layers, which proves the best

passivation achieved in this condition. Series resistance becomes the bigger problem to

solve with a thick intrinsic layer, as shown in Fig. 5.14 (c), which limits the FF and so

the efficiency.1

1Series resistance is altogether very high because of the very thin fingers.
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To prove the potential of the cells obtained, a rough calculation of the expected

efficiency is here presented. VOC and JSC of the solar cell having the best pFF are

reported in tab. 5.1. If we pretend to have a FF of 75%, which has been achieved in a

lot of other previous experiments, the efficiency obtained would be:

η =
JSC VOC FF

1Sun
= 20% (5.1)

which would be the best HIT cell fabricated until now at the ISFH. Issues reasonably

referred to high resistance of thin fingers (see section 5.4.3.1) lead to a FF = 53.96 %,

which implies an efficiency η = 14.38 %.

Table 5.1: Values of the best solar cell.

< i > < p > VOC JSC

[nm] [nm] [mV] [mA/cm2]

15 15 714.2 37.32

5.4.3.1 Electroluminescence characterization

In order to prove the entity of the issues regarding metallization, electroluminescence

measurement has been performed (see section 3.5 for more details about this measure-

ment technique). The measures are shown in Fig. 5.16(a), 5.16(b) and 5.16(c). They

show different electrical transport properties of a cell having: good metallization (from

another experiment) in Fig. 5.16(c); too thick fingers in Fig. 5.16(a); too thin fingers in

Fig. 5.16(b).

• In Fig. 5.16(a) the too thick fingers lead to a very thin red region (higher light

emission) between the fingers, which proves the very thick shadow area. The fingers

appear yellow in the figure: light emission comes from radiative carriers recombi-

nation below the fingers, the radiation is not completely absorbed by the metal

above and so a yellow intensity is shown in the picture. The horizontal bus bar

does not show much problems.

• In Fig. 5.16(b) the fingers seem not to transport much carriers. The radiative

recombination occurs only thanks to the carriers flowing from the bus bar, since

light emission mainly happens in the region around it.
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Figure 5.14: Overview - Overview of the cell performance for < i > and < p > thickness

variation. Thick fingers samples are not shown.
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Figure 5.15: FF and pFF - Analysis of FF and pFF for different < i > and < p >

thickness. Thick-finger samples are not shown.

• In Fig. 5.16(c) the carriers are able to reach in good quantity almost all the area of

the cell. The intense radiative recombination (red) is also quite wide which prove

that the fingers are not too thick.

(a) A solar cell with

too thick fingers.

(b) A solar cell with

too thin fingers.

(c) A solar cell with

good size fingers.

Figure 5.16: Electroluminescence measurements.

5.4.3.2 Series resistance analysis

The series resistances at the MPP in function of different thickness of the < i > and

< p > layers are shown in Fig. 5.17.

The same graphs, without the samples having too thick fingers are reported in Fig. 5.18.

The latter, having in fact an unique mask, will be considered in the next considerations.
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Figure 5.17: Series resistance - Series resistance analysis for different thickness of < i >

and < p > layers. The voltage fixed is at MPP.

Figure 5.18: Series resistance - Series resistance analysis for different thickness of < i >

and < p > layers. The voltage fixed is at MPP. Thick finger samples are not shown.
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Each point in the graph represent the series resistance for one sample. The lack of

statistics for some conditions unfortunately does not allow to draw much conclusions

from the graphs. Anyway the series resistance seems to increase both increasing < i >

and < p > layers.

Another plot is presented in Fig. 5.19 where the series resistance is obtained for

different voltage and current through the Light IV /JSC-VOC method (see section 3.2.4).

In these graphs a value of current I = −100 mA and a voltage V = 0.55 V are fixed, then

the resistance is plotted in function of VOC and pFF respectively.1 In Fig. 5.18 (a),

Figure 5.19: Series resistance - a) fixed value of current (I = −100 mA) - the series

resistance is reported in function of the VOC ; b) fixed value of voltage (V = 0.55 V) - the

series resistance is reported in function of the pFF .

for quite high VOC the series resistance varies a lot in function of the different thickness.

The red arrow shows a big increment of series resistance, while keeping almost the same

VOC . An optimal value for the resistance comes from a combination of thin < i > and

thick < p > (green circles in Fig. 5.19). Even if the only value available for a thick < i >

and a thin < p > appears to be very close to the optimal and the lack of statistic does

not allow a clear conclusion.

The similar values of series resistance for thin < i > and thick < p > and the viceversa

shows that the thickness rather than an eventual change of the carrier (holes) concen-

tration is mainly responsible for the series resistance value. In Fig. 5.18 (b), the highest

1Changing the fixed values for voltage and current does not change the trends of the series resistance.
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series resistance corresponds to the highest pFF, which implies that the good passivation

which comes from the thickest (i)-aSi:H also causes the highest series resistance and a

low FF. A compromise between those leads to an optimum.

5.4.4 Simulations of the different thickness conditions

To deeply investigate the different thickness conditions, the emitter of a HIT cell has

been reproduced through the simulation tool PC1D. 1 The layers in the structure are,

from left to right: ITO, (p)a-Si:H, (i)a-Si:H and (n)c-Si. It is worth to note that PC1D

does not allow the inclusion of a pseudo-realistic distribution of states into the band gap

to better simulate amorphous silicon. Beside that, the tool simulates quite good the

heterostructure .

Some parameters chosen for the simulations are reported in tab. 5.2 (∗ TCO doping is

only used to simulate a metal).

Table 5.2: Parameters used for PC1D simulation.

Doping Band Gap

[cm−3] [eV]

(i)-aSi:H - 1.7

(p)-aSi:H 1018 1.7

(n)-cSi 1016 1.12

TCO 1021∗ 3.7

The simulations performed are shown in Fig. 5.20. Each condition will be analysed

in more details in the following sections.

5.4.5 Discussion of different thickness conditions

1. thin (p) - thin (i) (tp− ti).2

Real behaviour

Experimentally this case has showed a bad passivation quality with a relative low

1 PC1D is a simulation tool available for free from the website of the University of South Wales -

Sydney.
2The qualitative presentation of the heterostructure does not require a thin and a thick dimension

which matches the real values used in the experiment. Anyway a thin layer here is simulated with 8.7

nm while a thick layer with 25 nm, to make more evident the influence of a thicker layer.
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5.4 Variation of the thickness of (i) and (p) aSi:H

Figure 5.20: Simulations - Different thickness of < i > and < p > layers.
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(a) Bands structure (b) Carriers concentration

Figure 5.21: Simulations for tp− ti.

series resistance.

Discussion of simulation

From the simulation shown in Fig. 5.21, the < p > layer results almost completely

depleted. This is caused by the large diffusion of holes toward the ITO. Only very

few holes are so responsible for diffusing toward the < i > layer and generating the

electrical field at the junction (the space charge region is very low). This can be

seen by the almost flat bands in the intrinsic layer, see Fig. 5.21 (a).

In this case the holes available in the < i > layer are so few that the concentration

of electrons coming from the much less doped (n)-type substrate are dominant.

Having a thin < i > (high resistivity) and a thin < p > layers lower the series

resistance. But lots of electrons at the emitter should kill the contact between

(p)a-Si:H and ITO, which requires an heavily effective p-type material. This case

does not match the experimental data though, since the measures of the implied

VOC and of the real VOC match well. 1

1This topic will not be treated in this thesis.
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The almost flat bands lead to a very weak field that slows the carriers and could

extend the time needed to reach the front contact , eventually increasing the re-

combination rate. Thinner < i > layers have also been proved to lead to higher

concentration of defects, which itself implies a lower VOC .

2. Thick (p) - thin (i) (Tp− ti).

(a) Bands structure (b) Carriers concentration

Figure 5.22: Simulations for Tp− ti.

Real behaviour

The best efficiency has been found in this condition. It shows also good current,

good VOC and low series resistance.

Discussion of simulation

It has been said that a thinner < i > layer should decrease the quality of passiva-

tion. Why so do we see a good VOC in the experimental results (different from the

tp− ti)?
The simulation shows that increasing the < p > layer, more holes are provided in

the < i > layer, see Fig. 5.22. That implies an increment of space charge region in
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the < p > layer, which increases the electrical field in the < i > layer. The more

intense field (neglecting phenomenons such as saturation of velocity) can increase

the speed of carriers which pass through an higher defect layer in lower time, de-

creasing the probability of recombination.

The series resistance results low because a < p > layer is not very highly resistive

and its expansion does not deeply influence the total series resistance. Also, more

carriers diffusing into the < i > layer could decrease the resistivity of the intrinsic

layer. Increasing p thickness also leads to a more effective < p > layer because of

the less depletion, which could allow a better contact with the TCO.

A comparison of charge density and electrical field for a thick and a thin < p >

layer, while keeping the same thin < i > layer is shown in Fig. 5.23 and 5.24.1

(a) Charge density (b) Electrical field

Figure 5.23: Simulations for Tp− ti.

The figures show an increase of the electrical field with the thicker < p > (from

−2.5 ·104 to −1.6 ·105 [kV/cm] ). The possibly higher amount of defects coming for

a thinner and more p-type intrinsic layer, do not imply in this result a reduction

of the VOC .

3. thin (p) - Thick (i) (tp− Ti).

1In this simulation a thick < p > layer has a length of 50 nm.
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5.4 Variation of the thickness of (i) and (p) aSi:H

(a) Charge density (b) Electrical field

Figure 5.24: Simulations for tp− ti.

(a) Bands structure (b) Carriers concentration

Figure 5.25: Simulations for tp− Ti.
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Real behaviour

Considering a thin < p > layer and increasing the thickness of the intrinsic layer,

the series resistance increases, because it expands a region with high resistivity.

The VOC also increases in this condition as expected by the better passivation

quality that should be achieved with a thicker < i > layer.

Discussion of simulation

From the simulation shown in Fig. 5.25, the majority carriers in the < i > layer are

still electrons, because the doped < p > is still very depleted and doesn’t provide

enough holes in the intrinsic layer.

The better passivation quality that comes from this condition could then be ex-

plained by a less number of defects. The simulation tool can’t proof the role of

defects in the behaviour of the emitter, even though in this case they may be the

key to understand the behaviour.

Increasing the thickness of the < i > layer leads normally to a reduction of defects,

which is confirmed by the experimental data that show an higher VOC . Decrease of

defects can lead to different effects: for example from a different amount of charge

trapped into defects state and/or from a lowering of the recombination rate due to

a better quality interface between a-Si and c-Si.

4. Thick (p) - Thick (i) (Tp− Ti).

Real behaviour

This case experimentally provides the best pFF, which comes from the highest VOC

and the best passivation quality. Though the series resistance is the highest too.

Discussion of simulation

The thicker < i > layer increases the recombination space, reducing the average

carriers in the layer, see Fig. 5.26 (b). Also an increase of thickness inherently rises

the series resistance because of the longer path travelled by the carriers.

The benefits that come from less defects (thicker < i >) lead to a good VOC while

the thick < p > leads to more available carriers which would possibly allow a not

too high series resistance.
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(a) Bands structure (b) Carriers concentration

Figure 5.26: Simulations for Tp− Ti.

5.4.6 Conclusions

It has been seen that:

• A combination of thin < i > and thin < p > does not correctly passivate the cell,

leading to a low VOC .

• Not only the intrinsic layer is responsible for the quality of passivation.

Otherwise Tp− ti should imply a low VOC as tp− ti.
It is known anyway that Fermi level position influence defect concentrations of the

< i > layer. Since thicker < p > layers imply a more “p-type” intrinsic layer

(as was qualitatively shown with the simulations) the defects concentration should

(from literature [12]) increase. Why is then the passivation quality better in this

case? Does the higher electrical field induced by the thicker < p > layer help to

reduce the recombination probability? Or does the Fermi level position influence

positively silicon-hydrogen bondings in this case? We could then say that a more

“p-type” < i > layer could also improve the passivation quality until a certain

point.
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• Thick intrinsic i-layers do not reduce much the short-circuit current, though in-

creasing the series resistance.

• Series resistance can be influenced by < p > carriers diffusion toward < i > layer.

• Best pFF comes from Ti− Tp.

• Best efficiency comes from ti− Tp.

For the next experiment the optimum for < p > layer is set at 15 nm and a deeper

investigation on < i > layer variation will be performed.

5.5 < i > layer influence on FF

From the previous experiment it was found that a < p > layer with a thickness of 15

nm is needed in order to assure the best performance of the cell. It was also found

that a thick < i > layer does not hurt the JSC much. Since we had issues regarding

metallization, further investigations are performed in order to evaluate how the < i >

layer affects the FF. In this experiment this inquiry has been conducted.

5.5.1 Description

The cells are fabricated with:

• variation of the (i)a-Si:H thickness for the front side, see Fig. 5.27 and 5.28 for a

qualitative understanding of the experiment variation;

• same condition for all the other parameters;

• monitoring of VOC for testing the passivation quality;

• evaluate overall efficiency with particular interest in FF and series resistance.

The substrate is single side textured, see Fig. 5.29.

The cell is realized following the steps reported in chapter 4. The contacts are made

of silver and realized with screen printing in both sides. This change has been done since

previous experiment showed very good results with this technique (η > 19.7).
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Figure 5.27: Front (i)-aSi:H variation - Schematic cross section of the solar cells fabri-

cated in this experiment.

Figure 5.28: Different thickness - Different thicknesses for the (i)a-Si:H layer.

Figure 5.29: Single side - Single side textured substrate used for cell fabrication.
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Figure 5.30: Cell structure - Overview of the cell structure in the experiment.

5.5.2 Results

Monitoring of the passivation quality in Fig. 5.31 shows the VOC after: 1) (p)a-Si:H layer

deposition (green circles); 2) ITO sputtering and annealing (blue triangles); 3) contact

printing (black triangles).

It is possible to see:

1. A lot of VOC scattering after a-Si depositions. This comes from plasma instability

which hit the samples on the carrier not homogeneously.

2. Less scattering after annealing ITO, this is caused by thermal healing of the atomic

structure.

3. Better passivation with a thicker < i > layer, very clear especially after the (p)a-

Si:H depositions (green circles in Fig. 5.31). After metallization, the improvement

of VOC with thickness becomes less evident but the trend remains the same. Analy-

sis of FF and cell efficiency becomes now of major importance, especially to compare

13 and 20 nm cells.

FF analysis is shown in Fig. 5.32. The pFF seems to show that the best cell comes

from the thickest < i > layer. But FF and efficiency show instead the best value for a

thickness of 13 nm, which is also coherent with the increment of series resistance with
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Figure 5.31: VOC monitoring - VOC monitoring for different thickness of the intrinsic

front a-Si.
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i-layer thickness, as shown in Fig. 5.33.

JSC is shown in Fig. 5.34. The short-circuit current is slightly reducing while increasing

the thickness of the intrinsic layer.

The pFF is related to the recombination properties of the interface. The thickest

i-layer provides the best passivation and therefore produces the highest pFF. The real

FF includes carrier transport through interfaces/layers. Therefore the FF of thinner

layers should be better. Why then isn’t the 8 nm layer the best? Because here already

the recombination properties (pFF) limits the FF. We can observe that the absolute loss

from pFF to FF is larger for 13 nm than for 8 nm, because with 13 nm we have more

influence of the carrier transport through the layer (that can clearly be seen in the R

series plot).

Why is 13 nm the best efficiency? The VOC is nearly as good as for the 20 nm, the

current is in the middle and the FF is the best. Why is the FF the best? Because the

FF is a mix of pFF (e.g. recombination properties) and Rseries. And the mix of these

two aspects is the best for the 13 nm.

Figure 5.32: FF and pFF - Overview of FF and pFF in function of the thickness.

5.5.2.1 Considerations on screen printing

Some samples were affected by screen printing instabilities, i.e. interrupted fingers in

the rear side and twisted fingers in the front side, see Fig. 5.35. The effects of those

imperfections are not very clear, since samples unaffected show values of series resistance
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(a) Series resistance. (b) Efficiency.

Figure 5.33: Analysis of the cells performance and series resistance.

Figure 5.34: JSC - JSC overview in the FF.
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similar to those affected. Anyway, to avoid wrong interpretations we do not consider

imperfect samples.

(a) Interrupted

fingers (rear).

(b) Twisted fin-

gers (front).

Figure 5.35: Screen printing problems.

5.5.2.2 Series resistance analysis

Through the methods explained in section 3.2.4, it is possible to calculate the series

resistance R as a function of voltage V . An example of the graph obtained is shown in

Fig. 5.36. Those curves represent the values of resistance in function of voltage for the

same cell, but with the different methods presented in section 3.2.4. We observe that the

different methods accord very well with each other (except Double light). It is known

that these methods to determine the Rseries should not be applied for voltages lower

than 300 mV.1

Once the calculation of R = f(V ) is provided for different samples (i.e. for different

(i)a-Si thicknesses), it is possible to obtain R as a function of voltage V and thickness d

(Figure 5.37 c):

R(V, d) (5.2)

Figure 5.38 shows a schematic presentation of the way the graph is constructed.

In Fig. 5.37 (c) the series resistance is shown for different samples (different thickness

of < i > layer) for different voltages: each variation in the thickness correspond to

a different sample, as explained in Fig. 5.37 (a) and (b). It appears that the series

resistance increase with < i > layer thickness and decrease while increasing the voltage

applied. The resistance curves come from Light− JSCVOC method. This choice can be

modified with another method or with an average.

1J-V curve tends to become flat for low voltage and this may influence the comparison between

different curves.
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Figure 5.36: Series resistance - Series resistance calculated from different methods as a

function of voltage.

5.5.2.3 Model evaluation

In order to proceed with the development of a model to estimate the contribution of the

< i > layer on the series resistance, some assumptions have to be done:

1. Series resistance is given by a sum of 2 different contributions:

RS(V, d) = R<i>(V, d) +Rrest(V ) (5.3)

where V is the voltage, d is the thickness of the < i > layer, RS is the series resis-

tance measured, R<i> is the front < i > layer contribution to the total resistance

and Rrest is the resistance that comes from all the other contributions (this latter

should not change with the variation of the thickness of the intrinsic a-Si layer!).

Note that all the resistance are [Ωcm2]. A qualitative presentation of eq. 5.3 is

shown in Fig. 5.39.

2. The influence of < i > thickness into R<i> is linear, so that:

R<i>(V, d) = ρ<i>(V ) · d (5.4)

where d is still the thickness of the < i > layer. In this way, ρ<i>(V ) is the slope

of the curves presented in Fig. 5.37 (c).
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Figure 5.37: R(V, d) - Method used to calculate the series resistance in function of voltage

and thickness.

Figure 5.38: R(V, d) qualitative - A schematic presentation of the series resistance as a

function of voltage and thickness.
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5.5 < i > layer influence on FF

Figure 5.39: Resistance model - A graphic representation of the model used to describe

the resistance contributions.

In fact, it is possible to consider:

ρ<i>(V ) =
RS(d2, V )−RS(d1, V )

d2 − d1
=
R<i>(d2, V ) +Rrest(V )−R<i>(d1, V )−Rrest(V )

d2 − d1
→

(5.5)

ρ<i>(V ) =
R<i>(d2, V )−R<i>(d1, V )

d2 − d1
=
ρ<i>(V ) · (d2 − d1)

d2 − d1
(5.6)

where d1 and d2 are two different values of thickness for the intrinsic layer. This value

for ρ gives an estimate of the resistivity in the < i > layer, and of the conductivity:

σ<i>(V ) =
1

ρ<i>(V )
= q · µ(V ) · carriers(V ) (5.7)

where q is the elementary charge and µ is the mobility of the carriers, as a function of

voltage.

From the previous statements, one should expect that the resistivity does not depend

on the < i > layer thickness of the samples. Through eq. 5.5, since RS(d, V ) is measured,

it is possible to estimate ρ<i>(V ), which unfortunately change with the thickness chosen,

see Fig. 5.40.

We remark that low voltages (i.e. less than 300-400 mV) should not be considered. The

following check of consistency confirms this requirement.

This behaviour is anyway expected:

1. a variation of the < i > layer changes the position of the Fermi level, causing

different hydrogen bondings and defect concentration;
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Figure 5.40: Consistency of ρ - Checking the consistency of the model for ρ. For the

same voltage, the 3 points should coincide.

2. this causes a possible change of carrier concentrations in the transport bands,

especially for low voltage when intrinsic carriers are much dominant;

3. influence of different carrier concentrations in the transport bands on mobility

→ µ(V, d).

It is appropriated to modify eq. 5.7 in:

σ<i>(V, d) = q · µ(V, d) · carriers(V, d) (5.8)

This is actually coherent with the previous considerations regarding the experiment of

(i) and (p) variation thickness, namely how changing of the thickness affects the carrier

concentrations in the high resistive intrinsic region. To avoid this problem low voltage

values are neglected, considering excess carriers injected dominant respect carriers

coming from other contributions.

Another check of consistency comes from eq. 5.3, which for clearness is reported here:

RS(V, d) = R<i>(V, d) +Rrest(V ) (5.9)

From the model, the term Rrest should be independent from the thickness of the < i >

layer. It is also possible to estimate the value of R<i>(d, V ) from ρ<i>(V ). Taking into

account eq. 5.4 in fact:

R<i>(V, d) = ρ<i>(V ) · d (5.10)
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and

Rrest(V ) = RS(V, d)− ρ<i>(V ) · d (5.11)

where RS(V, d) is measured while ρ<i>(V ) is estimated. The result for an 8.7 nm sample

is shown in Fig. 5.41.

Figure 5.41: Check of consistency RREST - Terms that in the model developed form

the total series resistance.

Rrest is a small part of the total resistance compare to R<i>. In this case also, the

term Rrest includes an (i)-aSi on the rear which has the same thickness of the front. A

way to explain this much smaller value is taking into account the fact that in the rear

side, electrons are transporting the charge, which have higher mobility; also, the lower

gradient between n-N junction cause less diffusion, which means less depletion and even

more carriers in the < i > layer. Further investigations which should measure the ITO

and contact resistance contribution should be performed, in order to better evaluate a

real value for RREST to compare with the estimated one.

From eq. 5.7 the values of the average conductivity in the < i > layer for different

voltages are shown in Fig. 5.42. An increment of intrinsic conductivity comes while

increasing the voltage. This can be explained thanks to the increment of carriers injected.

Aware of the previous issues regarding ρ<i> dependence from thickness, it is possible

to make further estimations, but not much reliability is still guaranteed. Only voltages

above 0.4 V are considered.

If conductivity is considered:

σ<i> = q · µ<i> · carriers<i> (5.12)

where q is the elementary charge and µ<i> is a fixed mobility for the carriers. Since σ<i>

is already been calculated, it is possible to estimate the carriers concentration when fixing
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Figure 5.42: σi for different voltage - Average σi for different voltage.

the value of mobility µ.

More in details, considering that the main carriers in the (i)-aSi come from the < p >

layer:

σ<i> = q · µp · (∆p+ p0) (5.13)

where

∆p = −p0

2
+

1

2

√
p2

0 − 4n2
i (1− exp

(qV
kT

)
) (5.14)

and p0 is the intrinsic holes concentration and ∆p are the excess carriers which are

injected from the contacts. If eq. 5.5.2.3 is inserted into eq. 5.13, and if values for ni

and for µp are set, it is then possible to solve the equation in function of p0. We chose

values for ni = 106 cm−3 and for µp =5 cm/(Vs). A changing of these values cause a

linear change of the values of p0 estimated, so this cannot be considered precise, but the

order of magnitude is still reasonably maintained.

From Fig. 5.43 average p0 concentration in the intrinsic aSi layer is on the order of

1012, while the excess carriers injected change from 105 to about 1012.

5.5.2.4 Further considerations

The following considerations are not enough proved but are possibly cues for next inves-

tigations.
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Figure 5.43: Estimate of p0 and ∆p - Estimate of p0 and ∆p for different voltage.

The measured data are not fully understood yet and a deeper analysis could help

understanding better the physical behaviour of the cell. For example:

1. dependence of mobility from voltage;

2. influence of intrinsic layer thickness into the term Rrest, see eq. 5.3;

3. influence of light excess carrier and intrinsic carriers concentration into R depen-

dence from voltage;

are only a few examples of features which are not very well understood.

For the last point in particular, the graph presented in Fig. 5.36 (which for convenience

is reported below) could contain some interesting hidden informations. Two trend can

be seen in this graph:

• Dependence of series resistance from voltage. Some graphs which clearly

show the possible different behaviours of the series resistance are shown in Fig. 5.45,

5.46, together with Fig. 5.44. That means that the series resistance changes its

dependence with the voltage. The effects of applying a voltage are several, we could

consider a changing of the injected carriers as the main effect. As a consequence

a more or less flat curve R = f(V ) could mean a more or less influence of the

injected carries into the total resistance. The less dependence could be caused

by an amount of intrinsic carrier concentration which is dominant respect to the

injected carriers. The reason for having more intrinsic carriers is not clear yet since
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Figure 5.44: Series resistance - Series resistance calculated from different methods as a

function of voltage.

Figure 5.45: Series resistance - Series resistance calculated with different methods as a

function of voltage.
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Figure 5.46: Series resistance - Series resistance calculated with different methods as a

function of voltage.

no correlation of this dependence has been found with any particular condition,

i.e. those trends appear to be random at the moment. The different dependence

trends are more evident for lower voltages, in fact after a certain voltage the curve

R = f(V ) appears to be more “flat”. This could prove that the injected carriers

become dominant in every condition after a certain voltage.

– Figure 5.44 shows an abrupt increment of the series resistance for low voltages,

then it slightly decreases until arranging at values around 5 Ωcm2;

– Figure 5.45 shows an abrupt increment of the series resistance for low voltages,

then the curve appears to be quite flat, assuming values around 5-6 Ωcm2;

– Figure 5.46 shows a light increment of the series resistance for low voltages,

which then stabilizes at a value around 3 Ωcm2.

• Dependence of series resistance from light effects. The different curves in

Fig. 5.44, 5.45 and 5.46 appear to be more or less overlap and this congruence of the

different methods used changes also in function of the voltage. Since the different

methods use a comparison of curves calculated in light and dark conditions, the

reason for having less coherence between those methods could come from light

effects. It is known in fact how carriers injected and photogenerated could follow

107



5. EXPERIMENTS, RESULTS AND DISCUSSION

different paths, see Fig. 5.47. The series resistance could then have different values.

In this simplified picture, ITO should be the most effective cause for the different

trends. More investigations could prove this or other statements.

Figure 5.47: Different paths - Light effects into different paths.

5.5.3 Conclusions

Resuming, what we see from this experiment is that:

• < i > layer thickness deeply influence current and series resistance. Even though

VOC and passivation quality seems to benefit less after a certain thickness, which

is found to be around 20 nm.

• Conductivity of < i > layer increases with voltage.

• The model presenting the average conductivity of < i >-layer is still very rough

and needs refinement.
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Conclusions

HIT solar cells offer great potential. The heterojunction advantages, the possible low

cost process and the high efficiency which has been proved clearly confirm their value.

The heterojunction still needs a deeper understanding that makes possible a more op-

timized use of the different layers which can give beneficial effects to the overall cell

performance. The thickness of the intrinsic and (p)-doped a-Si:H layers deeply influence

the quality of passivation and the transport properties.

Thickness of (p)-type amorphous silicon seems to influence the passivation quality

of the heterojunction. A more effective p-type intrinsic layer (e.g. less depleted and/or

more effectively doped) is expected to lead to more defects and worse passivation, since

a Fermi energy position closer to the valence band has been proved to negatively influ-

ence hydrogen bondings. Previous experiments performed at the ISFH showed worse

performance using thicker p layers. A positive influence from a thicker p-type must also

be considered anyway. Analysing the carriers concentration of the simulations, a thicker

< p > layer seems to lead to more carriers in the intrinsic layer together with an higher

electrical field. We can say that two different phenomenons influence the passivation

quality and that they act differently in function of the different thickness of the layer.

An optimal for the p layer must be close to 15 nm for the cell fabricated.1.

We find optimal gas flux parameters for the deposition of the (p)a-Si:H layer.

An optimal thickness for the front (i)-aSi:H layer has been found. Below the optimum

the open circuit voltages VOC are still good but they can be improved sensibly with

increasing the thickness. The enhancement is more evident for lower thickness. Series

1Different parameters during the deposition process such as temperature, hydrogen concentration

etc, could very well lead to another optimal condition
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resistance and JSC have a quite constant dependence from the thickness of the < i >

layer (even if current has a much lower slope). An optimum appear to be at 15 nm ca.

We present a rough model to estimate the conductivity of the intrinsic a-Si layer. We

find that the conductivity is voltage dependent. The model allows also a calculation of

the (excess) carrier concentration in the (i)-aSi:H layers.

The H2 plasma post treatment does not improve the passivation quality of our cells.

Oxygen bonding in the amorphous silicon network is not excluded after an HF treatment.

.
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