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1 Introduction
Quantum Mechanics is usually described through the Dirac formalism, dealing with Hilbert spaces H , smooth
functions ∈ H and operators defined on the Hilbert spaces. Hence the mathematical language is the one of
complex analysis. In one dimension, physical states are represented as functions ϕ ∈ L2(R) such that |ϕ(x)|2
is the probability distribution associated to the state with respect to the variable x ∈ R, which can be either
the position q or the linear momentum p. There is no probability distribution which depends both on q and
p, because of the Heisenberg uncertainty principle, which forbids us to know with arbitrary precision both
position and linear momentum. Instead, physical observables are represented as self-adjoint operators acting
on physical states; in particular the operators Q̂ and P̂ associated to q and p fulfil the commutation rule
[Q̂, P̂ ] := Q̂P̂ − P̂ Q̂ = iℏ, where ℏ is the reduced Plank constant.

The aim of this thesis is to describe Quantum Mechanics directly on the phase-space, like in Classical Mechanics.
However, differently from Classical Mechanics, we have to deal with the uncertainty principle, which does not
allow the construction of probability distributions with respect to both q and p, but just of quasi-probabily
distributions. Moreover, while in Classical Mechanics the smooth functions representing observables commute
with each other, in Quantum Mechanics that should not happen as a consequence of quantization, which can
mathematically be seen as a deformation of the algebra of the smooth functions on the phase-space, the Poisson
algebra. In particular the point-wise product of the Poisson algebra must be deformed in a new operation, called
star-product, which is no more commutative. The formalism coming from such an operation allows an algebraic
description of Quantum Mechanics.

The first chapter of this thesis will be dedicated to the mathematical description of the star-product, following
Bordermann [2], Cattaneo [3] and Esposito’s [4] works: first of all it will be given a definition through properties
of this object, followed by a description of what a deformation of an algebra formally means. Then it will be
possible to give a definition of star-products as series and show that it fulfils the conditions required in the first
definition. In the end, the Kontsevich theorem and formula, which will explicate the terms of the series, will be
enunciated.

In the second chapter, based on Blaszak and Domański’s paper [1], it will be discussed the physical description
in the star-product formalism: it will be defined what physical states and observables are and how it is possible
to study physical systems. In particular it will be shown how to deal with eigenvalues problems, time evolution
and mean values. At the end two physical systems, a free particle and a harmonic oscillator, will be presented.

First of all it is necessary to introduce basic notions of algebra, Poisson manifolds and the definition of multi-
differential operators. Then we will also recall the canonical quantization principle.

1.1 Basic notions of algebra
Definition 1.1. Let R be a ring with the unit 1; a left-module M over R is an abelian group (M,+M ) on which
it is defined an operation R×M −→M such that, ∀r, s ∈ R and ∀v, w ∈M :

1. r(v +M w) = rv +M rw;

2. (r +R s)v = rv +M sv;

3. (rs)v = r(sv);

4. 1v = v.

Definition 1.2. Let R be a ring with the unit 1; a right-module M over R is an abelian group (M,+M ) on
which it is defined an operation M ×R −→M such that, ∀r, s ∈ R and ∀v, w ∈M :

1. (v +M w)r = rv +M rw;

2. v(r +R s) = rv +M sv;

3. v(rs) = (rv)s;

4. v1 = v.

Note 1. The difference between definitions 1.1 and 1.2 comes from the third condition. However, if the ring is
also commutative, a right-module differs from a left one just in a writing convention. In fact, for r, s ∈ R and
v ∈M , (rs)v = (sr)v = s(rv).

Definition 1.3. Let A be a left-module over the ring R and ν : A × A −→ A an operation which satisfies the
R-bi-linearity condition: ∀x, y, z ∈ A and ∀r, s ∈ R,
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ν(rx+A sy, z) = rν(x, z) +A sν(y, z) and ν(z, rx+A sy) = rν(z, x) +A sν(z, y).
An algebra over the ring R is given by the pair (A, ν).

Definition 1.4. Let K be a field and (A,+A) a vector space over K. Let ν : A×A −→ A be an operation such
that satisfies the R-bi-linearity condition in respect of the +A operation. An algebra over the field K is given
by the pair (A, ν).

Definition 1.5. An algebra is associative/commutative if the operation ν satisfies the commutative/associative
property.

Definition 1.6. An involution of an algebra (A,µ) is an operation † on A, † : A −→ A, such that, ∀f, g ∈ A:

• (f†)† = f ;

• (µ(f, g))† = µ(g†, f†);

• (rx+A sy)
† = r′x† +A s

′y†.

Note 2. The most common example of involution of algebra is the complex conjuagtion function ∗ : C −→ C
such that, ∀z = x+ iy ∈ C, with x, y ∈ R, z∗ = x− iy.

Definition 1.7. A Lie algebra is an algebra (A, [., .]) over a field equipped with the operation [., .] such that,
∀f, g, h ∈ A, it satisfies:

• bilinearity: [f, αg + βh] = α[f, g] + β[f, h] and [αg + βh, f ] = α[g, f ] + β[h, f ]

• Jacobi Identity: [f, [g, h]] + [h, [f, g]] + [g, [h, f ]] = 0;

• antisymmetry: [f, g] = −[g, f ].

Note 3. The antisymmetry property implicates the nil-power property: [f, f ] = −[f, f ] = 0 ∀f ∈ A.

Definition 1.8. The [., .] with the properties described above are called Lie brackets. Given a smooth manifold
M and two vector fields X,Y ∈ X(M), [X,Y ] := LXY = −LYX, where LXY denotes the Lie-derivation of Y
with respect to X.

Definition 1.9. A Lie Group is a group (G, ·) where G is a smooth manifold and both the operations · :
G×G −→ G, a, b 7−→ a · b and −1 : G −→ G, a 7−→ a−1 are smooth.

1.2 Poisson structures
Definition 1.10. Let L be a Lie algebra with the brackets {., .}. The brackets {., .} are called Poisson brackets
if they satisfy the Leibniz rule: ∀f, g, h ∈ L, {f, gh} = {f, g}h+ g{f, h}.

Definition 1.11. A Poisson algebra (P, {, }) is a commutative associative algebra with a Lie algebra operation
{., .} satisfying the Leibniz rule.

Definition 1.12. A Poisson manifold (M, {., .}) is a smooth manifold M with a structure of Poisson algebra
{., .} on the commutative associative ring C∞(M).

Definition 1.13. A Poisson tensor field Π :M −→ TM∧TM is the only tensor field such that, ∀f, g ∈ C∞(M),
{f, g} = Π(df, dg). Given the atlas {(Ui, ϕi)}i∈I , in local charts (Ui, ϕi = (x1i , ..., x

m
i )), using the Einstein

notational convention, Π = Πjk ∂

∂xj
i

∧ ∂
∂xk

i

, df = ∂f

∂xj
i

dxji , dg = ∂g

∂xj
i

dxji and

Π(df, dg) = Πjk
∂f

∂xji

∂g

∂xki
.

Note 4. The Poisson tensor field Π is antisymmetric.

There is another possible definition for the Poisson tensor field, which does not involve the Poisson brackets;
so it is also possible to define a Poisson manifold with its Poisson tensor field and then to define the Poisson
brackets from it.

Definition 1.14. Let M be a m-dimentional smooth manifold and {(Ui, ϕi = (x1i , ..., x
n
i ))}i∈I an atlas. Let Π

be an antisymmetric bi-vector field; using the Einstein convention over the indexes, in the chart (Ui, ϕi) it takes
the form Π = Πjk ∂

∂xj
i

∧ ∂
∂xk

i

. Π is called a Poisson tensor field if satisfies the following condition ∀λ, µ, ν:

Πσλ
∂

∂xσ
Πµν +Πσµ

∂

∂xσ
Πνλ +Πσν

∂

∂xσ
Πλµ = 0. (1)
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Definition 1.15. A Poisson Manifold is a pair (M,Π) where M is a smooth manifold and Π a Poisson tensor
field.

Proposition 1.1. ∀f, g ∈ C∞(M), {f, g}Π := Π(fd, dg) are Poisson brackets. Hence definition 1.13 is equiv-
alent to definition 1.14 and definition 1.12 to 1.15.

Proof. The only thing that should be proved is that the brackets {., .}Π satisfy the Jacobi rule. That comes
from the condition 1 in definition 1.14.

1.3 Multi-differential operators
The discussion will take place in smooth manifolds, so the formulas and the mathematical expressions will be
written in local charts.

Definition 1.16. Let M be a smooth m-dimentional manifold and let {(Ui, ϕi = (x1i , .., x
m
i ))}i∈I be an atlas.

A multi-index I = (i1, ..., im) ∈ Nm is a collection of index i1, ..., im such that |I| := i1 + ... + im and the
abbreviation for iterated partial derivatives is denoted by

∂I :=
∂i1+...+im

(∂x1i )
i1 ...(∂xmi )im

.

Definition 1.17. A differential operator of order n is a C-linear map D : C∞(M,C) → C∞(M,C) such that
in every local chart (Ui, ϕi) and ∀f ∈ C∞(M,C), D takes the local form:

D(f)|Ui
:=

∑
I∈Nn,|I|=n

DI∂I(f |Ui
),

where ∀I the function DI : Ui → C is smooth.

Definition 1.18. A multi-differential operator of rank k (or a k-differential operator) and of order n D is a
C-k-multi-linear map: C∞(M,C)× ...× C∞(M,C)︸ ︷︷ ︸

k times

−→ C∞(M,C) such that in local chart it is written:

D(f1, ..., fk)|Ui :=
∑

I1,...,Ik∈Nn,|I1|,...,|Ik|=n

DI1,...,Ik∂I1(f1|Ui)...∂Ik(fk|Ui),

where ∀I1, ...Ik, DI1,...,Ik : U → C is smooth.

Note 5. Poisson brackets {., .} are an example of bi-differential operator.

1.4 Canonical quantization
In Quantum Mechanics it is postulated that physical observables are mathematically described by self-adjoint
operators on Hilbert spaces H . Firstly we shortly recall what these objects are.

Definition 1.19. Given H , the common operators norm is defined as

∥Â∥ := inf
{
c ≥ 0

∣∣∣∥Âψ∥L2 ≤ c ∥ψ∥L2 ∀ψ ∈ L2(R)
}
.

Definition 1.20. An operator Â is said to be bounded if there exists some c ∈ R+ such that ∥Âψ∥L2 ≤ c ∥ψ∥L2

∀ψ ∈ L2(R).

Definition 1.21. Given the natural scalar product < .|. > on H , and a linear bounded operator Â, it is possible
to define the adjoint operator Â† as < Â†ψ1|ψ2 >:=< ψ1|Âψ2 >.

Definition 1.22. Given the natural scalar product < .|. > on H , and a linear operator Â such that its domain
DA :=

{
ψ ∈ H

∣∣∣Âψ ∈ H
}

is dense in H , the adjoint operator A† is defined as < Â†ψ1|ψ2 >:=< ψ1|Âψ2 >.

The domain DÂ† is defined as DÂ† :=
{
ψ1 ∈ H

∣∣∣ < ψ1|Âψ2 >=< ϕ|ψ2 >, ϕ ∈ H , ψ2 ∈ DÂ

}
Note 6. The definition is well given because of the density of DÂ in H and the Riesz representation theorem,
which implicate that any ϕ ∈ H such that < ψ1|Âψ2 >=< ϕ|ψ2 > with ψ2 ∈ DÂ, ψ1 ∈ DÂ† is unique.

Note 7. Note that DA ⊆ DÂ† .
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Definition 1.23. A linear operator Â such that its domain DÂ is dense in H is called hermitian if
< Â†ψ1|ψ2 >=< Âψ1|ψ2 > ∀ψ1, ψ2 ∈ DA.

Definition 1.24. A linear operator Â is symmetric if its domain DÂ is dense in H and it is hermitian.

Definition 1.25. An operator Â is self-adjoint if it is linear, symmetric and such that its domain DÂ is equal
to the domain of the adjoint operator DÂ† (DÂ = DÂ†).

The Heisenberg uncertainty principle states that, for every self-adjoint operators Â, B̂ defined on H , ∆Â·∆B̂ ≥∣∣∣ [Â,B̂]
2

∣∣∣, where ∆X̂ := <ψ|(X̂−x)|ψ>
<ψ|ψ> ∈ R ∀x ∈ R, ∀ self-adjoint operator X̂ on H and ∀ function |ψ >∈ H ; so,

given the position Q̂ and the linear momentum P̂ operators, ∆P̂ ·∆Q̂ ≥ ℏ
2 . Hence the Poisson Algebra used to

describe Classical Mechanics, where the position q and the linear momentum p commute with each other and
can be known with arbitrary precision, in Quantum Mechanics requires to be deformed in order to fulfil the
above principle: such deformation is called canonical quantization and is defined by the formula

JÂ, B̂K =
1

iℏ
[Â, B̂],

where [Â, B̂] := ÂB̂ − B̂Â and the brackets J., .K replace the classical Poisson brackets {., .}.

2 Star-product formalism

2.1 Definition of star-product throughout its properties
In Classical Mechanics we usually work with smooth functions defined on Poisson manifolds (M, {., .}). The
operation which characterizes the Poisson algebra is the point-wise product, which is associative and commuta-
tive; in order to fulfill the canonical quantization, we want to deform the above operation into a star-product,
which shall be still associative but non-commutative. In such formalism the canonical quantization will take
the form

Jf, gK =
1

iℏ
[f, g], where f, g ∈ C∞(M) and [f, g] = f ⋆ g − g ⋆ f.

Furthermore, when ℏ is very small with respect to the other physical quantities taken into consideration, which
means when we can say that ℏ −→ 0, the classical limit must be respected.

Hence the star-product can be defined as a deformation of the commutative point-wise product which must
fulfil the canonical quantization; it should also satisfy the following natural conditions:

1. f ⋆ (g ⋆ h) = (f ⋆ g) ⋆ h (associativity);

2. f ⋆ g = f · g +O(ℏ) and Jf, gK = {f, g}+O(ℏ) (for ℏ −→ 0, it must reproduce the classical limit);

3. f ⋆ 1 = 1 ⋆ f = f where 1 is the unit (1 must remain the unit).

2.2 Deformation of an algebra
As the star-product algebra is nothing but a deformation of the Poisson algebra, in order to describe the
star-product formalism, it is necessary to formally define what a deformation of an algebra is.

The discussion will take place in sets of formal power series, so we need to introduce some basic notions about
them. Their main feature is that, differently from the power series, there is no need of any notion of convergence,
as they are formal.

Let R be a ring and M a left-module over R.

Definition 2.1. A formal power series is a map a : N −→M with coefficients in M such that a :=
∑∞
r=0 λ

rar,
where ar = a(r) ∈M, r ∈ N and λ is the formal parameter.

Proposition 2.1. Let MJλK and RJλK be the set of all formal series with coefficients in M and R respectively;
then MJλK is a left-module over the ring RJλK defined via the following operations:

• a+ b :=
∑∞
r=0 λ

r(ar + br);

• αβ :=
∑∞
r=0 λ

rγr =
∑∞
r=0 λ

r(
∑r
s=0 αsβr−s);

• αa :=
∑∞
r=0 λ

r(
∑r
s=0 αsar−s),

∀a =
∑∞
r=0 λ

rar, b =
∑∞
r=0 λ

rbr ∈MJλK and ∀α =
∑∞
r=0 λ

rαr, β =
∑∞
r=0 λ

rβr ∈ RJλK.
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It holds the following lemma, which won’t be proven:

Lemma 2.2. Given M,M1, ...,Mk left-modules over R and the RJλK-multi-linear map
ϕ :M1JλK × ...×MkJλK −→MJλK, for each r ∈ N the map ϕr :M1 × ...×Mk −→M such that

ϕ(a(1), ..., a(k)) =

∞∑
r=0

λr

 r∑
0≤s,r1,...,rk)≤r
s+r1+...+rk=r

ϕs(a(1)r1 , ..., a(k)rk


is unique ∀a(i) =

∑∞
ri=0 λ

ria(i)ri .

Now we have the elements to define what an associative deformation of an algebra is.

Definition 2.2. Let (A0, µ0) be an associative algebra over a ring R with the unit 1 (µ0(a, 1) = µ0(1, a) =
a ∀a ∈ A0); an associative deformation of (A0, µ0) is given by a sequence of functions µ1, µ2, ... : A0×A0 −→ A0

with the following properties.

1.
∑r
s=0(µs(µr−s(a, b), c)− µs(a, µr−s(b, c))) = 0 ∀a, b, c ∈ A0 and ∀r ∈ N (associative condition);

2. µr(a, 1) = µr(1, a) = 0 ∀r ≥ 1 (which guarantees that 1 remains the unit).

Proposition 2.3. Let be A := A0JλK and the RJλK-bi-linear multiplication µ :=
∑∞
r=0 µr ∀a, b ∈ A0JλK,

a =
∑∞
r=0 ar and b =

∑∞
r=0 br. Then (A,µ), where µ(a, b) :=

∑∞
r=0 λ

r(
∑r
s+t+u µs(at, bu)), is an associative

algebra over the ring RJλK.

Proof. Obvious from the Lemma 2.2 and the Definition 2.2.

So, given the associative and commutative algebra (A0, µ0) over the ring R, its formal associative deformation is
(A := AJλK, µ =

∑∞
r=0 λ

rµr) defined over the ring RJλK. It is also possible to define a Poisson bracket because
of the following proposition:

Proposition 2.4. Let (A0, µ0) be a commutative algebra; let f, g ∈ A0; then {f, g} := µ1(f, g) − µ1(g, f) is a
Poisson bracket.

Proof. In order to show that {.,.} is a Poisson Bracket, it must be proved that both the Jacobi identity
({f, {g, h}} + {h, {f, g}} + {g, {h, f}} = 0, h ∈ A0) and the Leibniz rule ({f, µ0(gh)} = µ0({f, g}, h) +
µ0({f, h}, g)) hold.
The first one is a consequence of the linearity of µr ∀r, of the associative condition at the second order in the
Definition 2.2 and of the commutative property of µ0.
The second one follows from the associative condition at the first order:

0 = µ0(µ1(f, g), h)− µ0(f, µ1(g, h)) + µ1(µ0(f, g), h)− µ1(f, µ0(g, h))

and, adding the same expression with f and h interchanged, we obtain:

0 + 0 = 0 =[µ0(µ1(f, g), h)− µ0(f, µ1(g, h)) + µ1(µ0(f, g), h)− µ1(f, µ0(g, h))]+

+ [µ0(µ1(h, g), f)− µ0(h, µ1(g, f)) + µ1(µ0(h, g), f)− µ1(h, µ0(g, f))] =

=µ0({f, g}, h)− µ0(f, {g, h}) + {µ0(f, g), h} − {f, µ0(g, h)};
(2)

then we add the last expression with g and h interchanged and we subtract the same one with f and g
interchanged:

0 = 0 + 0− 0 =[µ0({f, g}, h)− µ0(f, {g, h}) + {µ0(f, g), h} − {f, µ0(g, h)}]+
+ [µ0({f, h}, g)− µ0(f, {h, g}) + {µ0(f, h), g} − {f, µ0(h, g)}]+
− [µ0({g, f}, h)− µ0(g, {f, h}) + {µ0(g, f), h} − {g, µ0(f, h)}] =

=2µ0(g, {f, h}) + 2µ0(h, {f, g})− 2{f, µ0(g, h)}

(3)
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2.3 Formal Poisson structures
Classical Mechanics is studied on Poisson manifolds, where the algebra is the one of the smooth functions. So,
given a Poisson manifold M , its Poisson algebra is (C∞(M,C), {., .}), which is commutative over the ring C
with the point-wise product. This Poisson algebra is the one to be deformed in order to describe Quantum
Mechanics. This is why the main theme of this subsection is the notion of formal Poisson structure. As in the
last discussion, we will work on sets of formal series, so there will be no need of any notion of convergence.

Definition 2.3. Given a Poisson manifold (M, {, }) with its Poisson tensor field Π0 and an atlas {Ui, ϕi}i∈I ,
a formal deformation of the Poisson tensor field Π0 is a formal power series

Πλ =

∞∑
r=0

λrΠr

where ∀r Πr ∈ X2(M) is antisymmetric and such that, ∀λ, µ, ν, Π in coordinates satisfies:

Πσoλ
∂

∂xσ
Πµνλ +Πσµλ

∂

∂xσ
Πνoλ +Πσνλ

∂

∂xσ
Πoµλ = 0. (4)

Definition 2.4. Given the Poisson structure of (M, {., .}) with its algebra (C∞(M,C), {., .}), a formal defor-
mation of the Poisson structure is the structure of (M, {., .}λ) with its algebra (C∞(M,C)JλK, {., .}λ) defined by
the deformed Poisson brackets:

{f, g}λ :=

∞∑
r=0

λr

 r∑
0≤i,j,k,≤r
i+j+k=r

Πi(dfj , dgk)

 ,

where f =
∑∞
r=0 λ

rfr, g =
∑∞
r=0 λ

rgr ∈ C∞(M,C)JλK and the Πk’s ∈ X2(M) are such that Πλ =
∑∞
k=0 λ

kΠk
is a formal deformation of the Poisson tensor Π0.

Note 8. The brackets {, }λ are Lie brackets because they satisfy:

1. the Jacobi identity, because of the condition 4 of definition 2.3;

2. the antisymmetry, because of the antisymmetry of Πλ.

It can be proven that they satisfy also the Leibniz rule, then they are still Poisson brackets.

Definition 2.5. A formal vector field is a power series X =
∑∞
k=0 λ

kXk ∈ X(M)JλK where Xk ∈ X(M) ∀k.

Note 9. Formal vector fields form a Lie algebra under the common [., .] extended on X(M)JλK by bi-linearity.
The corresponding Lie group is the set of the symbols exp(λX) :=

∑∞
k=0 λ

k(X)k, where X ∈ X(M)JλK, whose
group structure is given by the Baker-Campbell-Hausdorff formula

exp (λX) exp (λY ) = exp

(
λX + λY +

λ2

2
[X,Y ] +

λ3

72
([X, [X,Y ]]− [Y, [X,Y ]]) + ...

)
.

Definition 2.6. Two Poisson structures Πλ =
∑∞
k=0 λ

kΠk and Π′λ =
∑∞
k=0 λ

kΠ′k are equivalent if there exists
a formal vector field X ∈ X(M)JλK such that

Π′λ = exp(λX)∗Πλ := exp(λLX)Πλ :=

∞∑
m

λm

m!

 m∑
0≤i,j,k,≤m
i+j+k=m

(LXi
)jΠk

 .
ϕλ := exp(λX) is called a formal diffeomorphism.

If the formal parameter of the discussion below is ℏ and the algebra is the one of the smooth functions over a
Poisson Manifold (C∞(M,C), {,}) with the point-wise product, then it possible to define the star-product as:

Definition 2.7. Let (M, {., .}) be a Poisson Manifold. A structure of star-product on M is defined by the
following sequences of C-linear maps Br : C∞(M,C)×C∞(M,C) → C∞(M,C) such that ∀r ≥ 0 and ∀f, g, h ∈
C∞(M,C) fulfill the following conditions:

1. Every Br is a bi-differential operator;
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2. B0(f, g) = f · g;

3. B1(f, g)−B1(g, f) = {f, g};

4. Br(1, g) = Br(f, 1) = 0 ∀r ≥ 1;

5.
∑r
s=0[Bs(Br−s(f, g), h)] =

∑r
s=0[Bs(f,Br−s(g, h))].

The formal series

⋆ :=

∞∑
r=0

ℏrBr

is the star-product on M .

Lemma 2.5. The star-product in 2.7 is well defined.

Proof. The associativity of Definition 2.1 is satisfied by condition 5. The classical limit is implicated by condi-
tions 2 and 3. Finally it holds f ⋆ 1 = 1 ⋆ f = f because of condition 4

Note 10. As differential operator are linear operator, then the star product is a bi-linear operation.

Theorem 2.6. Let ⋆ be a star-product on the Poisson Manifold (M, {., .}). Then the CJℏK-left-module with the
star-product (C∞(M,C)JℏK, ⋆) is an associative algebra over the ring CJℏK and, ∀f =

∑∞
r=0 ℏrfr, g =

∑∞
r=0 ℏrgr

∈ C∞(M,C)JℏK

f ⋆ g :=

∞∑
r=0

ℏr

 m∑
0≤i,j,k,≤m
i+j+k=m

Bi(fj , gk)

 .

Proof. It follows from the proposition 2.3.

Lemma 2.7. The brackets J., .K defined as Jf, gK := 1
iℏ (f ⋆ g − g ⋆ f) are Lie brackets which satisfy the Leibniz

rule with respect to the star-product.

Proof. They are Lie brackets as they satisfy:

• bilinearity, because of the bilinearity of the star-product;

• antisymmetry by definition;

• Jacobi identity:

J =Jf, Jg, hKK + Jh, Jf, gKK + Jg, Jh, fKK
=JJg, hK, fK + JJf, gK, hK + JJh, fK, gK
=− J = 0.

(5)

The Leibniz rule is satisfied, because:

Jf, g ⋆ hK =
1

iℏ
(f ⋆ (g ⋆ h)− (g ⋆ h) ⋆ f)

(associativity) =
1

iℏ
((f ⋆ g) ⋆ h− g ⋆ (h ⋆ f))

=
1

iℏ
((f ⋆ g) ⋆ h− (g ⋆ f) ⋆ h) +

1

iℏ
(g ⋆ (f ⋆ h)− g ⋆ (h ⋆ f))

=Jf, gK ⋆ h+ g ⋆ Jf, hK.

(6)

Note 11. The algebra (M,⋆, J., .K) is a non commutative deformed Poisson algebra.

Definition 2.8. Let (M, {., .}) be a Poisson Manifold and ⋆, ⋆′ two star-products. They are equivalent if there
is an automorphism S : C∞(M,C)JℏK → C∞(M,C)JℏK which can be written as S = id +

∑∞
r=1 ℏrSr, where

Sr : C
∞(M,C) → C∞(M,C) is C− linear and

f ⋆′ g = S(S−1(f) ⋆ S−1(g))
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Note 12. It should be checked that ⋆′ maintains all the properties of the star-product. To simplify calculations,
only functions f, g, h ∈ C∞(M,C) will be considered:

1. associativity, from the associativity of ⋆:

f ⋆′ (g ⋆′ h) = f ⋆′ S(S−1(g) ⋆ S−1(h)) = S(S−1(f) ⋆ [S−1(g) ⋆ S−1(h)])

= S([S−1(f) ⋆ S−1(g)] ⋆ S−1(h)) = S(S−1(f) ⋆ (S−1(g)) ⋆′ h

= (f ⋆′ g) ⋆′ h;

(7)

2. classical limit:

• at the 0 order (f ⋆ g)0 = (f ⋆′ g)0 = f · g, by definition of ⋆ and of S;

• at the first order B′1(f, g) = B1(f, g)− f · S1(g)− g · S1(f) + S1(f · g), then
B′1(f, g)−B′1(g, f) = B1(f, g)−B1(g, f) = {f, g};

3. unit 1: S(1) = id(1)+
∑∞
k=0 ℏkSk(0) by definition. Sk are C -linear functions, so Sk(0) = 0 and id(1) = 1,

then S(1) = 1.

To make what said above more understandable, it will be useful to give examples of star-products. To simplify
the discussion we choose as Poisson manifoldM the space R2, so there is a unique local chart with the coordinates
(q, p). The corresponding quantum mechanics operators are indicated as (q̂, p̂) and must satisfy the canonical
commutation rule. If we apply those operators on a function ψ(q), we obtain:

(q̂ψ)(q) := qψ(q)

(p̂ψ)(q) := − i

ℏ
∂ψ(q)

∂q
.

(8)

Now let define the star-product with respect to a parameter σ: given two functions f, g ∈ C∞(M), then

f(q, p) ⋆σ g(q, p) := feiℏσ
←−
∂q
−→
∂p−iℏσ̄

←−
∂p
−→
∂qg :=

∞∑
n,m=0

(−1)m(iℏ)n+m
σnσ̄m

n!m!

∂n+mf(q, p)

∂qn∂pm
∂n+mg(q, p)

∂qm∂pn

=

∞∑
k=0

(iℏ)k

k!

k∑
m=0

(
k

m

)
σk−m(−σ̄)m ∂kf(q, p)

∂qk−m∂pm
∂kg(q, p)

∂qm∂pk−m
,

(9)

where σ̄ := 1− σ and the binomial coefficient
(
k

m

)
:=

k!

m!(k −m)!
.

Note that two star-products ⋆σ and ⋆ρ are equivalent, in fact the automorphism Sρ−σ such that f ⋆ρ g =
Sρ−σ(Sσ−ρ(f) ⋆σ (Sσ−ρ(g)) takes the form

Sρ−σ = exp

[
iℏ(ρ− σ)

∂

∂x

∂

∂p

]
.

In particular, ∀σ ∈ R, all the possible ⋆σ are equivalent.

Proposition 2.8. The ⋆σ defined in eq. 9 is a well-defined star-product.

Proof. It must be proved that ⋆σ fulfills the conditions in definition 2.1.
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1. Associativity:

f ⋆σ (g ⋆σ h) =

∞∑
k=0

(iℏ)k

k!

k∑
m=0

k!

m!(k −m)!
σk−m(−σ̄)m[∂k−mq ∂mp f ]·

· [∂mq ∂k−mp

 ∞∑
j=0

(iℏ)j

j!

j∑
n=0

j!

n!(j − n)!
σj−n(−σ̄)n[∂j−nq ∂np g][∂

n
q ∂

j−n
p h]

] =

=

∞∑
k,j=0

(iℏ)k+j

k!j!

k∑
m=0

j∑
n=0

k!j!

m!n!(k −m)!(j − n)!
σk+j−m−n(−σ̄)m+n[∂k−mq ∂mp f ]·

·
m∑
s=0

k−m∑
t=0

m!(k −m)!

s!t!(m− s)!(k −m− t)!
{[∂j−n+m−sq ∂n+k−m−tp g][∂n+sq ∂j−n+tp h]}

(f ⋆σ g) ⋆σ h =

∞∑
h=0

(iℏ)h

h!

h∑
o=0

h!

o!(h− o)!
σh−o(−σ̄)o·

· [∂h−oq ∂op

( ∞∑
i=0

(iℏ)i

i!

i∑
l=0

i!

l!(i− l)!
σi−l(−σ̄)l[∂i−lq ∂lpf ][∂

l
q∂
i−l
p g]

)
] · [∂oq∂h−op h] =

=
∞∑

h,i=0

(iℏ)h+i

h!i!

h∑
o=0

i∑
l=0

h!i!

o!n!(h− o)!(i− l)!
σh+i−l−o(−σ̄)o+l ·

h−o∑
r=0

(h− o)!

r!(h− o− r)!
·

·
0∑

u=0

o!

u!(o− u)!
∂h−oq ∂op{[∂i−l+h−o−rq ∂l+o−up f ][∂l+rq ∂i−l+up g]}[∂oq∂h−op h];

(10)

computing the two expressions, it results that they are equal.

2. It is obvious that at the order 0 (f ⋆ g)0 = f · g; at the first order

(f ⋆ g)1 = iℏ
[
σ
∂f

∂q

∂g

∂p
− (1− σ)

∂g

∂q

∂f

∂p

]
,

then

Jf, gK =
1

iℏ
[f, g] =

1

iℏ
[(f ⋆σ g)1 − (g ⋆σ f)1] +O(ℏ)

=

[
σ
∂f

∂q

∂g

∂p
− (1− σ)

∂g

∂q

∂f

∂p

]
−
[
σ
∂g

∂q

∂f

∂p
− (1− σ)

∂f

∂q

∂g

∂p

]
+ θ(ℏ)

=
∂f

∂q

∂g

∂p
− ∂g

∂q

∂f

∂p
+ θ(ℏ) = {f, g}+O(ℏ).

(11)

3. Taken the second expression in eq. 9, if k ≥ 1, both
∂k1

∂k−mq∂mp
= 0 and

∂k1

∂mq∂k−mp
= 0. Then the only

non-null term of the summation is the one with k = 0, which implicates that f ⋆σ 1 = 1 ⋆σ f = f .

In the cases σ = 0 and σ = 1
2 the star-product is called the Kuperschmidt-Manin product and the Moyal (or

Groenewold) product respectively.

2.4 Kontsevich’s theorem and formula
Now that the star-product has been defined, the problem is to study if and under which conditions such a
structure exists. This is why Kontsevich theorem is extremely important.

Theorem 2.9 (Kontsevich 1997). On every Poisson manifold (M,Π0) there exists a star-product. In particular,
the equivalence classes of star-products [⋆] on (M,Π0) are in bijection with the equivalence classes of formal
Poisson structures [Πℏ] whose zeroth order is equal to Π0.

Kontsevich also found an explicit formula for such a bijection. To write the formula we need to introduce some
mathematical structures.
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Definition 2.9. A quiver Γ is the datum of:

• a set VΓ whose elements are called vertices;

• a set EΓ whose elements are called arrows;

• two maps t, s : EΓ −→ VΓ associating to an arrow its target (t) and its source (s).

Definition 2.10. Given a quiver Γ, a loop is a an arrow a ∈ EΓ such that t(a) = s(a).

Definition 2.11. Given a quiver Γ, a double arrow is a pair of arrows a, b ∈ EΓ such that s(a) = s(b) and
t(a) = t(b).

Definition 2.12. An admissible quiver (or graph) of order n is a quiver Γ such that:

1. VΓ = {1, ..., n} ∪ {L,R};

2. EΓ = {a1, b1, ..., an, bn};

3. ∀i = 1, s(ai) = s(bi) = i;

4. Γ has no loops nor double arrows.

Definition 2.13. The set of all the admissible quivers Γ of order n is called Gn.

Kontsevich’s idea was to associate a particular bidifferential operator BΓ,Πℏ to every admissible graph and to
weight it through a constant wΓ. Then the star-product between two functions is a weighted sum of all the
BΓ,Πℏ applied to the two functions.

Definition 2.14. Given a m-dimentional Poisson Manifold (M,Π0) with its atlas {Uj , ϕj}j∈I and a graph
Γ ∈ Gn, let I be a function such that
I : EΓ = {a1, ..., an, b1, ..., bn} −→ {1, ..., n}; as notation we will call I(ai) = ii, I(bi) = ji. A bi-differential
operator associated to an admissible graph BΓ,Πℏ is a bi-differential operator such that, ∀f, g ∈ C∞(M ;C), in
coordinates takes the form

BΓ,Πℏ(f, g) :=
∑

I:EΓ→{1,...,n}

 n∏
i=1

 ∏
x∈t−1(i)

∂I(x)

(ΠI(ai)I(bi)ℏ

) ∏
x∈t−1(L)

∂I(x)

 (f)

 ∏
x∈t−1(R)

∂I(x)

 (g).

Definition 2.15. The constant wΓ associated to an admissible graph Γ ∈ Gn is defined as:

wΓ :=
1

(2π)2n

∫
Hn

dϕa1 ∧ dϕb1 ∧ ... ∧ dϕan ∧ dϕbn ,

where:

• H := {p ∈ C| Im(p) > 0};

• Hn := {(p1, ..., pn) ∈ Hn| pi ̸= pj ∀i ̸= j};

• ϕ : H2 −→ R, (p, q) 7−→ arg
(
q−p
q−p̄

)
;

• πx : Hn −→ H2 (p1, ..., pn) 7−→ (ps(x), pt(x)), where x ∈ Eγ and pL = 0, pR = 1;

• ϕx : Hn −→ R, ϕ := ϕ ◦ πx.

Lemma 2.10. The integral in definition 2.15 converges absolutely.

Theorem 2.11 (Kontsevich formula). In local coordinates the bijection of the Kontsevich theorem 2.9 takes the
form:

f ⋆ g =

∞∑
k=0

(iℏ)k

k!

∑
Γ∈Gk

wΓBΓ,Πℏ(f, g),

where f, g ∈ C∞(M ;C).

To better clarify the discussion, it will be useful to give a simple example: the Moyal product for the null
deformation of a constant Poisson tensor.
Let (M,Π) be a m-dimentional Poisson Manifold such that, in coordinates, ∂kΠij = 0 ∀k, i, j = 1, ...,m and
let Πℏ be Πℏ = Π. As ∂kΠij = 0 ∀k, i, j, the only contribution to the sum is given by the quivers Γ such that
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t(a1) = t(a2) = ... = t(an) = L and t(b1) = t(b2) = ... = t(bn) = R. Then, exchanging ai with bi, both wΓ and
ΠI(aiI(bi) take a minus, then the total contribution remains the same. That allows us to write:∑
Γ∈Gn

wΓBΓ,Πℏ(f, g) =
2n

(2π)2n

(∫
Hn

dϕa1 ∧ dϕb1 ∧ ... ∧ dϕan ∧ dϕbn

)( n∏
k=1

Πikjk

)
(∂i1 ...∂inf)(∂j1 ...∂jng)

it can be proven that
∫
Hn

dϕa1 ∧ dϕb1 ∧ ... ∧ dϕan ∧ dϕbn =

[
(2π)

2

]n
=

(
n∏
k=1

Πikjk

)
(∂i1 ...∂inf)(∂j1 ...∂jng);

(12)

Then the Moyal product between two functions f, g takes the form:

f ⋆ g =

∞∑
n=0

(iℏ)n

n!

(
n∏
k=1

Πikjk

)
(∂i1 ...∂inf)(∂j1 ...∂jng) =: feiℏΠ

ij←−∂i
−→
∂jg.

3 Applications to Quantum Mechanics
Now that the star-product formalism has been described, we can study Quantum Mechanics using this formalism.

3.1 Observables, pure and mixed states
First of all we need to discuss which space we are dealing with.

Classical Mechanic is studied on phase spaces; in particular observables are smooth functions defined on a
Poisson manifold M and the admissible states of a physical system are described as Dirac δ functions (pure
states) or probabilistic distributions (mixed states) on M .

By contrast Quantum Mechanics is typically developed on Hilbert spaces H , where pure states consist in
normalized vectors ψ ∈ H and physical observables are represented by self-adjoint operators acting on the
ψ ∈ H .

The aim of defining the star-product is to describe Quantum Mechanics directly on the space of classical
observables (the ring of functions on the phase spaceM), starting with the algebra of observables and postponing
the construction of the Hilbert space H . Then it must be postulated that physical states are functions in the
Hilbert space L2(M), the space of all square integral functions on M = R2N with respect to the Lebesgue
measure; hence physical states are represented as pseudo-probabilistic distributions, which means normalized
functions with respect to the L2-norm that could be also negative. This is why we need to construct the algebra
(L2(M), ⋆σ); so we must check that, ∀f, g ∈ L2(M), f ⋆σ g ∈ L2(M). In order to simplify the discussion, from
now on R2 will be taken as M .

First we need the following theorem, which won’t be proven:

Theorem 3.1. The ⋆σ defined as in formula 9 can be written also in the following integral form:

(f ⋆σ g)(q, p) =
1

2πℏ

∫∫
Ff [q, p](ξ, η)g(q − σ̄η, p− σξ)e

i
ℏ (ξq−ηp) dξ dη

=
1

2πℏ

∫∫
f(q + ση, p+ σ̄ξ)Fg[q, p](ξ, η)e

i
ℏ (ξq−ηp) dξ dη,

(13)

where Ff [q, p](ξ, η) := 1
2πℏ

∫∫
f(q, p)e−

i
ℏ (ξq−ηp) dq dp is the Fourier transform.

Theorem 3.2. Given the Schwartz space S (M), ∀ψ, ϕ ∈ S (M), there holds
∥ψ ⋆σ ϕ∥L2 ≤ 1√

2πℏ ∥ψ∥L2 ∥ϕ∥L2 . Furthermore there is an unique extension of the ⋆σ from S (M) on the whole
L2(M) such that the inequality holds.

Lemma 3.3 (Jensen’s inequality). Let µ be a positive measure on a σ-algebra M in a set Ω such that µ(Ω) = 1.
If f is a real function in L1(Ω, µ) and ϕ : R → R is convex, then:

ϕ

(∫
Ω

f dµ

)
≤
∫
Ω

(ϕ ◦ f) dµ.

Corollary 3.3.1. Let f, g ∈ S(R2), there holds:∣∣∣∣∫∫ f(q, p)g(q, p) dq dp

∣∣∣∣2 ≤
∫∫

|g(q, p)| dq dp
∫∫

|f(q, p)|2|g(q, p)| dq dp.
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Proof. We choose Ω = R2, M = B(R2) (which is the σ-algebra generated by the open spaces of R2), ϕ(x) = x2

and dµ(q, p) =
(∫∫

|g(q, p)| dq dp
)−1 |g(q, p)|dqdp.∣∣∣∣∫∫ f(q, p)g(q, p) dq dp

∣∣∣∣2 ≤
(∫∫

|f(q, p)| · |g(q, p)| dq dp
)2

=

=

(∫∫
|g(q, p)| dq dp

)2(∫∫
|f(q, p)| dq dp

)2

≤

(Jensen’s inequality) ≤
(∫∫

|g(q, p)| dq dp
)2 ∫∫

|f(q, p)|2 dq dp =

=

∫∫
|g(q, p)| dq dp

∫∫
|g(q, p)| · |f(q, p)|2 dq dp.

(14)

Proof. (theorem 3.2). First we need to prove that ⋆σ on S (M) is continuous with respect to the first and the
second argument separately.

∥ψ ⋆σ ϕ∥2L2 =

∫∫
|ψ ⋆σ ϕ|2 dq dp =

(eq. 13) =
1

(2πℏ)2

∫∫ ∣∣∣∣∫∫ Fψ[q, p](ξ, η)ϕ(q − σ̄η, p− σξ)e
i
ℏ (ξq−ηp) dξ dη

∣∣∣∣2 dq dp ≤
(corollary 3.3.1) ≤ 1

(2πℏ)2

∫∫ [
∥Fψ∥L1

∫∫
|Fψ(ξ, η)| · |ϕ(q − σ̄η, p− σξ)|2 dξ dη

]
dq dp =

=
1

(2πℏ)2
∥Fψ∥2L1 ∥ϕ∥2L2 .

(15)

Similarly ∥ψ ⋆σ ϕ∥2L2 ≤ 1
(2πℏ)2 ∥ψ∥

2
L2 ∥Fϕ∥2L1 .

Now we choose an orthonormal basis {χij ∈ S(M)}i,j∈I of L2(M) such that χij ⋆σ χkl = 1√
2πℏδilχjk.The

existence and the properties of such a basis will be discussed in lemma 3.9, in theorem 3.10 and in its corollary
3.10.1.

Let ψ, ϕ ∈ S2(M) be two functions; they can be written as ψ =
∑∞
i,j=0 aijχij and ϕ =

∑∞
i,j=0 bijχij . Thanks

to the continuity proved above, the star-product between the two functions takes the form:

ψ ⋆σ ϕ =

 ∞∑
i,j=0

aijχij

 ⋆σ

 ∞∑
k,l=0

bklχkl

 =
1√
2πℏ

∞∑
k,j=0

( ∞∑
i=0

cijbki

)
χkj .

If the two functions ψ, ϕ ∈ L2(M) instead of S (M), we can define the star-product between them with the
same formula, as {χi,j}i,j∈I is a basis for L2(M). So the star-product can be extended on the whole L2(M) and
the extension is unique because S (M) is dense in L2(M). Thanks to the inequality of Schwartz, there holds
also the following relation:

∥ψ ⋆σ ϕ∥2L2 =
1√
2πℏ

∞∑
k,j=0

( ∞∑
i=0

cijbki

)2

≤ 1√
2πℏ

∞∑
k,j=0

∞∑
i=0

|cij |2|bki|2 =
1√
2πℏ

∥ψ∥2L2 ∥ϕ∥2L2 .

Now that we have proven that (L2(M), ⋆σ) is an algebra, we can start dealing with operators, which will turn
to be essential in the definitions of observables and states. The algebra of the operators ÂQ comes from the
deformed Poisson algebra AQ = (C∞(M), ⋆σ) and its elements are of the form Â = A⋆σ or Â = ⋆σA, A ∈ AQ.
It will be seen that a particular kind of these operators acts on L2(M).

Definition 3.1. Given a function A ∈ AQ, an operator function associated to A is given by:

Aσ(q̂, p̂) :=
1

2πℏ

∫∫
FA[q, p](ξ, η)e

i
ℏ (ξq̂−ηp̂)e

i
ℏ ( 1

2−σ)ξη dη dξ

(Baker-Campbell-Hausdorff formula) =
1

2πℏ

∫∫
FA[q, p](ξ, η)e

i
ℏ ξq̂e−

i
ℏηp̂e−

i
ℏσξη dη dξ,

(16)

where q̂, p̂ are any operators such that they respect [q̂, p̂] = iℏ = q̂p̂− p̂q̂.
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Note 13. The formula 16 depends on the parameter σ, which determines the type of ordering: standard (σ = 0),
anti-standard (σ = 1) and Weyl (σ = 1

2).

Together with the deformation of the point-wise product in the star-product, it is necessary to deform also the
complex-conjugation involution of the algebra.

Definition 3.2. Given the the algebra AQ, it is possible to define the operation † : AQ −→ AQ, f 7−→ f† :=
Sσ−σ̄f

∗.

Lemma 3.4. † is an involution of the algebra AQ.

Proof. It follows from calcutions.

Definition 3.3. A function f ∈ AQ is called hermitian if f†(x) = f(−x).

Definition 3.4. Given an operator Aσ ∈ ÂQ associated to the function A ∈ AQ, its adjoint operator A†σ is
defined as

A†σ :=
1

2πℏ

∫∫
FA∗(−ξ,−η)e− i

ℏ [ξq̂−ηp̂+( 1
2−σ)] dξ dη.

Theorem 3.5. Given a function A ∈ AQ, A†σ = A∗σ̄

Proof. Applying the change of coordinate (ξ, η) → (−ξ,−η), the expression in the above integral gets:

A†σ =
1

2πℏ

∫∫
FA∗(ξ, η)e

i
ℏ [ξq̂−ηp̂+( 1

2−σ̄)ξη] dξ dη = A∗σ̄.

For further use it will be useful to introduce the operators q̂, p̂ , such that [q̂, p̂] = −iℏ; operators A(q̂, p̂) are
defined as:

A(q̂, p̂) :=
1

2πℏ

∫∫
FA(ξ, η)e

i
ℏ ξq̂e−

i
ℏηp̂e

i
ℏ σ̄ξη dη dξ. (17)

Defined the operator associated to a given function, we want to study how it acts on a function ψ ∈ L2(M).

Definition 3.5. Given two functions A ∈ AQ and ψ ∈ L2(M),

AL ⋆σ ψ := A ⋆σ ψ,

AR ⋆σ ψ := ψ ⋆σ A.

Theorem 3.6. Let us define q̂σ, p̂σ and q̂
σ
, p̂

σ
as

q̂σ := q + iℏσ∂p, p̂σ := p− iℏσ̄∂q,
q̂
σ
:= q̂∗σ̄ = q − iℏσ̄∂p, p̂

σ
:= p̂∗σ̄ = p+ iℏσ∂q.

(18)

For any function A ∈ AQ,
AL⋆σ = Aσ(q̂σ, p̂σ),

AR⋆σ = Aσ(q̂σ, p̂σ).

Proof. It is trivial to check that q̂σ, p̂σ and q̂
σ
, p̂

σ
are well defined operators of the type q̂, p̂ and q̂, p̂, which

means that they fulfil the commutation rules in definition 16 and above formula 3.1. Then we must note that,
expanding a smooth function f(x+ a) in Taylor series, we obtain

f(x0 + a) =

∞∑
j=0

∂jxf(x0)

j!
aj =: f(x0)e

a
←−
∂x = ea

−→
∂xf(x0) (19)

Hence the star-product can be formally written in the form

AL ⋆σ ψ = A ⋆σ ψ = A(q + iℏσ∂p, p− iℏσ̄∂q)ψ = A(q̂σ, p̂σ)ψ,

AR ⋆σ ψ = ψ ⋆σ A = A(q − iℏσ̄∂p, p+ iℏσ∂q)ψ = A(q̂
σ
, p̂
σ
)ψ.

14



Now, using identity 19,

e
i
ℏ ξq̂e−

i
ℏηp̂ψ(q, p) =e

i
ℏ (ξq+iℏσ∂p)e−

i
ℏ (ηp−iℏσ̄∂q)ψ(q, p)

=e
i
ℏ ξqe−σ∂pe−

i
ℏηpe−σ̄∂qψ(q, p)

(Baker-Campbell-Hausdorff formula) =e
i
ℏ ξqe−

i
ℏηpe

i
ℏσξηe−σ∂pe−σ̄∂qψ(q, p)

=e
i
ℏ ξqe−

i
ℏηpe

i
ℏσξηe−σ∂pψ(q − σ̄η, p− σξ).

(20)

Then, using formula 16 and the above equation,

[Aσ(q̂σ, p̂σ)ψ](q, p) =
1

2πℏ

∫∫
FA(ξ, η)ψ(q − σ̄η, p− σξ)e

i
ℏ (ξq−ηp) dξ dη = (A ⋆σ ψ)(q, p),

because of equation 13.

Similarly we obtain
[Aσ(q̂σ, p̂σ)ψ](q, p) = (ψ ⋆σ A)(q, p).

According to the above theorem, given a smooth function A and a set
DAL⋆σ :=

{
f ∈ L2(M) |A ⋆σ f ∈ L2(M)

}
, then the star-product between A and any function ψ ∈ DAL⋆σ can be

seen as an operatorAL⋆σ : DAL⋆σ −→ C∞(M), ψ 7−→ A⋆σψ; similarly, given DAR⋆σ :=
{
f ∈ L2(M) |f ⋆σ A ∈ L2(M)

}
,

we can define the operator AR⋆σ : DAR⋆σ −→ C∞(M), ψ 7−→ ψ ⋆σ A.

Note 14. Note that operators of the form AL⋆σ and AR⋆σ are also linear by definition of star-product 2.7.

Proposition 3.7. Given a function A ∈ AQ, the adjoint operators of its corresponding operators AL⋆σ and
AR⋆σ are equal to the adjoint-operators of its involution A†.

Proof.

(AL⋆σ)
† =A†σ(q̂σ, p̂σ) = A∗σ̄(q̂, p̂) = (Sσ−σ̄A

∗)σ−(σ−σ̄)(q̂σ, p̂σ)

=(A†)σ̄(q̂σ, p̂σ) = (A†)L⋆σ =: A†L⋆σ
(21)

(AR⋆σ)
† =A†σ(q̂σ, p̂σ) = A∗σ̄(q̂σ, p̂σ) = (Sσ−σ̄A

∗)σ−(σ−σ̄)(q̂σ, p̂σ)

=(A†)σ̄(q̂σ, p̂σ) = (A†)R⋆σ =: A†R⋆σ
(22)

Lemma 3.8. Both the operators (AL⋆σ) and (AR⋆σ) are hermitian if and only if the function A ∈ AQ is
hermitian.

Proof. It follows from the definitions of hermitian operators and functions, from identity 19 and from definition
3.4.

Now we can define what an observable is in the star-product formalism.

Definition 3.6. An observable is a hermitian function A ∈ AQ such that, both DAL⋆σ and DAR⋆σ are dense
in L2(M) and DAL⋆σ = D(A†

L⋆σ)
, DAR⋆σ = DA†

R⋆σ
.

We can also define pure and mixed states in the discussed formalism.

Definition 3.7. A pure state is a function ψpure ∈ L2(M) such that:

• ψpure is hermitian;

• ψpure ⋆σ ψpure =
1√
2πℏψpure;

• ∥ψ∥L2 = 1.

Definition 3.8. A mixed state is a linear combination of pure states, each one weighted with its own probability:

ψmixed =
∑
r

prψr where 0 ≤ pr ≤ 1,
∑
r

pr = 1, ψr is a pure state.
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Definition 3.9. Mixed and pure states can be generically called states, physical states or admissible states.

Definition 3.10. Given an admissible state χ ∈ L2(M), its quantum distribution function is ρ = 1√
2πℏχ.

Later it will be proved that ρ is a proper quasi-probabilistic distribution function, which is equivalent to say that
it is normalized, but does not require to be non-negative. This last property means that ρ is not a distribution
function, so cannot describe the probability of finding a particle in the generalized coordinates (q, p): this
is a result of the Heisenberg uncertainty principle. By contrast, it is possible to define density probability
distributions in only one variable, called marginal distributions: P (q) :=

∫
ρ(q, p) dp, P (p) :=

∫
ρ(q, p) dq.

To further study states properties, we need to better discuss the form of the space L2(M) and its basis. L2(R2)
is isomorphic to the tensor product between L2(R)∗ and L2(R), where L2(R)∗ is L2(R)-dual space, which can
be identified taking the complex-conjugation of functions as duality map ∗ : L2(R) −→ L2(R)∗. So, given the
functions ψ,ψ1, ψ2, ϕ, ϕ1, ϕ2 ∈ L2(R), the tensor product is defined as:

(ϕ∗ ⊗ ψ)(q, r) = ϕ∗(q)ψ(r)

and the scalar product induced on L2(R2) is determined by the identity:

< ϕ∗1 ⊗ ψ1|ϕ∗2 ⊗ ψ2 >L2=< ϕ2|ϕ1 >L2< ψ1|ψ2 >L2 .

As we want to study physics on the phase space M = R2 using some generalized coordinates (q, p) such that
q ⋆σ p − p ⋆σ q = iℏ, we need to find an isomorphism between L2(R2) and L2(M) depending on the particular
⋆σ chosen. Such transformation can be constructed by composing the two following isomorphisms: given
χ ∈ L2(R2),

1. Frχ[r](q, p) :=
1

2πℏ
∫
χ(q, r)e−

i
ℏpr dr;

2. Tσχ(q, r) := χ(q − σ̄r, q + σr).

Hence, the Hilbert space L2(M) can be defined as L2(M) := FrTσ[L
2(R)∗ ⊗ L2(R)] = L2(R)∗ ⊗σ L2(R). The

generators of L2(M) take the form:

χσ(q, p) = (ϕ∗ ⊗σ ψ)(q, p) :=
1√
2πℏ

∫
e−

i
ℏprϕ∗(q − σ̄r)ψ(q + σr) dr

and the star-product is determined by:

< ϕ∗1 ⊗σ ψ1|ϕ∗2 ⊗σ ψ2 >L2=< ϕ2|ϕ1 >L2< ψ1|ψ2 >L2 ,

where ϕ1, ϕ2, ψ1, ψ2 ∈ L2(M). It is also possible to induce a basis on L2(M):

Lemma 3.9. Given the orthonormal basis {ϕi}i∈I of L2(M), {χij}i,j∈I , χij := ϕ∗i ⊗σ ϕj is a orthonormal basis
for L2(M).

Corollary 3.9.1. Given χ = ϕ∗ ⊗σ ψ ∈ L2(M), with ϕ =
∑
i aiϕi and ψ =

∑
i biϕi. Then χ =

∑
i,j cijχij =∑

i,j a
∗
i bjχij.

Proof. It follows from the definition of χij and the C-linearity of the tensor product.

The basis {χij}i,j∈I has got an interesting property:

Theorem 3.10. χij ⋆σ χkl =
1√
2πℏ

δilχkj

Corollary 3.10.1. Given two functions χ1 = ϕ∗1 ⊗σ ψ1, χ2 = ϕ∗2 ⊗σ ψ2, then

χ1 ⋆σ χ2 =
1√
2πℏ

< ϕ1|ψ2 >L2 (ϕ∗2 ⊗σ ψ1);

χ2 ⋆σ χ1 =
1√
2πℏ

< ϕ2|ψ1 >L2 (ϕ∗1 ⊗σ ψ2)

(23)

Proof. It comes from the C-(anti)bilinearity of both the scalar and the tensor products.

We can now prove some useful properties of physical states.

Theorem 3.11. Every pure state ψpure ∈ L2(M) takes the form ψpure = ϕ∗ ⊗σ ϕ, for some normalized
ϕ ∈ L2(R). Conversely, every function ψ ∈ L2(M) of the above form is a pure state.
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Proof. It is obvious that every function ψ of the above form in hermitian and normalized; also

ψpure ⋆σ ψpure =
1√
2πℏ

< ϕ|ϕ > (ϕ∗ ⊗σ ϕ)

=
1√
2πℏ

(ϕ∗ ⊗σ ϕ) =
1√
2πℏ

ψpure.

(24)

So ψpure is a pure state.

Now we will prove that every pure state is in the above form. ψpure can be written as ψpure =
∑
i,j cijχij ; the

cij ’s are the ij-components of a matrix ĉ. As ψpure is hermitian, idempotent and normalized, then the matrix
ĉ must fulfill the same properties: ĉ† = ĉ, ĉ2 = ĉ, tr(ĉ) = 1. From the spectral theorem follows that, if a matrix
is hermitian, there exists a unitary matrix T such that â := T̂ †ĉT̂ is diagonal and real, which is equivalent to
say that cij =

∑
k,l T

†
i,k(akδk,l)Tlj =

∑
k T
∗
k,iakTkj with ak ∈ R ∀k. Hence

ψpure =
∑
i,j,k

T ∗kiakTkj(ϕ
∗
i ⊗σ ϕj) =

∑
k

ak

(∑
i

TKiϕi

)∗
⊗σ

∑
j

Tkjϕj

 =
∑
k

ak(ψ
∗
k ⊗σ ψk),

with ψk =
∑
i Tkiϕi. Condition ĉ2 = ĉ implies that, ∀k, a2k = ak and

∑
k ak = 1, which is true if and only if

ak = δk,k̂ for some k̂; so the function ψpure = ψ∗
k̂
⊗σ ψk̂.

The above theorem states, in other words, that there is a one to one correspondence between pure states of the
phase space Quantum Mechanics and the vectors in L2(R), commonly used in the classical formalism.

Theorem 3.12. Every quantum distribution function ρ associated to an admissible state χ ∈ L2(M) is a
quasi-probabilistic distribution.

Proof. Firstly it will be proved for pure states:

1√
2πℏ

∫∫
ψpure(q, p) dq dp =

1√
2πℏ

∫∫
(ϕ∗ ⊗σ ϕ)(q, p) dq dp

(specifying FrTσ ) =
1

2πℏ

∫∫∫
e−

i
ℏprϕ∗(q − σ̄r)ϕ(q + σr) dq dp dr

(using
1

2πℏ

∫
e−

i
ℏ dp = δ(−r) = δ(r) ) =

∫∫
δ(r)ϕ∗(q − σ̄r)ϕ(q + σr) dq dr

(because
∫
f(x)δ(x− a) dx = f(a) ) =

∫
ϕ∗(q)ϕ(q) dq = 1

(25)

For mixed states there holds:

1√
2πℏ

∫∫
ψmixed(q, p) dq dp =

1√
2πℏ

∫∫ (∑
r

prψr(q, p)

)
dq dp

=
1√
2πℏ

∑
r

pr

(∫∫
ψr(q, p) dq dp

)
(ψr is a pure state ∀r) =

∑
r

pr = 1

(26)

Theorem 3.13. Every admissible state χ =
∑
k pk(ϕ

∗
k ⊗σ ϕk) satisfies:

1√
2πℏ

∫
χ(q, p) dp =

∑
k

pk|ϕk(q)|2

1√
2πℏ

∫
χ(q, p) dq =

∑
k

pk|Fϕk[x](p)|2.
(27)
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Proof. In the proof we will consider only the pure states, because the extension to mixed states is trivial and
similar to the last one.

1√
2πℏ

∫
χ(q, p) dp =

1

2πℏ

∫∫
ϕ∗(q − σ̄r)ϕ(q + σr)e−

i
ℏpr dr dp

(using δ properties) =
∫
δ(r)ϕ∗(q − σ̄r)ϕ(q + σr) dr = |ϕ(q)|2;

1√
2πℏ

∫
χ(q, p) dq =

1

2πℏ

∫∫
ϕ∗(q − σ̄r)ϕ(q + σr)e−

i
ℏpr dq dp

(x1 = q − σ̄r, x2 = q + σr =⇒ r = x1 + x2)

=
1

2πℏ

∫∫
ϕ∗(x1)e

i
ℏpx1ϕ(x2)e

− i
ℏpx2 dx1 dx2

=

(
1√
2πℏ

∫
ϕ(x)e−

i
ℏpx dx

)∗(
1√
2πℏ

∫
ϕ(x)e−

i
ℏpx dx

)
=|Fϕ[x](p)|2

(28)

Like in the classical formalism, to states functions it is possible to associate density operators, but a further
construction is required. First of all note that to every function χ ∈ L2(M) it is possible to associate an operator
χ̂ ∈ L̂2(M) defined as χ̂ :=

√
2πℏχ⋆σ. L̂2(M) also inherits a scalar product from L2(M): given χ1, χ2 ∈

L2(M), then < χ̂1|χ̂2 >L̂2 :=< χ1|χ2 >L2 ; there holds also the Cauchy-Schwartz inequality: ∥χ̂1χ̂2∥L̂2(M) ≤
∥χ̂1∥L̂2(M) ∥χ̂2∥L̂2(M). It will be proved that L̂2(M) is isomorphic to another well known space.

Definition 3.11. Given the space of the bounded operators acting on L2(R), B(L2(R), and two operators
Â, B̂ ∈ B(L2(R)), the Schmidt scalar product is defined as < Â|B̂ >S2 := tr(Â†B̂).

Definition 3.12. The space of Hilbert-Schmidt operators acting on L2(R), S2(L2(R)), is the space of all the
operators Â such that ∥Â∥S2 :=< Â|Â >S2< +∞.

Lemma 3.14. Given any operator Â ∈ S2(L2(R)), ∥Â∥ ≤ ∥Â∥S2 . Then S2(L2(R)) ⊆ B(L2(R)

Definition 3.13. Given χ = ϕ∗ ⊗σ ψ ∈ L2(M), the density operator associated to χ is an operator defined as
ρ̂ =< ϕ|. >L2 ψ acting on L2(R).

Lemma 3.15. ρ̂ defined as above (definition 3.13) is a Hilbert-Schmidt operator. Conversely, every ρ̂ ∈
S2(L2(R)) can be written as ρ̂ =< ϕ|. >L2 ψ, where ψ, ϕ ∈ L2(R).

The following theorem proves that L̂2(R) can be naturally identified with S2(L2(R)).

Theorem 3.16. For every χ̂ ∈ L̂2(M), χ̂ = 1 ⊗σ ρ̂, where ρ̂ ∈ S2(L2(R)). Conversely, ∀ density operator
ρ̂ ∈ S2(L2(R)), 1⊗σ ρ̂ ∈ L̂2(M).

Moreover, given χ̂1 = 1⊗σ ρ̂1, then χ̂2 = 1⊗σ ρ̂2, < χ̂1χ̂2 >L̂2=< ρ̂1ρ̂2 >S2 .

Proof. Let χ be χ = ϕ∗ ⊗σ ψ and the basis functions ψij = ϕ∗i ⊗σ ϕj . Then

χ̂χij =
√
2πℏχ ⋆σ χij =

√
2πℏ(ϕ∗ ⊗σ ψ) ⋆σ (ϕ∗i ⊗σ ϕj)

= < ϕ|ϕj >L2 (ϕ∗i ⊗σ ψ) = ϕ∗i ⊗σ (ρ̂ϕj) = (1⊗σ ρ̂)χij
(29)

What proved until now implies that to every χij corresponds the operator χ̂ij = 1⊗σ ρ̂ij =< ϕi|. >L2 (1⊗σ ϕj).
Then < χ̂ij |χ̂kl >L̂2= δikδjl =< ρ̂ij |ρ̂kl >S2 , which implies the equality < χ1|χ2 >L̂2=< ρ1|ρ2 >S2 .

Hence all the density operators associated to pure states ψpure = ϕ∗ ⊗σ ϕ take the form ρ̂pure =< ϕ|. >L2 ϕ; as
the mixed states can be written as ψmixed =

∑
r prψr with ψr pure states, then also ρ̂mixed =

∑
r prρ̂r.

Note 15. The discussion has been developed on = L2(M), but can be extended to a larger family of Hilbert
spaces, such as L2(M,µ) where µ is a positive measure, throughout an isomorphism S which acts in the same
way of the isomorphism in definition 2.8.
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3.2 Eigenvalues problem and time evolution in the star-product formalism
Now that we have studied the form that physical states and observables take in the star-product formalism, we
will consider the eigenvalues problem and the time evolution.

In the above section it has been shown that functions in AQ can be seen as operators AL⋆σ, AR⋆σ ∈ ÂQ acting
on L2(M) such that their domains can be defined as DAL⋆σ :=

{
f ∈ L2(M) |A ⋆σ f ∈ L2(M)

}
, DAR⋆σ :={

f ∈ L2(M) |f ⋆σ A ∈ L2(M)
}
; it will be proved in the below theorem, which is a key-result for the Quan-

tum Mechanics description, that in fact, given a function χ = ϕ∗ ⊗ ψ ∈ L2(M), AL⋆σ acts on ψ and
AR⋆σ on ϕ. So AL⋆σ and AR⋆σ can be see also as operators acting on L2(R); then the domains DAL⋆σ

and DAR⋆σ defined as above are isomorphic to DAσ(q̂,p̂) :=
{
ϕ ∈ L2(R) |Aσ(q̂, p̂)ϕ ∈ L2(R)

}
and DA†

σ(q̂,p̂)
:={

ϕ ∈ L2(R) |Aσ(q̂, p̂)ϕ ∈ L2(R)
}
, respectively.

Theorem 3.17. Let A be a function ∈ AQ and χ ∈ L2(M) such that χ = ϕ∗ ⊗σ ψ, with ϕ, ψ ∈ L2(R).

• If ψ ∈ DAσ(q̂,p̂), then AL ⋆σ χ = ϕ∗ ⊗σ Aσ(q̂, p̂)ψ;

• If ϕ ∈ DA†
σ(q̂,p̂)

, then AR ⋆σ χ =
(
A†σ(q̂, p̂)ϕ

)∗ ⊗σ ψ,

where q̂ := q and p̂ := −iℏ∂q are the canonical operator of position and linear momentum.

Proof. Given χ ∈ L2(M) and A ∈ AQ, then we have

AL ⋆σ χ = Aσ(q̂σ, p̂σ)χ = ϕL,

AR ⋆σ χ = Aσ(q̂
∗
σ̄, p̂
∗
σ̄)χ = ϕR.

χ, ϕL and ϕR can be rewritten as

χ(q, p) = ecLqpχ′L(q, p), ϕL(q, p) = ecLqpϕ′L(q, p),

χ(q, p) = ecRqpχ′R(q, p), ϕR(q, p) = ecRqpϕ′R(q, p).

Using the Baker-Campbell-Hausdorff formula, we obtain

e
i
ℏ ξq̂σe−

i
ℏηp̂σecLqp = ecLqpe

i
ℏ ξQ̂σe−

i
ℏηP̂σ ,

e
i
ℏ ξq̂

∗
σ̄e−

i
ℏηp̂

∗
σ̄ecRqp = ecRqpe

i
ℏ ξQ̂

∗
σ̄e−

i
ℏηP̂

∗
σ̄ ,

with
Q̂σ = q̂σ + iℏσcLq = q + iℏσcLq + iℏσ∂p, P̂σ = p̂σ − iℏσ̄cLp = p− iℏσ̄cLp− iℏσ̄∂q,

Q̂∗σ̄ = q̂∗σ̄ − iℏσ̄cRq = q − iℏσ̄cRq − iℏσ̄∂p, P̂ ∗σ̄ = p̂∗σ̄ + iℏσcRp = p+ iℏσcRp+ iℏσ∂q,

such that [Q̂σ, P̂σ] = iℏ and [Q̂∗σ̄, P̂
∗
σ̄ ] = −iℏ.

Then, from the first equation, we have:
Aσ(Q̂σ, P̂σ)χ

′
L = ϕ′L,

Aσ(Q̂
∗
σ̄, P̂

∗
σ̄ )χ

′
R = ϕ′R,

which get, taking cL = − i
ℏ σ̄
−1 and cR = i

ℏσ
−1:

Aσ(σ̄
−1q + iℏσ∂p,−iℏσ̄∂q)χ′L = ϕ′L,

Aσ(σ
−1q − iℏσ̄∂p, iℏσ∂q)χ′R = ϕ′R.

Then, applying the anti-Fourier transform to both the sides with respect to the p-variable:

Aσ(σ̄
−1q + σr,−iℏσ̄∂q)F−1p χ′L(q, r) = F−1p ϕ′L(q, r),

Aσ(σ̄
−1q − σ̄r, iℏσ∂q)F−1p χ′R(q, r) = F−1p ϕ′R(q, r).

Now we apply the following change of coordinates:

(ξL = σ̄−1q + σr, r) =⇒ ∂q = σ̄−1∂ξL ,

(ξR = σ−1q − σ̄r, r) =⇒ ∂q = σ−1∂ξR

and the equations get the simpler form:

Aσ(ξL,−iℏ∂ξL)F−1p χ′L(ξL, r) = F−1p ϕ′L(ξL, r),
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Aσ(ξR, iℏ∂ξR)F−1p χ′R(ξR, r) = F−1p ϕ′R(ξR, r),

where ξL and ξR represent the operators associated to the position, while −iℏ∂ξL and −iℏ∂ξR the ones associated
to the linear momenta. In these coordinates it is easy to see that, if we chose χ such that

F−1p χ′L(ξL, r) = ζL(ξL)κL(r) and F−1p χ′R(ξR, r) = ζ∗R(ξR)κR(r),

with ζL, ζR, κL, κR ∈ L2(R), as it happens with physical states before applying the two isomorphisms discussed
above (3.1), then

F−1p ϕ′L(ξL, r) = ψL(ξL)κL(r) and F−1p ϕ′R(ξR, r) = ψ∗R(ξR)κR(r),

for some ψL, ψR ∈ L2(R), which means that the operators act only on one function:

Aσ(ξL,−iℏ∂ξL)ζL(ξL) = ψL(ξL),

A†σ(ξR,−iℏ∂ξR)ζR(ξR) = ψR(ξR),

because in L2(R) (Aσ(ξR, iℏ∂ξR))
∗
= A†σ(ξR,−iℏ∂ξR). Now we can find χ both from ecLqpχ′L and ecRqpχ′R:

χ =
1√
2πℏ

∫
ζL(σ̄

−1q + σr)κL(r)e
− i

ℏ (r+σ̄−1q)p dr

(y = r + σ̄−1q) =
1√
2πℏ

∫
ζL(q + σy)κL(y − σ̄−1q)e−

i
ℏyp dy

χ =
1√
2πℏ

∫
ζ∗R(σ

−1q − σ̄r)κR(r)e
− i

ℏ (r−σ−1q)p dr

(y = r − σ−1q) =
1√
2πℏ

∫
ζ∗R(q − σ̄y)κR(y + σ−1q)e−

i
ℏyp dy,

(30)

which implies that
κL(y − σ̄−1q) = ζ∗R(q − σ̄y), κR(y + σ−1q) = ζL(q + σy).

We explicit also ϕL = ecLqpϕ′L and ϕR = ecRqpϕ′R using the above relations for κL and κR:

AL ⋆σ χ = ϕL =
1√
2πℏ

∫
ψL(σ̄

−1q + σr)κL(r)e
− i

ℏ (r+σ̄−1q)p dr

=
1√
2πℏ

∫
ψL(q + σy)ζ∗R(q − σ̄y)e−

i
ℏyp dy

=(ζ∗R ⊗σ ψL)(q, p) = (ζ∗R ⊗σ Aσ(q̂, p̂)ζL) (q, p)

AR ⋆σ χ = ϕR =
1√
2πℏ

∫
ψ∗R(σ

−1q − σ̄r)κR(r)e
− i

ℏ (r−σ−1q)p dr

=
1√
2πℏ

∫
ψ∗R(q − σ̄y)ζL(q + σy)e−

i
ℏyp dy

=(ψ∗R ⊗σ ζL)(q, p) =
[(
A†σ(q̂, p̂)ζR

)∗ ⊗σ ζL] (q, p)

(31)

Corollary 3.17.1 (eigenvalues problem). Given A ∈ AQ, every solution of the ⋆σ-genvalue equation A ⋆σ χ =
aχ, with a ∈ C, is of the form:

∑n
i ϕ
∗
i ⊗σ ψi, where the ϕi’s are arbitrary functions ∈ L2(R), the ψ′is ∈ L2(R)

are the a-eigenvector of the problem Aσ(q̂, p̂)ψi = aψi and n is the degeneracy of the a-eigenspace.

Similarly, given B ∈ AQ, every solution of the ⋆σ-genvalue equation χ ⋆σ B = bχ, with b ∈ C, is of the form:∑n
i ϕ
∗
i ⊗σ ψi, where the ψi’s are arbitrary functions ∈ L2(R), the ϕ′is ∈ L2(R) are the b∗-eigenvector of the

problem B†σ(q̂, p̂)ψi = b∗ψi and n is the degeneracy of the b∗-eigenspace.

Proof. It is sufficient to prove the first part of the theorem, because the second one can be shown similarly. The
eigenvalues problem in the statement is equivalent to

Aσ(ξL,−iℏ∂ξL)F−1p χ′L(ξL, r) = aF−1p χ′L(ξL, r) = a

n∑
i

κL,i(r)ψi(ξL),

where (ξL, r) are the ones defined in the proof of theorem 3.17, {ψi}i∈I is a basis for the a-eigenspace and
the κ′L,is ∈ L2(R) as F−1p χ′L ∈ L2(R2); through the same manipulations used in theorem 3.17 it results that
κ′L,i(y − σ̄q) = ϕ∗i (q − σ̄y).
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Corollary 3.17.2. Given χ1 = ϕ∗1 ⊗σ ψ1 and χ2 = ϕ∗2 ⊗σ ψ2, with ψ1, ψ2, ϕ1, ϕ2 ∈ L2(R) and a function
A ∈ AQ, then

< χ1|AL ⋆σ χ2 >L2=< ϕ2|ϕ1 >L2< ψ1|Aσ(q̂, p̂)ψ2 >L2

< χ1|AR ⋆σ χ2 >L2=< A†σ(q̂, p̂)ϕ2|ϕ1 >L2< ψ1|ψ2 >L2=< ϕ2|Aσ(q̂, p̂)ϕ1 >L2< ψ1|ψ2 >L2 .

Proof. It is an obvious consequence of the theorem 3.17.

Corollary 3.17.3. Given χ = ϕ∗ ⊗σ ψ ∈ L2(M) and A ∈ AQ, then

(AL⋆σ)
†
χ = ϕ∗ ⊗σ A†σ(q̂, p̂)ψ

(AR⋆σ)
†
χ = (Aσ(q̂, p̂)ϕ)

∗ ⊗σ ψ

Proof. It is an immediate consequence of corollary 3.17.2 and of proposition 3.7.

Corollary 3.17.4. Given A ∈ AQ and a pure state ψpure = ϕ∗⊗σ ϕ, with ϕ ∈ L2(R) such that Aσ(q̂, p̂)ϕ = aϕ,
then

AL ⋆σ ψpure = aψpure, (AR⋆σ)
†ψpure = a∗ψpure.

In particular, if A is an observable,

(AL⋆σ)
†ψpure = AL ⋆σ ψpure = aψpure, (AR⋆σ)

†ψpure = AR ⋆σ ψpure = aψpure,

with a ∈ R.

Proof. It is an immediate consequence of corollary 3.17.3 and of definition of observables.

Another important consequence of theorem 3.17 is that an operator Aσ(q̂σ, p̂σ) can be written as Aσ(q̂σ, p̂σ) =
1⊗σAσ(q̂, p̂). From theorem 3.17 and 3.16 follows also that observables A with respect to χ = ϕ∗⊗σψ ∈ L2(M)
can be seen both as:

• operators of the form Aσ(q̂σ, p̂σ) acting on L2(M)-function operators of the form χ̂ =
√
2πℏχ⋆σ;

• operators of the form Aσ(q̂, p̂) acting on density operators defined as < ϕ|. >L2 ψ. In this case the
composition between the two operators is defined as:

Aσ(q̂, p̂)ρ̂ =< ϕ|. > [Aσ(q̂, p̂)ψ] ρ̂Aσ(q̂, p̂) =< A†σ(q̂, p̂)ϕ|. > ψ.

The equivalence between the two formulations is given by:

Aσ(q̂σ, p̂σ)ψ̂ = 1⊗σ Aσ(q̂, p̂)ρ̂ ψ̂Aσ(q̂σ, p̂σ) = 1⊗σ ρ̂Aσ(q̂, p̂).

Definition 3.14. Let Â ∈ ÂQ be an observable and let χ ∈ L2(M) a state with its quantum distribution function
ρ := 1√

2πℏχ. The mean value of the observable Â with respect to the state χ is given by

< Â >χ:=

∫∫
(A ⋆σ ρ)(q, p) dq dp.

Note 16. Note that, given f, g ∈ C∞(M), from theorem 13 it follows the equality∫∫
(f ⋆σ g)(q, p) dq dp =

∫∫
(g ⋆σ f)(q, p) dq dp;

then the above definition can be given also as < A >χ:=
∫∫

(ρ ⋆σ A)(q, p) dq dp.

Theorem 3.18. Let Â ∈ ÂQ be an observable and let χ =
∑
r prψr =

∑
r prϕ

∗
r ⊗σ ϕr, with the ϕ′rs ∈ L2(R),

be a mixed state with its corresponding density operator ρ̂ =
∑
r pr < ϕr|. >L2 ϕr. Then

< Â >χ= tr(ρ̂Aσ(q̂, p̂)).
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Proof.

< Â >χ=
1√
2πℏ

∑
k

pk

∫∫
(A ⋆σ ψk)(q, p) dq dp

(theorem 3.17) =
1√
2πℏ

∑
k

pk

∫∫
[ϕ∗k ⊗σ (Aσ(q̂, p̂)ϕk)] (q, p) dq dp

=
1

2πℏ
∑
k

pk

∫∫∫
ϕ∗k(q − σ̄r)(Aσ(q̂, p̂)ϕk)(q + σr)e−

i
ℏpr dr dq dp

(using δ properties) =
∑
k

pk

∫∫
ϕ∗k(q − σ̄r)(Aσ(q̂, p̂)ϕk)(q + σr)δ(r) dr dq

=
∑
k

pk

∫
ϕ∗k(q)(Aσ(q̂, p̂)ϕk)(q) dq

=
∑
k

pk < ϕk|Aσ(q̂, p̂)ϕk >L2= tr(ρ̂Aσ(q̂, p̂))

(32)

Corollary 3.18.1. Given the same hypothesis theorem 3.18,

< Â >χ=
∑
r

pr < ψr|AL ⋆σ ψr >L̂2

=
∑
r

pr < ψr|AR ⋆σ ψr >L̂2

(33)

Proof.

< Â >χ=
∑
k

pk < ϕk|Aσ(q̂, p̂)ϕk >L2

(ϕk’s are normalized) =
∑
k

pk < ϕk|ϕk >L2< ϕk|Aσ(q̂, p̂)ϕk >L2

(by definition) =
∑
r

pr < ψr|AL ⋆σ ψr >L̂2

(34)

and similarly,

< Â >χ =
∑
k

pk < ϕk|Aσ(q̂, p̂)ϕk >L2

=
∑
k

pk < ϕkA
†
σ(q̂, p̂)|ϕk >L2< ϕk|ϕk >L2

=
∑
r

pr < ψr|AR ⋆σ ψr >L̂2

(35)

Note 17. As observables correspond to operators which are in particular hermitian, the mean value is always
a real number.

It is now possible to derive the following importan physical result:

Theorem 3.19. Let A ∈ AQ be an observable and let ψpure ∈ L2(M) be a pure state. Then the commutator
[A,χ] = A ⋆σ ψpure − ψpure ⋆σ A = 0 if and only if A ⋆σ ψpure = ψpure ⋆σ A = aψpure, for some a ∈ R.

Proof. Obviously if A ⋆σ ψpure = ψpure ⋆σ A = aψpure, then [A,ψpure] = aψpure − aψpure = 0.

Conversely, if [A,ψpure] = 0, then

A ⋆σ ψpure ⋆σ ψpure = ψpure ⋆σ A ⋆σ ψpure.

The first side is equal to

A ⋆σ (
1√
2πℏ

ψpure) =
1√
2πℏ

A ⋆σ ψpure =
1√
2πℏ

ϕ∗ ⊗σ Aσ(q̂, p̂)ϕ.
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Then

A ⋆σ ψpure =
1√
2πℏ

ψpure ⋆σ A ⋆σ ψpure

=
1√
2πℏ

(ϕ∗ ⊗σ ϕ) ⋆σ [ϕ∗ ⊗σ (Aσ(q̂, p̂)ϕ)]

(from theorem 3.10.1) =
1

2πℏ
< ϕ|Aσ(q̂, p̂)ϕ >L2 (ϕ∗ ⊗σ ϕ)

=aψ.

(36)

In Quantum Mechanics, time evolution is governed by an Hamiltonian H: given the state χ ∈ L2(M), the
quantum counterpart of the Liouville’s theorem takes the form:

iℏ
∂χ

∂t
− [H,χ] = 0.

Moreover H requires to be an observable and physically can be seen as the energy associated to the system.
The equation can be expressed also using the time evolution function U(t):

iℏ
∂[U(t) ⋆σ χ(0) ⋆σ (U(t))−1]

∂t
= H ⋆σ [U(t) ⋆σ χ(0) ⋆σ (U(t))−1]− [U(t) ⋆σ χ(0) ⋆σ (U(t))−1] ⋆σ H

=⇒(
iℏ
∂U(t)

∂t

)
⋆σ [χ(0) ⋆σ (U(t))−1] + [U(t) ⋆σ χ(0)] ⋆σ

(
∂(U(t))−1

∂t

)
=

= (H ⋆σ U(t))[⋆σχ(0) ⋆σ (U(t))−1]− [U(t) ⋆σ χ(0)] ⋆σ ((U(t))−1 ⋆σ H)

The relation must be true ∀χ(0) ∈ L2(M), which implies:iℏ
d(U(t)

dt
= HL ⋆σ U(t)

[H,U(t)] = 0

The differential equation is solved by

U(t) = e
− i

ℏHt
⋆σ :=

∞∑
K=0

1

k!

(
− i

ℏ
t

)k
H ⋆σ ... ⋆σ H︸ ︷︷ ︸

k times

,

which also commutes with H; the functions U(t) form a one parameter (t) group; the inverse U(t)−1 is given
by U(−t) = U(t)†, which means that U(t) is a unitary function.

Definition 3.15. A state χ is called stationary if

∂χ

∂t
= − i

ℏ
[H,χ] = 0

Theorem 3.20. Ae pure state ψpure ∈ L2(M) is stationary if and only if ψpure is an eigenvector of the
Hamiltonian H, which is equivalent to say that HL ⋆σ ψpure = HR ⋆σ ψpure = Eψpure for some E ∈ R,
corresponding to the energy of the system in the state ψpure.

Proof. ψpure is stationary if and only if [H,ψpure] = 0, if and only if (theorem 3.19) HL⋆σψpure = HR⋆σψpure =
Eψpure for some E ∈ R

Working with density operators ρ̂ ∈ S2(L2(R)), there holds the Neumann equation

iℏ
∂ρ̂

∂t
− [Hσ(q̂, p̂), ρ̂] = 0.

Stationary states are the ones such that iℏ∂ρ̂∂t = [Hσ(q̂, p̂), ρ̂] = 0. If the state is pure, then ρ̂ =< ϕ|. > ϕ for
some ϕ ∈ L2(R) and the Neumann equation equation takes the form:

iℏ
∂ρ̂

∂t
=[Hσ(q̂, p̂), ρ̂]

< −iℏ∂ϕ
∂t

|. > ϕ+ < ϕ|. > iℏ
∂ϕ

∂t
= < −Hσ(q̂, p̂)ϕ|. > ϕ+ < ϕ|. > Hσ(q̂, p̂)ϕ,

(37)
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which is equivalent to the Schrödinger equation

iℏ
∂ϕ

∂t
= Hσ(q̂, p̂)ϕ

and the state is stationary if and only if Hσ(q̂, p̂)ϕ = Eϕ. The time evolution of density operators is described
by unitary operators defined as

Uσ(q̂, p̂, t) = e−
i
ℏHσ(q̂,p̂)t,

hence ρ̂(t) takes the form:
ρ̂(t) = Uσ(q̂, p̂, t)ρ̂(0)Uσ(q̂, p̂,−t);

in fact

∂ρ̂

∂t
=

(
− i

ℏ
Hσ(q̂, p̂)

)
Uσ(q̂, p̂, t)ρ̂(0)Uσ(q̂, p̂,−t)+

+ Uσ(q̂, p̂, t)ρ̂(0)

(
i

ℏ
Hσ(q̂, p̂)

)
Uσ(q̂, p̂,−t)

([Uσ(q̂, p̂,−t), Hσ(q̂, p̂)] = 0) =− i

ℏ
[Hσ(q̂, p̂)ρ̂(t)− ρHσ(q̂, p̂)]

Given the mean value < A >χ(0) of an observable Â ∈ ÂQ, we want to find its time evolution;

iℏ√
2πℏ

∫∫ (
A ⋆σ

∂χ(t)

∂t

)
(q, p) dq dp =iℏ

[
d

dt

∫∫
(A ⋆σ χ(t))(q, p) dq dp−

∫∫ (
∂A

∂t
⋆σ χ(t)

)
(q, p) dq dp

]
=iℏ

[
d < Â >χ(t)

dt
− <

∂Â

∂t
>χ(t)

]
,

(38)

where ∂Â
∂t ̸= 0 if and only if A explicitly depends on time t. On the other side, using the Liouville equation

together with note 16, we obtain:

iℏ√
2πℏ

∫∫ (
A ⋆σ

∂χ(t)

∂t

)
(q, p) dq dp =

1√
2πℏ

∫∫
[A ⋆σ (H ⋆σ χ(t)− χ(t) ⋆σ H)](q, p)] dq dp

=
1√
2πℏ

∫∫
{(A ⋆σ H ⋆σ χ(t))(q, p)− [(A ⋆σ χ(t)) ⋆σ H](q, p)} dq dp

=
1√
2πℏ

∫∫
{(A ⋆σ H ⋆σ χ(t))(q, p)− [H ⋆σ (A ⋆σ χ(t))](q, p)} dq dp

=
1√
2πℏ

∫∫
[(A ⋆σ H −H ⋆σ A) ⋆σ χ(t)](q, p)] dq dp

= < [Â, Ĥ] >χ(t)

(39)

Then

iℏ
d < Â >χ(t)

dt
= iℏ <

∂Â

∂t
>χ(t) + < [Â, Ĥ] >χ(t) . (40)

In the above description states depend on time, while observable don’t, a part from some explicit dependence;
such choise is called the Schrödinger picture. There is an equivalent picture, the Heisenberg one, in which states
do not depend on time, while observables do. Then equation 40 takes the form:

iℏ
d < Â(t) >χ(0)

dt
= iℏ <

∂Â(t)

∂t
>χ(0) + < [Â(t), Ĥ] >χ(0), (41)

from which follows that

iℏ
dÂ(t)

dt
= iℏ

∂Â(t)

∂t
+ [Â(t), Ĥ]. (42)

Again ∂Â(t)
∂t ̸= 0 if and only if A(t) explicitly depends on time t. If we assume that Â(t) has no explicit

dependence on time t, then the differential equation iℏdÂ(t)
dt = [Â(t), Ĥ] is solved by some Â(t) of the form
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Â(t) = [U(−t) ⋆σ A ⋆σ U(t)]L⋆σ or Â(t) = [U(−t) ⋆σ A ⋆σ U(t)]R⋆σ, where U(t) = e
− i

ℏHt
⋆σ . Indeed

< A(0) >χ(t)=

∫∫
{A(0) ⋆σ [U(t) ⋆σ χ(0) ⋆σ U(−t)]}(q, p) dq dp

=

∫∫
{[A(0) ⋆σ U(t) ⋆σ χ(0)] ⋆σ U(−t)}(q, p) dq dp

=

∫∫
{[U(−t) ⋆σ A(0) ⋆σ U(t)] ⋆σ χ(0)}(q, p) dq dp

= < A(t) >χ(0) .

(43)

Similarly, operators of the type Aσ(q̂, p̂, t) undergo a similar equation:

iℏ
dAσ(q̂, p̂, t)

dt
= iℏ

∂Aσ(q̂, p̂, t)

∂t
+ [Aσ(q̂, p̂, t), Hσ(q̂, p̂)], (44)

which is solved by
Aσ(q̂, p̂, t) = U(q̂, p̂,−t)Aσ(q̂, p̂)U(q̂, p̂, t),

with U(q̂, p̂, t) = e−
i
ℏHσ(q̂,p̂)t.

3.3 Physical example: free particle and simple harmonic oscillator
Once that the star-product formalism has been studied, it is possible to apply it on some physical examples. In
particular this thesis will treat a free particle and a simple harmonic oscillator.

The Hamiltonian of a free particle is H = p̂2

2m , where m is the particle mass and can be taken as unitary (m = 1).

Given a pure state χ = ϕ∗⊗σ ϕ, the Liouville equation is: iℏ
∂χ

∂t
= [H,χ], which is equivalent to the Schrödinger

equation: iℏ
∂ϕ

∂t
=
∂2ϕ

∂q2
. A solution can be of the form of a plain wave:

e−
i
ℏ

p2

2 te
i
ℏpq,

which is not in L2(R); then the physical solution will be a linear combination of wave functions:

ϕ(q, t) =
1√
2πℏ

∫
f(p)e−

i
ℏ

p2

2 te
i
ℏpq dp =

1√
2πℏ

∫
g(p, t)e

i
ℏpq dp, f ∈ L2(R).

Then the state χ takes the form

χ(q, p, t) = (ϕ∗ ⊗σ ϕ)(q, p, t) =
1

(2πℏ)3/2

∫
e−

i
ℏpr

(∫
g(p′, t)e

i
ℏp

′(q−σ̄r) dp′
)∗(∫

g(p′, t)e
i
ℏp

′(q+σr) dp′
)
dr.

Taking the function f(p) of a Gaussian-like form:

f(p) =
e
− (p−p0)2

4(∆p)2

(2π)1/4(∆p)1/2
,

ϕ(q, t) gets

ϕ(q, t) =
1√
2πℏ

∫
e
− (p−p0)2

4(∆p)2

(2π)1/4(∆p)1/2
e−

i
ℏ

p2

2 te
i
ℏpq dp

(∆q∆p =
ℏ
2
) =

e
− p2

4(∆p)2 e−
(q−i

∆q
∆p

p0)2

4∆q(∆q+i∆pt)

√
2πℏ(2π)1/4(∆p)1/2

∫
e

[√
1

4∆p2
+ it

2ℏp−
q−i

∆q
∆p

p0

2
√

∆q
√

∆q+i∆pt

]2

dp

y =

√
1

4∆p2
+
it

2ℏ
p−

q − i∆q∆pp0

2
√
∆q

√
∆q + i∆pt

, then dp =
2∆p

√
∆q√

∆q + i∆pt
=⇒

=
e
− p20

4(∆p)2

(2π)1/4
√
∆q + i∆pt

exp

(
(q − i∆x∆pp0)

2

4(∆q)2 + 4i∆q∆pt

)
.

(45)
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Hence, choosing σ = 1
2 , χ(q, p, t) results to be:

χ(q, p, t) =
e
− p20

2∆p2

2π
√
ℏ(∆q2 +∆p2t2)

∫
e−

i
ℏpre

[(q− 1
2
r)+i

∆q
∆p

p0]
2
(∆q+i∆pt)+[(q+1

2
r)−i

∆q
∆p

p0]
2
(∆q−i∆pt)

4∆q(∆q2+∆p2t2) dr

=
1

2π
√
ℏ(∆q2 +∆p2t2)

∫
e
−

∆q
2

r2−2i

(
∆p·qt+∆q2

∆p
p0−∆q2

∆p
p−∆p·pt2

)
r+∆x·2q2+2∆q·p0t2−4∆q·p0qt

4∆q(∆q2+∆p2t2) dr

=
e−

1
2 (

p0−p
∆p )

2− 1
2 (

q−pt
∆q )

2

2π
√
ℏ(∆q2 +∆p2t2)

∫
e
−

√∆q
2

r−

√
2i

(
∆p·qt+∆q2

∆p
p0−∆q2

∆p
p−∆p·pt2

)
√

∆q


2

4∆q(∆q2+∆p2t2) dr

y =

√
∆q
2 r −

√
2i
(
∆p·qt+∆q2

∆p p0−
∆q2

∆p p−∆p·pt
2
)

√
∆q

2
√
∆q(∆2 +∆p2t2)

, then dr =
√

8(∆2 +∆p2t2) =⇒

=
e−

1
2 (

p0−p
∆p )

2− 1
2 (

q−pt
∆q )

2

√
π∆q∆p

.

(46)

Then we can calculate the expectation values as:

< q >χ(t)=
1√
2πℏ

∫∫
q ⋆1/2 χ(q, p, t) dq dp < p >χ(t)=

1√
2πℏ

∫∫
p ⋆1/2 χ(q, p, t) dq dp

< q2 >χ(t)=
1√
2πℏ

∫∫
q2 ⋆1/2 χ(q, p, t) dq dp < p2 >χ(t)=

1√
2πℏ

∫∫
p2 ⋆1/2 χ(q, p, t) dq dp

< ∆q >χ(t)=
√
< q2 >χ(t) − < q >2

χ(t) < ∆p >χ(t)=
√
< p2 >χ(t) − < p >2

χ(t)

(47)

It will be explicitly calculated only the first mean value just to give an example:

< q >χ(t)=
1√
2πℏ

∫∫
q ⋆1/2 χ(q, p, t) dq dp

=
1√
2πℏ

∫∫ [
1

2πℏ

∫∫
Fq(ξ, η)χ(q − 1

2
η, p+

1

2
ξ, t)e

i
ℏ (ξq−ηp) dξ dη

]
dq dp

=
1√
2πℏ

∫∫ [
1

2πℏ

∫∫
2πℏ · iℏδ′(ξ)δ(η)χ(q − 1

2
η, p+

1

2
ξ, t)e

i
ℏ (ξq−ηp) dξ dη

]
dq dp

=
1√
2πℏ

∫∫ [
−iℏ

∫∫
δ(ξ)δ(η)

∂

∂ξ

(
χ(q − 1

2
η, p+

1

2
ξ, t)e

i
ℏ (ξq−ηp)

)
dξ dη

]
dq dp

=
−iℏ√
2πℏ

∫∫
∂

∂ξ

(
χ(q − 1

2
η, p+

1

2
ξ, t)e

i
ℏ (ξq−ηp)

) ∣∣∣
ξ=0,η=0

dq dp

=
−iℏ√
2πℏ

∫∫ [
iq

ℏ
− t

2∆q

(
q − pt

∆q

)
− 1

2∆p

(
p0 − p

∆p

)]
e−

1
2 (

p0−p
∆p )

2− 1
2 (

q−pt
∆q )

2

√
π∆q∆p

dq dp

=
1√

2π∆p2

∫
e−

1
2 (

p0−p
∆p )

2

[
1√

2π∆q2

∫
qe−

1
2 (

q−pt
∆q )

2

dq

]
dp− iℏ√

2πℏ

∫∫
−1

2

∂

∂p
χ(q, p, t) dp dq

=
t√

2π∆p2

∫
pe−

1
2 (

p0−p
∆p )

2

dp− iℏ√
2πℏ

∫
0 dq = p0t.

(48)

Similarly we obtain:

< q >χ(t)= p0t < q2 >χ(t)= ∆q2 +∆p2t2 + p20t
2 < ∆q >χ(t)=

√
∆q2 +∆p2t2

< p >χ(t)= p0 < p2 >χ(t)= ∆p2 + p20 < ∆p >χ(t)= ∆p

It is interesting to note that < ∆q >χ(t) · < ∆p >χ(t)≥ ∆q ·∆p = ℏ
2 ∀t ∈ R and the equality is true if and only

if t = 0.

The Hamiltonian of the harmonic oscillator is H = p2

2m + 1
2ωmq

2, where the mass m can be taken again as
m = 1 to simplify calculations. Then the Hamiltonian reads H = 1

2 (p
2 + ω2q2) and the eigenvalues problem

takes the form H ⋆σ χ = ELχ, χ ⋆σ H = ERχ. Like in the common formalism, it is useful to introduce the
destruction and construction functions:

a(q, p) =
ωq + ip√

2ℏω
, ā =

ωq − ip√
2ℏω

,
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such that a⋆σ = (ā⋆σ)
†, ā⋆σ = (a⋆σ)

† and [a, ā] = 1. Using these functions as coordinates, the Hamiltonian
takes the form: H = ℏω(ā ⋆σ a+ 1

2 ) =: ℏω(N + 1
2 ). The function N := ā ⋆σ a is hermitian as N† = (ā ⋆σ a)

† =
a† ⋆σ ā

† = ā ⋆σ a = N , hence it is an observable; then the eigenvalues problem gets: N ⋆σ χnm = nχnm,
χnm ⋆σ N = mχnm, which brings to:

H ⋆σ χnm = Enχnm := ℏω(n+
1

2
)χnm, χnm ⋆σ H = Emχnm =: ℏω(m+

1

2
)χnm.

It is possible to show that the eigenvalues of N are integer and non negative and the operators associated to a
and ā act in the following way:

a ⋆σ χnm =
√
nχ(n−1)m, ā ⋆σ χnm =

√
n+ 1χ(n+1)m,

χnm ⋆σ a =
√
m+ 1χn(m+1), χnm ⋆σ ā =

√
m− 1χn(m−1).

Hence
χnm =

1√
n!m!

ā ⋆σ ... ⋆σ ā︸ ︷︷ ︸
n times

⋆σχ00 ⋆σ a ⋆σ ... ⋆σ a︸ ︷︷ ︸
m times

,

which, for σ = 1
2 , becomes:

χnm(a, ā) =
1√
n!m!

max{m,n}∑
k=0

(−1)kk!

(
n

k

)(
m

k

)
(2)n+mām−kan−kχ00(a, ā).

To find χ00(a, ā) we need to solve the equations system{
a ⋆σ χ00 = 0

χ00 ⋆σ ā = 0

As formula 13 works only if the coordinates (q, p) fulfill the commutation rule [q, p] = iℏ, while [a, ā] = 1, we
need to introduce the coordinate ā′ := iℏ · ā such that [a, ā′] = iℏ; then χ̃00(a, ā

′) := χ00(a, ā(ā
′)); also we must

note that χ̃00 ⋆σ ā
′ = iℏ · χ̃00 ⋆σ ā = 0. Then, taking σ = 1

2 :

a ⋆1/2 χ̃00(a, ā
′) =

1

2πℏ

∫∫
Fa[a, ā′](ξ, η)χ̃00(a−

1

2
η, ā′ − 1

2
ξ)e

i
ℏ (ξa−ηā′) dξ dη

=
1

2πℏ

∫∫
2πℏ · iℏ · δ′(ξ)δ(η)χ̃00(a−

1

2
η, ā′ − 1

2
ξ)e

i
ℏ (ξa−ηā′) dξ dη

=− iℏ
∫∫

δ(ξ)δ(η)

[
−1

2

∂χ̃00(a− 1
2η, ā

′ − 1
2ξ)

∂(ā′ − 1
2ξ)

+
i

ℏ
aχ̃00(a−

1

2
η, ā′ − 1

2
ξ)

]
e

i
ℏ (ξa−ηā′) dξ dη

=− iℏ
[
−1

2

∂ā′

∂ā

∂χ00(a, ā)

∂ā
+
i

ℏ
aχ00(a, ā)

]
=
1

2

∂χ00(a, ā)

∂ā
+ aχ00(a, ā) = 0

=⇒ χ00(a, ā) = f(a)e−2aā.

Similarly:

χ̃00(a, ā
′) ⋆1/2 ā =iℏ

[
1

2

∂χ00(a, ā)

∂ā
+ āχ00(a, ā)

]
= 0

=⇒ χ00(a, ā) = Ce−2aā, where C ∈ C is the normalization constant.
(49)

The associated quasi-probability distribution function ρ00(q, p) = 1√
2πℏχ00(a(q, p), ā(q, p)) =

C√
2πℏe

− 1
ℏω (ω2q2+p2),

hence C =
√

2
πℏ . Then

ρnm(q, p) = ρnm(q, p, t = 0) =
1√
n!m!

m∑
k=0

(−1)kk!

(
n

k

)(
m

k

)
(2)n+mām−kan−k

[
1

πℏ
e−

1
ℏω (ω”q2+p2)

]
.

Time evolution is described by

ρnm(q, p, t) = e
− i

ℏHt
⋆1/2 ⋆σ ρnm(q, p) ⋆σ e

i
ℏHt
⋆1/2 = e−

i
ℏ (En−Em)tρnm(q, p) = e−iω(n−m)tρnm(q, p);

if m = n, ρnn represents a pure stationary state, then ρnn(p, q, t) = ρnn(p, q) ∀t.
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