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Abstract

Ad hoc networks are infrastructure-less networks that are not based on a
center. The absence of centralized control raises some doubts about having
a secure data transfer. We assume a wireless network where the nodes are
connected with a given probability 𝛼 and data packet transmission over the next
hop nodes starting from a Source Node (SN) to a Destination Node (DN). Some
packets can be modified, corrupted, or forwarded by a node outside of the route
in a data packet transfer. To detect this, we propose an authentication solution
for the transmitting nodes each time they transmit a data packet to the next
hop node. Since the data transmission signal can be heard by some nodes in a
transmission range, any nearby node can also receive the same packet. Thus, it
can verify whether the transmitted packet came from a real transmitting node.
The solution aims to detect misbehaving nodes and cut them off from future
packet transfers on the expected packet route. Additionally, it sends an alarm
packet to the DN to warn that the incoming data packet was transmitted by an
illegal node.
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1
Introduction

Communication between nodes in wireless networks can be achieved in
many ways. Sometimes malicious nodes get access to wireless networks and
this is a threat to their security. Ad hoc networks are infrastructure-less networks
that are not based on a central node get their working. Nodes in ad hoc networks
route data packets to provide network-wide connectivity as some nodes may not
be in the signal range required to transmit a data packet directly to the desired
node. This however raises some doubts on the security of data transmission,
due to the lack of central control and the nodes sometimes may misbehave.
The nature of the transmission medium and mobility adds more complexity
to developing solutions to prevent these attacks in wireless networks. For ad
hoc networks, attacks can come from anywhere in the network and from any
node. Taking control of a node can result in many manipulative actions on the
network.

Considering these facts, here we consider a wireless network where nodes
are connected with a given probability and a next-hop data packet transmission
starting from a Source Node (SN) to a Destination Node (DN) in Chapter 3.
Some packets can be modified, corrupted, or forwarded by a node outside
the intended route. To detect this, we propose an authentication solution for
transmitting nodes in Section 3.3. Since the data transmission signal can be
heard by some nodes in a transmission range, any nearby node can also receive
the same packet. Thus, it can verify whether the transmitted packet came from
a real transmitting node. The solution aims to detect misbehaving nodes and
cut them off from future packet transfers on the used route. Additionally, it
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sends an alarm packet to the DN through an alternative route (AR) to warn
that the incoming data packet was transmitted by an illegal node. We created
a simulation setup that demonstrates the presence of misbehaving nodes in
the route and using the Python3 networkx library in Chapter 4. In Chapter 5,
we created plots from the data and analyzed these charts. Finally, Chapter 6
concludes the thesis and discusses the directions for future works.
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2
Wireless Network And

Authentication Methods

In this Chapter, we first describe the Wireless Network and its types, the data
transfer methods, and the authentication methods used. Then we revise the
literature about spoofing attacks and main defense techniques.

2.1 Wireless Network

Wireless communication refers to the transfer of data, voice, or video from
one point to another, without using a physical connection such as a copper cable.
Multiple devices (adapters, computers, phones...) connected to each other form
a wireless devices network. These devices may be two computers standing
next to each other, or they may be thousands of computers spread all over the
world. A key characteristic of these networks is mobility, which leads to dynamic
topology as node positions change over time [11].

Wireless network systems work with radio frequencies. Data transmission
takes place by converting data from binary zero and one form to radio waves.
The newly converted data is then broadcast and captured by wireless antennas
and suitable receiving devices, which then convert the radio signals to zeros
and ones for the computer to understand. Wireless networks use 2.4 GHz or
5 GHz radio frequencies. Higher frequency allows more data be transmitted
while reducing the range.
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2.2. COMMUNICATION IN WIRELESS NETWORKS

Communication of devices using radio waves can be three types. These are
called receiver, transmitter, and trans-receiver. To briefly mention them;

• Receivers: As the name suggests, they are devices that can only receive
radio signals but do not have the ability to send them. E.g., FM radios and
televisions.

• Transmitters: Devices that can only send radio signals but cannot receive
them. E.g., radio transmitting stations, television transmitting stations,
etc.

• Transceivers: These are devices that have both transmit and receive ca-
pabilities. E.g., radio relays, mobile phone base stations, mobile phones,
etc.

Another point that needs to be known in terms of communication is the
direction of transmission. The transmission directions are divided into three
categories:

1. One-Way Transmission (Simplex):
It is the name of the established transmission system when the transmission
can only be made in one direction. FM radios are an example.

2. Bidirectional Asynchronous Communication (Half-Duplex):
These are the systems in which two-way transmissions can be made, but
only one party can send a signal of any given time. Radio applications can
be shown as an example. Wireless communication systems working with
radio frequencies used in information systems are generally of this type.
For example, the IEEE 802.11g standard offers Half-Duplex transmission
at 54 Mbps.

3. Duplex Simultaneous Communication (Full-Duplex):
It is the name given when two devices can transmit (and receive) simultane-
ously. Examples include mobile phones and cordless phones. A seamless
network of ports is created over the city. In this way, in the train, in the
car, in the park, cafes, restaurants, etc. It is possible to freely connect to the
Internet in many places. An uninterrupted and continuous connection is
ensured with the connection points placed at certain intervals in the cities.

2.2 Communication in Wireless Networks

In order to understand the communications in wireless networks, we first
need to look into the network layers and the communication between them.
In this manner, we need to review Open Systems Interconnection (OSI), which
defines how communication between two devices will be.
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CHAPTER 2. WIRELESS NETWORK AND AUTHENTICATION METHODS

In a nutshell, the purpose of OSI is to enable network architectures and
protocols to be used as a component of a network product. The OSI model is
divided into 7 layers. Each layer is responsible to provide services to the upper
layers. Considering a communication between two computers, the layers of
their network communicate in order; peer layers do not actually communicate
directly, but a virtual communication occurs between them. Note that the OSI is
a guide to comprehending the actual networking protocols used by embedded
devices. Therefore, it doesn’t mean that OSI should be applied within the same
7 levels. These layers can be implemented by one as well as many together in
multiple protocols. Fig. 2.1 shows the data flow of OSI model[17].

Figure 2.1: OSI Layers.

The mode of data transmission through the lower layers in OSI works as
follows: The transport layer divides the data received as information into seg-
ments. When the data is reassembled on the receiving system in this manner,
the right sequence is guaranteed. Data arriving to the network layer in the form
of segments is supplemented with address information, turning the slices into
packages. The unique address of the network devices which are 12 digits and
identifies the network devices are added to packets at the data link layer where
the structure known as frames is created. The receiving frames of the physical
layer are finally converted to a bit stream and prepared for transmission.
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2.3. AD HOC NETWORKS

There are many ways to communicate with other communication endpoints
across the network at different layers of the OSI e.g., IEEE 802.11, Bluetooth
on psychical layer, Transmission Control Protocol (TCP) in transport level. A
protocol should be established in order to determine the communication way,
as it is important to choose the same way to talk to each other.

IEEE 802.11 is an international standard protocol for wireless networks for
devices to interact with each other, and Wi-Fi (Wireless Fidelity) is one of the
most popular wireless communication protocol families for wireless local area
networks (WLAN) based on this standard. There are several versions of 802.11
standard developed to improve the capabilities and the speed. 802.11b was
the first well-adopted protocol for houses and businesses which work with
2.4GHz frequency range within up to 11Mbs of speed. The most recent one of
this protocol 802.11ax as known as Wi-fi 6 gives a better efficiency in order all
the devices to communicate such as mobile phones and IoTs. It has multiple
user Multi-user, multiple-input, multiple-output (MU-MIMO) capabilities and
orthogonal frequency division multiple access (OFDMA), which enables many
devices to connect at once [9]. Zigbee, bluetooth etc. can be given as examples
of other communication protocols.

Infrastructure-based wireless networks have base stations deployed in a spe-
cific area where each device communicates via an access point (wireless router).
Conversely, there are infrastructure-less networks where a node can access the
communication channel to forward the message to its neighbors to find the route
to the destination without a base station to route the message, such methods
called as Multi-hub routing and such networks are called ad hoc networks. The
methods to coordinate among nodes to access the channel care called Medium
Access Control Protocols (MAC). In the following section we will describe ad
hoc networks and its protocol layers.

2.3 Ad Hoc Networks

Ad hoc is a Latin expression meaning "for this", i.e. specific. Ad hoc networks
are the wireless networks that devices can create in a short time with minimum
configuration without a fixed cable infrastructure. An ad hoc network becomes
a LAN when it is permanently installed. An ad hoc network may host multiple
users at once but this can reduce the performance. However, ad hoc networks
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CHAPTER 2. WIRELESS NETWORK AND AUTHENTICATION METHODS

do not have installation or maintenance costs as they are infrastructure-less
networks, so they are cost-friendly. They are easy to deploy and reconfigure.
These features make the ad hoc networks more interesting to be preferred. Due
to their decentralized nature, node redundancy, and lack of single points of
failure, they also show excellent robustness which is especially important for
military applications. Ad hoc networks are classified according to their use as
mobile ad hoc networks (MANET), vehicle ad hoc networks (VANET), wireless
sensor networks (WSN), and wireless mesh networks (WMN) [8].

Fig. 2.2 shows an example of ad hoc network where the nodes are connected
within a signal range.

Figure 2.2: Ad hoc network.

2.3.1 Protocol Stack and Challenges

One of the biggest challenge and at the same time the benefit of the ad
hoc networks are its infrastructureless characteristic. Ad hoc networks work as
peer-to-peer (P2P) communication. The control functions of the network are
distributed among all nodes, and routing can use intermediate nodes as relays
[2].
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2.3. AD HOC NETWORKS

Every node within the transmitter’s transmission range can receive the sig-
nal, therefore, the communication channel in wireless networks is a broadcast
medium. Occasionally, a node will transmit a message to a certain recipient
while another node tries to send a packet to the same device. These two trans-
mitters may attempt to pass packets to the same receiver, resulting in a collision,
if they are out of each other’s broadcast range and are unaware of the other
node’s existence. The receiver is unable to decode the signals it receives due to
what is known as the buried terminal problem. This is called as hidden terminal
problem.

There has been discussions about different access techniques for wireless
systems in order to avoid from such terminal problems. Following Fig. 2.3
shows the types of multiple access protocols subdivided according different
process.

Figure 2.3: Multiple access protocols subdivided.

In the random access protocol, stations provide idle random access as the
name suggests. Any station can send data at any time while the state of the
medium is idle. It has two main features for sending data:

• No fixed time

• No fixed sequence
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CHAPTER 2. WIRELESS NETWORK AND AUTHENTICATION METHODS

Due to their random access strategies, simplicity, and relative effectiveness
in giving channel access in a distributed manner, some MAC protocols have
received more attention than others. These are the Carrier Sense Multiple Access
(CSMA) and variants of the Aloha protocols.

Aloha

Aloha is a protocol proposed by Abramson [1] for multihop wireless net-
works in 1968 in order to investigate the usage of radio communications for
computer-computer and console-computer links.

Aloha gives freedom to any station to transmit data across a network simulta-
neously whenever it has a frame to be transmitted. This method works well with
bidirectional asynchronous communication links. However, when the network
becomes more complex, for example, when multiple sources and destinations
use the same path due to the conflict of data sets, the protocol does not work
efficiently. It gets worse the more the network traffic increases. In order to
prevent that, different variants of Aloha have been developed such as Slotted
Aloha.

CSMA

Carrier-sensing multiple access (CSMA) is a MAC protocol developed against
collisions. The protocol verifies before a transmission that there is no other traffic
occurring through the shared transmission medium. It requires each stations to
first check the medium before a transmission is started [16].

CSMA has two basic variants; collision-avoidance (CSMA/CA) protocol,
which basically decreases the chances of collisions for carrier transmissions in
802.11 networks and collision-detection (CSMA/CD), which detects the colli-
sions [3].

Fig. 2.4 shows the differences between these two variants.

Figure 2.4: CSMA/CD vs CSMA/CA
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2.3. AD HOC NETWORKS

There are several modes of the CSMA access modes.

1. 1-Persistent: Used in CSMA/CD methods, like Ethernet. The working
logic of this method is to wait for the medium to be idle first and then trans-
mit the data. The transmitter must keep track the status of the medium
[21].

2. Non-Persistent: It is the method in which the transmitter first checks
whether the medium is idle or busy when it wants to transmit data. If the
medium is busy, it waits for a random time and checks the medium again.
It does not persist in checking the medium’s state. This flow continues
until it finds the media in an idle state. The advantage of this method of
comparing 1-persistent is that the transmitter waits a period of time before
trying to transmit the data again. Thus, waiting time in multi-station
networks is significantly reduced [12].

3. P-Persistent: Used in CSMA/CA methods, like Wi-Fi. Unlike the 1-
Persistent method, this method transmits data with probability p after
it finds the medium state is idle. If data could not be sent (1-p), the trans-
mitter waits for the medium to be idle again and transmits p with another
possibility[21].

4. O-Persistent: In this method, each node is assigned a transmission queue
and the data enters a queue to move through it. When the medium is
idle, the next node in the queue can transmit data. It is mainly used in
controller area networks [12].

In the controlled access protocol, each station has to talk to each other in
order to learn the order of access to the medium. Stations must be authorized
before transmitting data, which means they must have given permission. We
will see three different methods developed based on this protocol.

Reservation

In the reservation-based MAC method (R-MAC) [22], stations need to make
a reservation before sending any data. Time is divided in slots. These slots are
two types of periods:

• Fixed time reservation intervals

• Data transmission time of variable duration

Let us have K stations connected in a network. The reservation interval
assigns each station a slot, i.e. we get K slots. If a station, for example Station 1,
wishes to transmit a frame, it transmits 1 bit during this slot and all other stations
wait during this slot. That is, if K𝑖 announces its reservation by putting 1 bit in
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CHAPTER 2. WIRELESS NETWORK AND AUTHENTICATION METHODS

its 𝑖th slot, then all the stations know the order of the transmission accordingly.
Thus, everyone agrees on sequence and no collusion occurs.

Polling

Compared to the reservation method, polling works by selecting one device
as the primary station and the others as the secondary. Therefore, it ensures
that all exchanges go through the primary station. This primary station plays
the role of controller. This controller asks the secondary stations if there is data
to send. This process is simply called polling [18]. The controller is the initiator
of the sessions, allowing other stations to access it one at a time. Because the
controller acts as a bridge between stations, it also shares the original sender’s
address when sending data.

Token Passing

The symbol pass protocol is based on a token, which is a control signal.
A token is a 24-bit packet that regularly circulates throughout the network as
shown in Fig. 2.5. The logic of the protocol is based on the rule that only one
station can talk at the same time. Therefore, every station that wants to transmit
a message must first capture the token [7].

Figure 2.5: Token passes through the network by stations.
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2.3. AD HOC NETWORKS

Some disadvantages of this protocol are the handling of tokens such as cases
where the token is not available or duplicated or a station is lost and monitoring
of the network. The protocol works to generate a new token in the cases related
to token but the solution becomes very costly.

Channelization is another type of MAC protocol developed in order to access
channel simultaneously. The available bandwidth of the link is shared in time
across multiple stations. There are various methods developed based on this
technique in order to access the channel and they can be broadly classified based
on time, frequency, and codes.

Frequency-division multiple access (FDMA): This technology uses high-
performance filters to divide the bandwidth into frequency bands. Thus, more
than one user can send data to these divided subchannels at different frequen-
cies. Each transmitting station allocates and keeps a band to prevent cross-talk.
For example, this technology is used in cable TV systems where coaxial cable is
the medium that broadcasts thousands of channels. It is also used in fiber optic
communication systems.

Time-division multiple access (TDMA): This technology allows the usage
of the same frequency bandwidth across multiple stations by dividing the band
into time slots. This technology works efficiently especially slow voice data
signals.

Code-division multiple access (CDMA): CDMA gives users unique codes
instead of sharing time and frequency resources. Since these resources were
not divided, it was possible to reach higher data rates. In this respect, CDMA
forms the basis of 3G technology W-CDMA. So, It allows the transmission over
the entire frequency range without limiting the user’s frequency range while
optimizing the use of available bandwidth. Thus, several transmitters can com-
municate simultaneously over a single channel.

The comparison of these three techniques can be explained with a simple
example as follows. Suppose that many people in a room communicate by
speaking. In the FDMA method, people speak with different tones and therefore
the receiver receives the message by paying attention to the relevant tone, so the
people talking to each other share a frequency. In the TDMA method, people
speak in turn and one at a time, and the corresponding receiver receives the
message of the person speaking, so that people talking to each other share
a time. In the CDMA method, people speak in different languages, so it is
perceived by people who know that language, and data transmitted by other

12



CHAPTER 2. WIRELESS NETWORK AND AUTHENTICATION METHODS

people is perceived as noise and is not considered, so people talking to each
other share a code.

Fig. 2.6 illustrates the time-frequency assignment in FDMA, TDMA and
CDMA.

Figure 2.6: Comparison of FDMA, TDMA and CDMA.

2.3.2 Routing Protocols

Considering the dynamic characteristics of wireless networks, some rout-
ing methods are proposed to send a data packet to a node over a multi-hop
connection using the MAC protocols described in the previous section. Routing
protocols for ad hoc networks are broadly classified into nine different categories
according to their underlying architectural framework as follows [4]:

1. Reactive (On-demand)

2. Proactive (Table-driven)

3. Hybrid

4. Multipath

5. Multicast

6. Location-aware (Geographical)

7. Geographical Multicast

8. Hierarchical

9. Power-aware

13



2.3. AD HOC NETWORKS

In this section, we will describe some of the important algorithms regarding
our solution and based on the given routing protocols.

Dynamic source routing (DSR)
It is one of the most known On-demand routing algorithm designed simply

with two phases, route discovery and route maintenance.
In the source discovery phase, the goal is to find the shortest route when a

node wants to send a message. The node first broadcasts an route request to its
neighbors within a signal range. Receiver nodes add the transmitter node ID to
the request and rebroadcast. This signal can either reach the destination node
where the sending node wants to send the packet, or it can reach neighbors that
have a route catch with the shortest paths to the destination node. When the
cached shortest path is found, neighboring nodes stop forwarding the packet to
other nodes and send a reply message to the source node. This response mes-
sage contains all the route information from the source node to the destination
node, and the source node catches this route information for further message
transmissions.

The other phase in this routing algorithm is route maintenance, which in-
cludes the route error and acknowledgements packets. When a message is sent,
DSR waits for an acknowledgement from neighboring nodes to validate the ex-
istence of the route. The packet also contains a passive acknowledgement because
overhearing nodes forward the packet across the nodes to the target node. If a
node cannot receive this packet due to a transmission error, an error message is
generated. This packet is sent to the source node and it returns to the previous
phase where a new route is discovered. Nodes also exclude entry of broken link
from their route catches [10].

Ad hoc on-demand distance vector (AODV)
It is a routing protocol that enables self-starting, multi-hop routing between

the nodes in the MANETs or in other wireless networks. An important feature
of this algorithm is that finds the routes to the new nodes quickly and does
not require to communicate between the source node and the destination node
before it initiates a transmission. Instead, it initiates a route discovery to locate the
nodes. The source node broadcasts a control packet named route request (RREQ)
to its neighbor nodes and this broadcast lasts until it finds the destination.

Since the nodes are in mobility, it aims to adapt the network links rapidly. The
protocol uses target sequence numbers to remember the latest path information
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CHAPTER 2. WIRELESS NETWORK AND AUTHENTICATION METHODS

of all routes that occur. Here, each node maintains its sequence number so that
during the RREQ forwarding process, the intermediate nodes record the address
of the neighbor from which the first copy of the broadcast packet was received
in their routing tables and create a reverse route. When the RREQ reaches the
desired destination or an intermediate node with a sufficiently new route to
the destination, the destination or intermediate node responds by unicast back
to the neighbor from which it first received a route response (RREP) control
packet. Thus, a route path is established from the source node to the destination
node and vice versa. The route recently used to transmit data packets is called
Active Route. If a link breaks while the transmission on the route is active, the
node upstream of the break emits a path error (RERR) message to notify the
source node about the currently unreachable destination. If the source node
still requests a route after receiving this RERR message, it can restart route
discovery. Different variants of AODV have been developed, LQ-AODV, AODV-
PA, AODV-ST, AODV-HM in order to improve the performance of the protocol
[15].

Destination Sequenced Distance-Vector (DSDV)

It is one of the first routing protocol for ad hoc networks developed based on
the Bellman-Ford proposed for the wired networks which consider the shortest
path as a route for the destination. In DSDV protocol, all the nodes maintain the
hop count for each destination and they update the routing table periodically.
This causes a slow performance when a link breaks on a path since all the nodes
need to calculate the shortest path and update the routing table from starch.
Therefore, there are two different update methodologies, incremental and full
dumps. When a node does not notice any substantial changes in the local
topology, the incremental update is employed, and the update just contains data
that has changed since the last full dump. The full dump is a complete dump
utilized when there have been noticeable topology changes and the message
contains all routing table data [15].

Overall the protocol works very well in networks where fewer nodes exist
and with low moderate mobility. However, it shows poor efficiency in larger
networks such as ad hoc networks where the nodes need to maintain all the
route information for the destination node.
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2.3.3 Security in Ad Hoc Networks

Security is an important issue for ad hoc networks, especially for security-
sensitive applications. If cyber attackers get into the signal range, they will
usually be able to connect to a wireless ad hoc network, and thereby connecting
to the devices. This topic has been studied by many different researchers, e.g.,
Zhou and Haas [23] studied on secure routing and how to set up a secure key
management service on private networks. Stajano and Anderson [19] proposed a
solution called resurrecting duckling which is a security policy model that defines
a device’s secure temporary relationship with multiple serialized owners.

The studies on security in ad hoc networks can be broadly classified into two
different schemes: the credit-based scheme in which a payment system is set up
for each node to be paid to transmit packets, and the reputation-based scheme in
which misbehaving nodes will be detected by network nodes and disconnected
from the rest of the network.

Another important issue to manage in MANETs is its high power consump-
tion. Some individual nodes may be selfish enough to take advantage of other
nodes and may not want to share their own resources. These nodes may refuse
to transmit data due to their selfish behavior. Such nodes are called misbehaving
or selfish nodes.

Several different techniques [13], [5], [6] have been proposed to detect the
effects of such nodes, and some have also been proposed [14] to avoid using
these nodes in ad hoc networks to transmit a data packet.

In a study by Marti et al. [14] some techniques are suggested for MANETs
similar to these of our work. They were developed for detecting the misbehaving
nodes and avoid those nodes in a data packet transfer across the network. They
use a watchdog logic that overhears the transmission on the wireless medium and
identifies the misbehaving node, and pathrater logic which helps prevent those
misbehaving nodes in future route selections. However, this proposed solution
can only make successful detection if the next hop node is transmitting the data
packet. Neither it did not propose a logic to notify the destination node about
this misbehaviour.

In another study by Liu et al. [13], a solution proposed called Acknowledgment-
Based Approach. In a nutshell, this solution proposes a special two-hop acknowl-
edgment (2ACK) that will be sent back to the transmitting node that the data
packet has been successfully received by the receiving node.
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In a study by Suguna and Subathra [20], one of the most popular authenti-
cation schemes for ad hoc networks involves a distributed certificate authority
based on Public Key Infrastructure (PKI) studied and proposed a solution. PKI
concept has a certification to identify devices while communicating over a net-
work. The cryptography used in PKI offers a virtual Certification Authority
(CA) where many nodes perform certification services collectively. The concept
of Certificate chaining fits very well with ad hoc networks due to its distributed
and infrastructure-less manner. Also, it raises some questions about the access
of the unknown nodes to the network a high level of security needs to be guar-
anteed. In order to improve the performance of the ad hoc networks, Suguna
and Subathra proposed a scheme called a stable chain-based authentication. They
aimed to handle the link breakage and unstable topology problems which causes
unstable performance of MANETs with delays and losses of data packets. They
proposed to do the chain of certificates through stable links that are already
determined by each node in the chain with a calculation and showed that their
proposed scheme shows better performance in terms of end-to-end delay, packet
delivery late, and authentication time. But detection of a possible misbehaving
node or an attacker node is not defined in this scheme.
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3
System Model

We consider a wireless network formed with N communication nodes. For
each node m, we have a 𝒞𝑚 that have a good channel with m. Therefore, packets
transmitted by node m𝑖 can be correctly decoded by all nodes in 𝒞𝑚 . This
wireless network will be considered as a graph where nodes are the devices
and two nodes are connected by an edge if there exists a direct communication
link between them. We assume these direct communication links in this wireless
network are authenticated, i.e., each node can verify that a received packet comes
from the declared sender. This occurs only for each single hop. The wireless
network will allow a data transfer from a source node (SN) to a destination node
(DN) that cannot hear each other directly. Fig. 3.1 shows an example of the
considered wireless network.
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3.1. ATTACK MODEL

Figure 3.1: Wireless network packet transfer.

Transmitted data is organized in packets and each packet contains the route
ℛ of 𝜌 nodes intended to be followed by the packet from SN to DN, i.e.,

ℛ = {𝑚1, 𝑚2, ..., 𝑚𝜌}, where 𝑚𝑖 is 𝑖th node on the route. (3.1)

3.1 Attack Model

A spoofing node aims on transmitting packets to the DN impersonating the
SN, i.e., making the DN believe that the packet comes from the SN. In this attack,
the attacker can send the packet to any nearby node, which will forward it to
the DN according to the route ℛ indicated in the packet. Here we assume that
either the authentication mechanism used by attacked node does not work so
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that it will accept the packet (i.e. the receiving node is a victim) or the attacker
is a node of the network itself.

3.2 Problem

In this work, we aim at designing an authentication mechanism such that
the DN (together with the other nodes in the network) can distinguish between
packets coming from SN and those coming from the attacker. To this end, the
network nodes will cooperate in the authentication procedure.

3.3 Solution

We define the packet structure as in Fig. 3.2.

Figure 3.2: Packet structure

The packet includes two separate parts: the public and the data part. The
public part has the hash of the data block, the route of the packet, and a times-
tamp (TP).

In order to prevent the attack, the protocol works as follows. The nodes that
overhear the transmission, denoted as watch dog nodes (WDNs) will first check
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that the packet is transmitted by a node on the route, and if so they will approve
that it was transmitted by a routed node. The set of WDNs for node m is the
subset of 𝒞𝑚 not containing nodes of the route ℛ i.e. Equation 3.2.

𝒞𝑚 ∩ ℛ𝑐 , where ℛ𝑐 is the set of 𝜌 in the route (3.2)

We define the set of WDNs of node m,

𝒲𝑚 = 𝒞𝑚 ∩ ℛ𝑐 (3.3)

The same way we define the count of m authenticated by a WDN in the route
ℛ as 𝜔.

Based on this check if the transmitted packet did not come from the actual
node, the transmitter is either an attacker (AN) or a victim (VN). No matter if it is
accessed from outside of the wireless network or by an impersonated node that
was already in the wireless network, an alarm will be sent to the DN to warn that
the incoming packet is not legitimate. Following this situation, this node will
be excluded from the new route. The new route for sending the alarm to DN is
called an alternative route (AR). Since there might be more than one attacker in
this WN, alarm messages will also be sent by this protocol to be authenticated
in each transmission.

The probability that a node has at least one WDN is

𝛽 = P(|𝒲𝑚 | ≥ 1) (3.4)

The probability that each node in route ℛ has at least one WDN is

𝜐 = P(𝑚 ∈ ℛ ∩ |𝒲𝑚 | ≥ 1) (3.5)

Let 𝛿(ℰ) = 1 if there is an AR from WDN m to DN given that nodes in the set
ℰ are corrupted, and 𝛿𝑚(ℰ) = 0 otherwise.
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The probability of having an AR is

𝜙 = P(𝛿𝑚(ℰ) = 1) (3.6)

where the randomness is given by the set of corrupted nodes.

The probability that each node in route ℛ has at least one WDN and an AR
is

𝜓 = P(∀𝑚 ∈ ℛ ∃m ∈ 𝑊𝑚 : 𝛿𝑚(ℰ) = 1) (3.7)

Fig. 3.3 demonstrates an occasion where an attacker node is detected by
WDN. The WDN sends an alert packet to inform the DN that the incoming
packet is not legitimate.

Figure 3.3: Attack detection and alarming by WDN through an AR.
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4
Simulation Setup

We design a simulation system to generate random wireless networks using
various variables such as the number of nodes in the network and the probability
(𝛼) of connections between the nodes. Then we assess the performance of the
reported security method in the simulation.

4.1 Creating Wireless Network Graphs

Python3 was used for this solution to simulate, collect data about the network
and perform the calculations to review the solution success rate with its own
libraries. These libraries are networkx to create and manage complex networks,
pandas to manipulate and handle the data sets, and matplotlib to create figures.

As a first step, we chose Erdös-Renyi network model to create random graphs
according to the Chapter 3. In a nutshell, the idea of this model is to start with
creating a network with the given number of nodes and no edges amongst
them. Then choose randomly two pairs of nodes to be connected according to
probability to connect any two nodes. The 𝛼 is chosen as a unit interval between
0 and 1.

Total number of the possible edges is

𝑁(𝑁 − 1)
2 𝛼 , (4.1)

where N is the total node count in the network.
Based on this model an undirected graph network was created and the
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following steps are implemented to generate a network.

1. Initialize an empty graph from the networkx library
1 G = networkx.Graph()
2

2. Create nodes into this graph for the given number of nodes
1 G.add_nodes_from(range(nodescount))
2

3. If the given 𝛼 is 1, set it as a complete graph where every nodes are
connected. If it is 0, set it to an edgeless graph where no edges exist. Else
follow the next steps

4. Create a Python tuple which contains all the possible edge combinations
1 edges = combinations(range(nodescount), 2)
2

5. For each node, select a random edge available from the edges tuple cal-
culated above in order to guarantee that the created graph is connected.
Then, loop through edges tuple for each node to add more edges selected
randomly by comparing 𝛼 with a float number in the interval [0, 1) like
below

1 if random.random() < probability:
2 G.add_edge(*an_edge_from_tuple)
3

Following these steps provides us not only a graph where each node has an
edge but also ensures that the resulting graph has at least one route from one
node to any other node.

After the graph has been created, the Bellman-Ford algorithm was used to
calculate all the shortest paths between nodes. Roughly, this algorithm works
in a bottom-up manner. It calculates the distance from SN to all the other nodes
and then selects the shortest paths for each node pairs. This algorithm was
chosen because it does not loop through the same nodes over and over while
finding a path. So, it is applied to calculate the paths between each nodes with
networkx library function and stored into a Python 3 dictionary like below.

1 path_dict = dict(networkx.all_pairs_bellman_ford_path(G))

Thus, a Python3 dictionary with the shortest path for each pair of nodes
P obtained. A random path has been selected from this dictionary by using
python uniform random variable generator.

Fig. 4.1 below shows an example graph of the wireless network built with 10
nodes and 𝛼 of 0.1. The node that initiates the first packet transfer is called SN,
and the last node to receive this packet is called DN in the graph. The edges
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marked with green color display the randomly selected route for the packet
transfer between SN and DN.

Figure 4.1: Random generated wireless network graph.

4.2 Collecting Data Sets

Nodes that have a connecting edge are called neighboring nodes (NN). A
NN is defined by the edge existing between its pair. In order to label a NN as
a WDN it has to be able to pass the (3.5). The WDNs were used to calculate
the percentage of the nodes authenticated in route ℛ. An AR is calculated
starting from this WDN by excluding that node to which the WDN neighbors
like described in the (3.6) to calculate the percentage of the system monitored.
All the shortest ARs are listed from this WDN to DN using all_shortest_paths
function of the python networkx.

A Python3 dataframe was created to store those information of the nodes in
the R. This dataframe named as Route Analysis.

The process of obtaining these data sets is repeated a thousand times with
different values for the total nodes and 𝛼 to gather more consistent data.

Table 4.1 shows an example of a dataframe obtained from the analysis of the
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network Fig. 4.1.

Table 4.1: Route Analysis

node neigbors WDN ARs

SN 1 0 0
N4 2 0 0
N6 4 2 1
N5 2 0 0
N7 2 1 0
DN 1 0 0

According to result set Table 4.1, there are only two nodes has at least one
WDN can authorize the transmissions and only one node has an AR to commu-
nicate with the DN to send an alarm packet.

To define the authentication level of the network with this solution three
different proportions were considered for 𝜐, 𝜙 and 𝜓.

Overall data collection steps were repeated for a hundred times with a variety
of the values of:

• Total number of nodes 𝑁

• Probability 𝛼

• Route length |𝑅 |

Following Table 4.2 shows an example of the data sets obtained during the
data collection step. This data sets were created in order to calculate 𝜐, 𝜙 and 𝜓

according to equations described in Section 3.3.
According to Equation ( 3.3), a data set is collected to analyze WDNs in

the ℛ route. These results are averaged because these samples are collected in
simulations where networks are constructed a thousand times for each selected
𝛼 and 𝑁 values. The Table 4.3 shows a sample data set captured during network
simulations for 𝑁 = 10. The collection of the data set is repeated for every N
selected; 10, 20, 30, 50 and 100.

28



CHAPTER 4. SIMULATION SETUP

Table 4.2: Network Analysis

N 𝛼 𝜐(%)

10 0,01 44
0,05 59
0,1 71

0,25 91
0,5 99

20 0,01 55
0,05 73
0,1 87

0,25 99
0,5 100

50 0,01 65
0,05 91
0,1 99

0,25 100
0,5 100

100 0,01 72
0,05 99
0,1 100

0,25 100
0,5 100

Table 4.3: WDN 𝜔 Analysis for N=10

N 𝛼 𝜔 = 0 𝜔 = 1 𝜔 = 2 𝜔 = 3

10 0.01 1.376 3.217 0.146 0.001
0.05 1.508 3.01 0.616 0.029
0.1 1.513 2.926 1.027 0.093
0.15 1.343 2.924 1.449 0.154
0.2 1.338 2.887 1.658 0.269
0.25 1.275 2.763 1.915 0.397
0.3 1.07 2.695 2.225 0.545
0.35 1.01 2.603 2.331 0.758
0.4 0.846 2.492 2.551 0.916
0.45 0.662 2.29 2.778 1.146
0.5 0.537 2.049 2.935 1.409
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5
Numerical Results

In this chapter, we evaluate our authentication approach using the simulation
networks described in Chapter 4. We used them to visualize and analyze the
randomly created networks successful authentication level from Section 3.1.

5.1 Analysis of Node Authentication

Equation (3.5) is used to prove that a node in route ℛ is authenticated by the
WDNs. Following this, the network is analyzed according to the pairs of 𝑁 & 𝛼

and, |𝑅 | & 𝛼.
Following Fig. 5.1 is an analysis result of the networks evaluated with 𝑁 &

𝛼 pair based on the data frames we obtained.

Figure 5.1: Probability 𝜐 vs probability 𝛼 for various number of nodes M.
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As 𝛼 increases, the 𝜐 increases, since 𝛼 directly affects the edge existing
between the nodes. This increases the chance of getting a WDN for each node
in the ℛ. We see that the first data frame with 𝛼 = 0.01 and 𝑁 = 10 gives an
authentication level 45% and this rate increases gradually. It reaches 100% when
𝛼 = 0.4 and 𝑁 = 20 and continues same with 𝛼 increasing. The same correlation
can be observed with all other 𝛼. Considering this fact, we can evaluate that the
closer the value of 𝛼 to 1, the more likely nodes can be authorized by WDN.

Meanwhile, we see the same equivalently between 𝑁 and 𝜐. While the 𝑁 is
steadily increasing, the chances that a WDN exist for 𝑁𝑖 will also increase the
same way. Thus, for example, at 𝛼 = 0, 01, 𝑁 = 20 is more robust than 𝑁 = 10,
although 𝛼 is at lower values. While 𝑁 increases, it is significantly quicker to
reaching the peak of 𝑁𝑖 𝜐. For example, when 𝑁 = 100 and 𝛼 is 0, 05 all the
nodes in ℛ already have a WDN, even this can be a complete graph.

In order to approach the node validation level analysis from another angle,
we made a new data set and examined it. This data set was obtained this time
with grouping by the |𝑅 | and 𝛼 by not considering the 𝑁 .

Figure 5.2: Probability 𝜐 vs probability 𝛼 for various |𝑅 |.

In this analysis, we cannot observe a linear increase in the 𝜐 level where |𝑅 |
value is low such as 2, 3. The reason for this is that while the 𝛼 is low, the rate of
nodes connected being on ℛ decreases the same way. However, we can observe
the equivalent of 𝛼 and 𝜐 as in the previous analysis. But where 𝛼 is low, it’s not
possible to say exactly that.

32



CHAPTER 5. NUMERICAL RESULTS

We can say that the relation between |𝑅 | and 𝜐 is inverse proportion with
minor inconsistencies. The reason for these minor inconsistencies in the graph
is that the |𝑅 | are chosen randomly, regardless of the 𝑁 . The fact that having low
value of 𝑁 and an |𝑅 | value close to this number in some randomly generated
networks may explain this situation. Likewise vice versa of this. Another reason
to have these inconsistencies are having a |𝑅 | high value only while the 𝑁 is high.

5.2 Analysis of Route Authentication

In order to analyze an R in the network, we need to consider 𝑅𝑛 have at least
one W and from this W there exists an AR to D as explained in Equation 3.6.

In the Fig. 5.3 below, we will see the correlation between the 𝑁 and 𝛼 on
overall 𝑅𝑖 .

Figure 5.3: Probability 𝜙 vs probability 𝛼 for various number of nodes M.

At first glance, we see that the route verification level rate is lower than in
Fig. 5.2. This is because the calculation is done taking into account 𝑅𝑛 individu-
ally in the previous analysis but here each 𝑅𝑖 affects the overall rate for the level
of route validation since we are looking for an existing of AR.

We observe that the route authentication level is low where the 𝛼 is low, as
we have seen in the past analysis. The 𝛼 and route authentication levels have a
straight ratio, so the graph also increases linearly. If we consider the part where
the 𝑁 = 10, the 𝛼 of nodes connecting to each other should be quite high so that
more probably an AR exist there overall for 𝑅𝑛 . Meanwhile, when we check
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how the 𝑁 affects the route authentication level, we see a similar result with
the correlation to 𝛼. It is very clear to say that the reason for this is although 𝑁

increases and you have a low 𝛼 such as 0.05, this 𝛼 is proportional to the 𝑁 and
thus more edges are obtained. Therefore, we see that with the increase of 𝑁 ,
the peak point is reached quickly in numbers such as 50, 100 and continues the
same way with higher 𝛼 as linear.

In the following analysis we will see the correlation between |𝑅 | and 𝛼 on
route authentication level. So, the Fig. 5.4 shows this relationship with the
selected 𝛼 values.

Figure 5.4: Probability 𝜙 vs probability 𝛼 for various |𝑅 |.

In this graph, we observe irregular increases while the 𝛼 value is low as in
the previous |𝑅 | and 𝛼 analysis. It is possible to observe that it even goes to 0 in
some values such as at |𝑅 | = 3 and 𝛼 = 0.01 or at |𝑅 | = 5 and 𝛼 = 0.3 where it
is hard to obtain an AR for 𝑅𝑖 . This may also be due to the random sampling of
networks with various R values from these particular points compared to other
generated networks. We can see better sampling with |𝑅 | = 3 or |𝑅 | = 4. We can
observe the direct ratio with 𝛼 by considering these samples. It is possible to say
that R is better authenticated and AR exists to D when attempting short-range
packet transfer (lower value of |𝑅 |).
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5.3 Analysis of Full Network Authentication

In this section we will analyze the network on a different angle. In addition
to the analysis of the authentication of each 𝑅𝑖 , we examined the authentication
of 𝑅𝑛 . Moreover, we need at least an W for 𝑅𝑛 and an AR. This analysis was
made according to Equation 3.7. The Fig. 5.5 shows the resulted graph of this
analysis.

Figure 5.5: Probability 𝜓 vs probability 𝛼 for various number of nodes M.

When we look at the previous analyzes, we see that the authentication level
is lower here. This is because as specified in Equation 3.7, in this analysis each
node must have a WDN and an AR from those nodes to the DN. Therefore,
when we consider that this should be provided at every m node in the ℛ route,
this rate will definitely decrease.

We observe that at low 𝛼 values, namely 0.01𝑜𝑟0.05, it is not possible at all to
have control over the entire network. Despite the increase in 𝑁 , it is not possible
to observe significant changes in these authentication levels. However, with
the joint increase in 𝑁 and 𝛼, we can say that it is not difficult to have control
over the entire network. Therefore, we can state that analysis shows us that
high authentication level rates can be achieved in the network with very high 𝛼

values or very high numbers of 𝑁 .
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5.4 Analysis of WDN Workload

In this part of the analysis, we take another perspective to understand the
roles of WDN in the route ℛ. We consider Equation( 3.3) and hence Table 4.3
along with the other 𝑁 selected as the backbone of this analysis. We created this
analysis for values of 𝜔 <=3. The following figures (Fig. 5.6, 5.7, 5.8, 5.9, 5.10)
display the resulted analysis in graphs.

Figure 5.6: Count of node m with 𝜔 for various 𝛼 and 𝑁 = 10.

Figure 5.7: Count of node m with 𝜔 for various 𝛼 and 𝑁 = 20.
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Figure 5.8: Count of node m with 𝜔 for various 𝛼 and 𝑁 = 30.

Figure 5.9: Count of node m with 𝜔 for various 𝛼 and 𝑁 = 50.

Figure 5.10: Count of node m with 𝜔 for various 𝛼 and 𝑁 = 100.
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Looking at these numbers, we see that within a lower 𝛼 value such as 0.01,
0.05, the nodes have quite a few neighbors, so WDNs have few connections to
a node m on the route ℛ. We can observe that having numerous WDNs with
𝜔 = 3 is only possible with a higher 𝛼 value, and this ratio increases linearly.
Likewise, we observe that while 𝜔 = 0 ratio decreases, 𝛼 ratio increases.

In the other hand, we can say that a WDN controlling multiple nodes can
actually weaken the system’s authentication rate in cases where the WDN is
misbehaving.
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6
Conclusions

It is known that wireless networks without a centralized entity such as ad hoc
networks have a problem authenticating the transmitter nodes in a data packet
transfer.

We presented an authentication mechanism by checking whether the trans-
mitter node is on the route ℛ specified by the first node where the data transfer
starts, SN, for each transmission to the last node, DN. In cases this authentication
fails for any node, the authenticator node, WDN, sends an alarm packet through
a new route, AR, to DN by eliminating that node in order to notify that the
incoming packet is not legitimate.

We created a setup in to analyze and perform the tests for the proposed
solution. The results in showed us that a high ratio of success on the detection
of misbehaving nodes is easier in the networks where high number of the com-
munication links exist for the nodes in the route ℛ. Also, obtaining a secure AR
is slightly difficult where fewer communication links exist.

We analyzed wireless networks with various node counts and thus, proved
that the presence of more nodes in the wireless network drives more control
mechanisms and increases the percentage of authentication with the probability
of multiple neighbors occurring at each node in the route ℛ.

Also, we analyzed the same networks with different route ℛ lengths, and
saw how this length affects authentication. Here, we have considered that
consistent results may not occur in some networks and interpreted accordingly.
Considering that these randomly selected route lengths are directly related to
the total number of nodes in the network, we can say that the presence of excess
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nodes and communication links also increases the percentage of authentication.
Finally, we analyzed how many nodes a WDN controls on the route and real-

ized the robustness of the authentication mechanism when a WDN misbehaves,
such as being AN or VN.

We can conclude that wide networks with many nodes can increase the
security of the system. Considering that this may not be the case for every
wireless network, the WDN definition can be extended to include nodes in the
route as well. For example, any neighboring node can be considered a WDN.
Thus, one step further, a receiving node can also act as a WDN to the transmitter
node.
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