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Abstract

The astrophysical sources of neutrinos with energy above GeV are to date unknown. A discovery
of these objects would provide a smoking gun signature of the unknown cosmic rays sources, since
their production is correlated. In addition, neutrinos are a unique tool to probe the most extreme
environments in our Universe: their interaction cross section is low and they are electrically neutral,
allowing them to travel undeflected and almost unabsorbed.

The IceCube detector, located at the South Pole, observes neutrinos in the energy range from
TeV to PeV. Real-time analyses process the IceCube data in order to rapidly identify signal neutrinos,
sending alerts to the astrophysical community for follow-up observations in case of interesting results.
Two of them are relevant for this work, both searching for signal neutrino clusters from individual
sources: one monitors known transient gamma-ray sources, the other performs an unbiased all-sky
search.

This work focuses on testing the core algorithm of these real-time analyses. Neutrino clusters from
point-like sources, characterised by number of signal neutrinos, flux spectral index and flare duration,
are simulated for sources in different positions in the sky. The reconstruction quality of the cluster
parameters is studied, highlighting the behaviour of the algorithm for different simulation conditions.
The discovery potential, i.e. the flux that yields a 5σ discovery in 50% of the cases, is also evaluated
for every simulated source. Finally, the possibility to identify sources emitting neutrinos during time
scales shorter than few hours is discussed.





Chapter 1

Introduction

Multi-Messenger Astrophysics is a branch of Physics that studies the objects in the Universe
connecting the information obtained from different messengers: cosmic rays, neutrinos, photons and
gravitational waves. In Chapter 2, the general properties of the four messengers are discussed, as well
as some detection techniques and source candidates.

Since the discovery of cosmic rays by V. Hess in 1912 [1], physicists have asked themselves about
the origin of these extra-terrestrial particles, whose sources could open our eyes to the most extreme
environments in our Universe. The accelerators built by humans can reach maximum energies far
below the ones of cosmic accelerators. Cosmic rays are charged particles, therefore they are deflected
by magnetic fields present in the Universe: this implies that the reconstructed arrival direction at our
planet does not point back to their source. In addition, cosmic rays can be absorbed, thus they can
reach us only if produced by near sources. We have not identified the sources of high-energy cosmic
rays yet.

After being produced in cosmic accelerators, cosmic rays can interact with ambient hadrons present
near the source yielding charged pions that decay (among other particles) to neutrinos or neutral pions
that decay to photons. Identifying astrophysical sources of these particles provides a smoking gun
signature of cosmic rays sources. Since they are electrically neutral, they travel undeflected from their
source to our planet and by reconstructing their arrival direction we can infer their production site.
The neutrino interaction cross section is very low if compared to the photon one: the photon flux at
very high energies is greatly reduced with respect to the neutrino flux. Thus, neutrinos rather than
photons can be used to study very high energy processes.

Up to now, by performing time-integrated searches, we have detected a diffuse neutrino flux [2, 3]
but we have not discovered single high-energy (& 100 GeV) neutrino sources. Only two astrophysical
neutrino sources have been identified: the Sun and the supernova SN1987A. However, neutrinos
produced by these two objects are in the MeV range. Supernova SN1987A has been the first Multi-
Messenger observation, since both photons and neutrinos produced by this source have been detected
in 1987.

Time-dependent searches, optimised for transient sources, are now expected to provide better
results and to reveal the first sources of high-energy astrophysical neutrinos. By selecting short
time windows of several days, rather than using several years as for the time-integrated searches,
the background of atmospheric particles is greatly reduced. In addition, observing the same source
or process with more than one messenger increases the significance of the discovery. For example,
particular processes as black holes mergers can produce all the four messengers, thus they are very
interesting for multi-messenger studies. Therefore, it is important to develop real-time analyses able
to quickly provide results in order to send alerts to the astrophysical community to inspire follow-up
observations, i.e. real-time observations of the same event performed by different experiments.

The largest neutrino detector in operation is IceCube, discussed in detail in Chapter 3, that is
located at the South Pole. It exploits a volume of deep polar ice of the order of 1 km3 instrumented
with photo-multiplier tubes. The optical sensors detect the Cherenkov light of charged particles
produced in the neutrino interaction with the ice. Depending on the neutrino flavor and on the type
of interaction (weak neutral or charged currents), the products of the neutrino interaction can leave
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CHAPTER 1. INTRODUCTION

different signatures. The best signal topology to search for point-like neutrino sources is a track-like
signal, since it provides a very good angular resolution. When a muon neutrino undergoes charged
weak interaction, it produces a muon that can traverse all the detector instrumented volume, seen as
a track with a long lever-arm.

Astrophysical neutrinos are not the only particles that leave this type of signal in the detector.
Neutrinos and muons produced by the cosmic rays interaction with the atmosphere are the main
component of the background, having rates 3 and 9 orders of magnitude higher, respectively, with
respect to astrophysical neutrinos. A filtering procedure selects muon track-like events, after which
the data are processed to reduce the background and to estimate the direction and the energy of the
primary neutrinos.

The sample of events passing the filtering and reconstruction procedure is an input for a real-time
time-dependent analysis searching for neutrino sources, identifying clusters of astrophysical neutrinos.
This is used, for example, to monitor known gamma-ray emitters as well as to perform an unbiased all-
sky search. If a neutrino cluster is marked as an interesting event, alerts are sent to the astrophysical
community and to the IceCube partner detectors, like the MAGIC Cherenkov telescope in the Canary
Islands [4, 5], to perform Multi-Messenger follow-up observations. Chapter 4 discusses all the steps of
the event filtering and reconstruction procedure and describes the real-time analyses.

My thesis is devoted to test the core algorithms of the real-time time-dependent analyses for
the search of high-energy point-like astrophysical neutrino sources already deployed or soon to be
deployed at the South Pole. They exploit a maximum likelihood algorithm which aims at providing
the number of astrophysical neutrinos coming from individual sources, their spectral index and the
duration of the source flare. Chapter 5 describes in detail the data sample features, the probability
density functions used in the analysis, the likelihood maximisation and the results of the analysis
by simulating different sources, e.g. a different flare duration or different neutrino fluxes. Studying
the behaviour of the analysis in several conditions is very important to understand and interpret the
features of the results. In addition, the sensitivity to transient sources is discussed. Before studying
the time-dependent analysis, similar tests for an easier time-integrated version are performed for
comparison and to better understand the different components of the analysis.

Chapter 6 summarises the conclusions obtained in this work and discusses the future perspectives,
taking into account the improvement of the IceCube detector that will be performed in the following
years.
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Chapter 2

Multi-Messenger Astrophysics

In 1912, V. F. Hess discovered cosmic rays, i.e. extra-terrestrial charged particles striking our
planet. He detected the ionizing radiation with an electroscope while being on a balloon, in order
to change the altitude of each measurement. From a certain height and above, the ionization rate
increased, suggesting an extra-terrestrial origin of the radiation [1]. This measurement can be thought
as the beginning of Astroparticle Physics, a branch of Particle Physics that studies particles of astro-
nomical origin and their relation to cosmology and astrophysics.

In particular, there are four different types of messengers that arrive from space and allow us to
study the objects populating our Universe:

• Cosmic rays;

• Neutrinos (to which this work is dedicated);

• Photons;

• Gravitational waves.

Each messenger provides a complementary view of the sources and has unique properties. A sketch
representing the four messengers and some examples of production mechanisms discussed in the fol-
lowing sections are reported in Figure 2.1.

Figure 2.1: Not-to-scale sketch of observable particles striking our planet and some examples of production
mechanisms. Taken from [6].
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CHAPTER 2. MULTI-MESSENGER ASTROPHYSICS

The information obtained from different messengers can be joined together, for example to increase the
significance of the single observations and to provide more information on the underlying mechanism.
All the messengers are studied together in the branch of Physics called Multi-Messenger Astrophysics.

In the following sections the properties and some examples of detection methods, experiments
and potential sources are summarised for each messenger. Cosmic rays are described in Section 2.1,
neutrinos in Section 2.2, photons in Section 2.3 and gravitational waves in Section 2.4.

2.1 Cosmic Rays

Primary Cosmic Rays (CRs) are charged particles striking our planet, like protons or heavier
nuclei, whose energy varies between 108 eV and 1020 eV. Figure 2.2 shows the measurements of the
cosmic rays flux provided by different experiments, as a function of the particle energy.

Figure 2.2: Cosmic rays flux spectrum measurements. The flux is multiplied by E2.6 to underline its energy
dependent features. The experiments names are reported on the left. The three changes of the flux spectral
index are reported as blue words above the data points. Taken from [7].

The CR flux value spans several orders of magnitude. Nowadays human-made accelerators can reach
maximum energies up to few TeV [8], far below the ones obtainable with astrophysical sources [9].
The flux φ is modeled with an unbroken power-law, defined by

dφ

dE
= φ0 ·

(

E

E0

)γ

, (2.1)

where φ0 is the flux normalisation at the reference energy E0 (typically 1 GeV) and γ is called “spectral
index”. The unbroken power-law model is used for the fluxes of neutrinos in this work, too.

In Figure 2.2 the flux is multiplied by E2.6 in order to highlight energy dependent features of the
results. Before the so-called “Knee” around 3 PeV, the spectral index is approximately -2.7 and the
CR are supposed to originate mainly from inside our galaxy. After the Knee but before the second
Knee the spectral index changes to ≈ -3.1, the particle origin is thought to be extra-galactic (as, thanks
to the higher energy, the charged particles can escape the galactic magnetic field) and the cosmic rays
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CHAPTER 2. MULTI-MESSENGER ASTROPHYSICS

composition tends towards heavier nuclei. After the second Knee the spectral index moves to ≈ -3.3.
At the “Ankle” around 5 EeV the spectral index is approximately -2.5 [10].

Cosmic rays with an energy above 1 EeV are called Ultra-High Energy Cosmic Rays (UHECRs).
Above 100 EeV a strong suppression of the flux is evident: its origin is one of the most important open
questions regarding cosmic rays. We still do not know whether is due to the fact that cosmic rays
accelerators can not exceed this energy or to the Greisen-Zatespin-Kizmin (GZK) cut-off [11, 12]. The
latter consists in the interaction of UHECRs with a photon from the Cosmic Microwave Background
(CMB) producing a ∆+ resonance that suddenly decays. The processes are the following:

p+ γCMB → ∆+ → p+ π0 (2.2)

→ n+ π+

The protons produced by the ∆+ decay can repeatedly undergo this process until their energy is
below the threshold of 5 · 1019 eV for this process to happen.

Primary cosmic rays, i.e. the ones striking our planet, are mainly composed of hadrons (98%),
while the remaining 2% is made up of leptons (mainly electrons and, to a lesser extent, positrons).
The hadronic component is made up of protons (88%), α particles (11%) and heavier nuclei (Z > 2).
A small fraction consists of anti-protons.

The interaction of the primary CRs with the nuclei of the atmosphere produces secondary hadronic
particle showers composed primarily of protons, neutrons, pions, kaons and low Z nuclei. In particular,
neutral pions decay with a branching ratio ≈ 100% via

π0 → γ + γ (2.3)

and each photon can initiate an electromagnetic shower. Charged pions and kaons mainly decay into
muons and neutrinos via these two decay channels:

π−/K− → µ− + ν̄µ (2.4)

π+/K+ → µ+ + νµ (2.5)

Charged kaons can also decay into pions. (Anti)muons then decay via:

µ− → e− + ν̄e + νµ (2.6)

µ+ → e+ + νe + ν̄µ (2.7)

Thus, neutrinos are produced in cosmic rays induced atmospheric showers [13]. Atmospheric neu-

trinos and muons are the main component of the irreducible background for the analyses

treated in this work, that aims at identifying astrophysical neutrinos, as explained in Chap-
ter 4. The aforementioned processes are sketched in Figure 2.3.

There exist several methods to detect cosmic rays, each one efficient in specific energy ranges. The
flux around the Knee is ≈ 1particle

m2 s
and it can be directly observed with satellites: an example was the

PAMELA detector mounted on the Resurs-DK1 satellite [15]. The flux is reduced to ≈ 1 particle
km2 century

at
the highest energies, thus large-area ground-based detectors are used to detect the secondary showers
produced by the primary cosmic rays interaction with the atmosphere. The Pierre Auger observatory
in Argentina, for example, exploits a surface detector array covering about 3000 km2 with water
Cherenkov tanks and a fluorescence detector to perform this kind of observation [16].

Cosmic rays are produced in the Sun and galactic SuperNova Remnants (SNRs) have been pro-
posed in 1934 as candidate sources of cosmic rays [17]. Neutral pion decay signatures have been found
for two SNRs, confirming that they contribute to galactic cosmic rays [18]. In addition, the Pierre
Auger collaboration found an anisotropy in the cosmic rays arrival direction suggesting an extra-
galactic origin [19]. Finally, UHECRs are subject to negligible deflections due to their high energy
and momentum, so the source position could in principle be estimated. Measurements of the Pierre
Auger observatory suggested a correlation between UHECRs and active galactic nuclei [20]. However,
the sources of the highest energy primaries are still unknown.
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CHAPTER 2. MULTI-MESSENGER ASTROPHYSICS

Figure 2.3: Secondary cosmic rays production for a shower initiated by a hadronic primary. Taken from [14].

Fermi developed two models for cosmic ray acceleration in supernovae [21]. The first-order Fermi
acceleration requires moving magnetic shock fronts, at whose boundaries they resembles a plane wave.
Charged particles with energy E0 in front of the shock that moves at velocity β are scattered by
turbulent magnetic fields and can exit the shock with a higher energy E > E0. The energy spectrum
is expected to follow a power-law with spectral index -2, but the interactions between the acceleration
site and the Earth soften (i.e. increase in modulus) the spectral index. The second-order Fermi
acceleration can take place at the boundaries of moving, magnetized interstellar clouds, for which the
shock front can not be approximated with a plane wave. Particles are scattered randomly, providing
a lower energy gain.

Depending on the strength B and the radius R of the accelerating magnetic field, a particle with
charge z can be accelerated up to the energy

Emax = z B R. (2.8)

The maximum attainable energy increases with larger accelerating regions and with stronger magnetic
fields, and it is higher for particles with higher charge. Figure 2.4 shows the Hillas diagram, i.e. the
possible accelerating sites depending on the magnetic field strength and on their size.
Usually the astrophysical sources can emit more than one type of messenger. For example, Active
Galactic Nuclei (AGN) are supermassive black holes (MBH = 106 − 1010M⊙) around which matter is
accreted and by falling into the black hole it emits photons over the entire electromagnetic spectrum.
Matter forms an accretion disk thanks to the angular momentum conservation and can produce two
particle jets perpendicular to the disk. The accelerated protons in the jets can produce different
messengers by interacting with other particles. For example, they can produce pions that decays into
photons and neutrinos. Figure 2.5 shows a sketch of an AGN. If the jets are pointed to us, the AGN
is called blazar.

8



CHAPTER 2. MULTI-MESSENGER ASTROPHYSICS

Figure 2.4: Hillas diagram showing the possible accelerating sites depending on the magnetic field strength
B and on the size L. The solid (dashed) line shows the GZK cut-off for protons (Iron). (SNR = SuperNova
Remnants, IGM = InterGalactic Magnetic field). Taken from [22].

Figure 2.5: Sketch of an active galactic nucleus [23].

2.2 Neutrinos

Neutrinos are fundamental particles of Nature. They are electrically neutral leptons with spin 1/2
and they have three flavors: electron neutrino νe, muon neutrino νµ and tau neutrino ντ . The Standard
Model of Particle Physics predicts the neutrino mass equal to zero. However, it was discovered that
they can change flavor while propagating from their production site to the detector [24]. Flavor
oscillations can only happen if neutrinos are massive and their flavor eigenstates (νe, νµ, ντ ) are
not equal to their mass eigenstates (ν1, ν2, ν3). Therefore, studying the neutrino oscillation can
unveil aspects of the so-called Beyond Standard Model Physics, that studies possible generalisations,
extensions or modifications of the Standard Model to include phenomena without an explanation
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within the present version. The differences between the squares of the neutrino masses are m2
2−m2

1 ≈
7.59 · 10−5 eV2 and |m2

3 −m2
2| ≈ 2.43 · 10−3 eV2, where m1, m2, m3 are the masses connected to the

mass eigenstate ν1, ν2, ν3, respectively [25]. However, we have only upper bounds on the absolute
mass scale (mν . 0.2 eV [26]).

Since neutrinos are leptons they do not interact via the strong interaction and because of their
zero electrical charge they do not interact via the electromagnetic interaction, thus they are not
deflected by magnetic fields. This is very important in Astroparticle Physics, because, as opposed
to cosmic rays, the arrival direction of neutrinos at our planet points directly to their production
site. Therefore, astrophysical neutrino sources can be identified by reconstructing the direction of the
detected neutrinos. Neutrinos can interact via the weak interaction exchanging W+, W− or Z0 bosons
with other particles, like charged leptons or quarks.

The neutrino interaction cross section in very low if compared to the strong and electromagnetic
forces (typical values are 10−44 cm2 [27]). Thanks to this property neutrinos are a unique tool to
study the Universe, but they are also difficult to detect. In fact, on one hand, when an astrophysical
source produces neutrinos they travel undeflected and almost unabsorbed, preserving the information
on the flux. On the other hand they are likely not to interact even in the detectors. For this reason,
special techniques have been developed to observe neutrinos.

Neutrinos in the MeV range can be detected in underground radiochemical detectors, like Super-
Kamiokande in Japan [28]. However, at higher energies, the low interaction cross section connected
to the reduction of the power-law flux for high-energy neutrinos results in the need of a large scale
detector. It is cost effective to instrument naturally occurring detection mediums such as big deposits
of water or ice like lakes, deep oceans or the polar ice. The principle of operation is the following:
high-energy neutrinos, when interacting with the medium, yield charged particles that move faster
than the phase velocity of light in that medium, resulting in the production of Cherenkov photons [29]
detected by optical sensors. Water and ice in the aforementioned environments have large scattering
and absorption lengths, which permits to collect enough photons for a precise reconstruction of the
charged particles energy and direction.

This principle of operation has been exploited by different detectors. DUMAND [30] was a project
for deploying a string of 7 optical detectors in the Pacific Ocean that was used to detect the Cherenkov
light of atmospheric muons at ocean depths ranging from 2000 to 4000 meters. The Baikal [31]
experiment, in lake Baikal (Russia), started operating in 1993 with 36 photomultipliers divided in 3
strings and it provided the first three-dimensional mapping of the deep underwater Cherenkov light.
ANTARES [32] is a neutrino telescope in the Mediterranean sea off the coast of Toulon (France) at
2475 m depth composed of 12 strings holding light sensors, that provides opportunities for innovative
measurements also in Earth and sea sciences. The largest neutrino telescope is the IceCube detector,
located at the South Pole. It exploits a volume of ice of the order of 1 km3 instrumented with strings of
photomultipliers. Earth sciences benefited also from this experiments, since it provided the possibility
to study the deep polar ice. The IceCube detector is discussed in detail in Chapter 3.

The efforts to observe astrophysical neutrinos are well justified for two main reasons. Firstly, the
Universe at the highest energies is opaque to photons but not to neutrinos, as shown in Figure 2.6:
neutrinos are a unique tool to observe the most extreme environments in our Universe.
Secondly, unveiling sources of cosmic neutrinos could help solving the question about the sources of
cosmic rays. This is possible as astrophysical neutrinos are a smoking gun signature of cosmic rays
production. In fact, high energy neutrinos can be produced by charged pions and charged kaons decays
(Equations 2.4 - 2.7), where the mesons are produced by cosmic rays interacting with a photon in the
photohadronic channel

p+ γ → ∆+ → p+ π0 (2.9)

→ n+ π+

or with a nucleus N in the hadronuclear channel

p+N → π0,± +K0,± + ... (2.10)

Thus, a source of protons surrounded by photon fields or matter can produce neutrinos. At the
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Figure 2.6: Energy and wavelength spectra versus distance of the visible Universe. The region where the Universe
is opaque to photons is shown in black: about a fifth of the universe cannot be explored using photon-based
telescopes. Taken from [33].

production site the flavor ratio is generally predicted to be (νe : νµ : ντ ) = (1 : 2 : 0), but oscillations
yield a ratio at the Earth of (1 : 1 : 1).

Neutrinos in the MeV range coming from the Sun [27] and from the supernova SN1987A [34], that
is the first multi-messenger observed source as it was also detected with photons, have been detected.
These are the only two known sources of extra-terrestrial neutrinos. Several hundreds astrophysical
neutrinos are expected per year and some could be emitted by the same source as a cluster of neutrinos
during a flare. Searching neutrino clusters permits to disentangle the signal (astrophysical neutrinos)
from the irreducible background (muons and neutrinos from atmospheric cosmic rays induced showers),
and to yield a lower error on the direction of the observed source.

Up to now, after 10 years of operation of the IceCube detector, a diffuse flux of astrophysical
neutrinos in the energy range from TeV to PeV has been observed [2, 3]. Sources of high-energy
astrophysical neutrinos have not been identified with time-integrated searches yet. A correlation was
found between a high energetic neutrino (Eν = 290 TeV) and the blazar TXS 0506+056, showing
a contemporaneous increase of the electromagnetic activity, with a significance of ≈ 3σ [35]. Time-
dependent approaches are now expected to provide enough significance to claim a discovery. On short
time scales the atmospheric background is highly reduced, but the significance increases also thanks to
possible correlated emission of gamma-rays from the same source. A real-time infrastructure (Chapter
4) able to perform a fast online analysis to find clusters of astrophysical neutrinos and to send alerts
to the astrophysical community has been developed within the IceCube collaboration [10]. This work
focuses on the tests of its core algorithm for different source features, as discussed in Chapter 5.

2.3 Photons

Photons are massless bosons, carriers of the electromagnetic force. They have been the first
messenger to be detected, since the very beginning of humanity, when we started looking at the sky.
They are electrically neutral, therefore the arrival direction at our planet points directly to the source
position.

The photon interaction cross section is much higher with respect to neutrinos. The Universe can
not be studied exploiting photons of the highest energies, as already mentioned in Section 2.2. In
particular, high-energy photons interact with the Extragalactic Background Light (EBL), that is the
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product of all the stellar emission in the Universe from infrared to ultraviolet, producing an e−e+ pair.
This process significantly reduces their flux impeding the observation of distant high-energy photons
sources [36]. Neutrinos can be used to explore the region where the Universe is opaque to photons.

Different experimental techniques are used to detect photons depending on the energy range, like
telescopes on board of satellites or ground-based telescopes. For example, in the high-energy regime
(50 MeV - 300 GeV), where the photons would be absorbed by the atmosphere, satellites like the Fermi-
LAT are used to directly detect photons via pair production inside the detector [37]. Instead, due to
the low flux in the Very High-Energy (VHE) regime (Eγ > 50 GeV) that requires higher effective areas,
ground-based Imaging Air Cherenkov Telescopes (IACTs) exploit the Cherenkov radiation produced
by electrons and positrons of the photon-induced electromagnetic showers to estimated energy and
direction of the primary photons interacting with the atmosphere. The principles of operation of the
IACTs are sketched in Figure 2.7. Some examples are the MAGIC telescope [4, 5] and FACT [38] in
the Canary islands, VERITAS in Arizona [39] and HESS in Namibia [40].

Figure 2.7: Principle of operation of the Imaging Air Cherenkov Telescopes. A gamma-ray primary interacts
with the atmosphere producing an electromagnetic particle shower. The charged particles in the shower move
faster than light in air, causing the emission of Cherenkov photons. Mirrors reflect the Cherenkov light onto a
camera composed by photomultiplier tubes for the actual detection. Taken from [41].

Fermi-LAT can observe the entire sky in 3 hours, while IACTs have a small field of view of 4 deg2

and require dark conditions to observe. Multi-messenger observation with IACTs benefit from external
alerts that can inspire follow-up observations. For example, real-time neutrino analyses (like the ones
considered in this thesis) can alert partner IACTs so they can repoint the telescope to the neutrino
arrival direction. This happened for the aforementioned multi-messenger observation of the blazar
TXS 0506+056 [35]. Cosmic rays can interact with matter surrounding the AGN, producing charged
pions decaying to neutrinos and neutral pions decaying in gamma rays: joining the information of
these two messengers is very important to test models of cosmic rays production.

Blazars (AGN with a jet directed towards our planet) have shown a highly variable behaviour
in gamma-ray emission. Other variable processes are Gamma Ray Bursts (GRBs), connected to
supernovae [42] or neutron star mergers [43], that release up to 1054 erg in gamma rays on time scales
from seconds to minutes. Again, to observe variable and transient sources, especially for short time
scales, an external alert is of great help.
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2.4 Gravitational Waves

Gravitational waves are ripples in space-time that travel at the speed of light, predicted by Albert
Einstein in 1916 as a consequence of the General Relativity theory [44]. Every asymmetric motion
of masses can produce gravitational waves, but nowadays we can detect the ones produced by huge
masses in acceleration, like black holes.

The discovery of the binary pulsar system PSR B1913+16 in 1975 [45] and the subsequent obser-
vations of its energy loss in 1982 [46] demonstrated the existence of gravitational waves. They were
discovered in 2015 together with the first observation of a two black holes merger [47].

The most sensitive gravitational wave detectors are Ligo in America [48] and Virgo in Italy [49].
They exploit laser interferometers, whose arms are 4 km long for Ligo and 3 km long for Virgo. When
a gravitational wave passes through the detector, it stretches the two perpendicular arms in a different
way and the interference of the light can be detected, revealing the passage of the wave.

When two astrophysical objects like two neutron stars or two black holes rapidly rotate one
around the other gravitational waves are emitted and the orbit decreases. This stage is shown in
Figure 2.8. The two objects merge once they are close enough. The single object then settles down
to a stable form, where any distortion in the shape is dissipated as more gravitational waves. After
producing gravitational waves, these events are expected to emit other messengers, like neutrinos
and photons [50]. However, while neutrinos are expected to be produced in the interactions between
relativistic protons and the external radiation fields of the source, gravitational waves carry information
on the multi-dimensional dynamics in the source’s central regions. Neutrinos and gravitational waves
are thus complementary messengers [50].

For this motivation, the gravitational waves observatories can alert other collaborations to inspire
follow-up observations (in the case of IACTs) or to trigger the analyses with a signal hypothesis from
the arrival direction of the gravitational wave (in the case of IceCube).

Figure 2.8: Artist’s impression of gravitational waves produced by a binary system of two black holes rotating
around each other. The grid represents the space-time, curved by the waves. Taken from [51].
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Chapter 3

Observing neutrinos in the ice: the
IceCube Detector

As anticipated in Section 2.2, in order to observe high-energy neutrinos a large scale detector is
needed. The largest is the IceCube detector, that aims at observing neutrinos in the energy range
from TeV to PeV exploiting approximately 1 km3 of instrumented ice. Charged particles produced
in the interaction of neutrinos with the polar ice can be faster than light in this medium: if this is
the case, they yield Cherenkov photons that are detected by optical sensors. This is the principle of
operation of the IceCube detector.

The deep Antarctic glacier is one of the best environments for Cherenkov light detection, both
natural and human-made. The pressure of the glacier removes the air bubbles from the deep ice,
reducing the scattering and absorption processes of the photons. In situ measurements demonstrated
that the ice present in the South Pole is even clearer than the ice produced in laboratory [52]. However,
the Cherenkov photons still undergo scattering and absorption processes worsening the detection
efficiency and the reconstruction accuracy. The scattering is mainly due to dust particles present in
the ice, like minerals grains and sea salt crystals, while the absorption is mainly caused by impurities
in the form of insoluble dust [53]. A detailed study of the deep ice is fundamental to develop proper
models of this medium, used for example to reconstruct the arrival direction of neutrinos (Section
4.4). In Figure 3.1 the scattering and absorption coefficients (the inverse of their respective mean free
paths) are shown as a function of the depth from the surface and the photon wavelength.

Figure 3.1: Effective scattering coefficient (left) and absorptivity (right) of the South Pole ice as a function of
the depth from the surface and the photon wavelength. The yellow surfaces refers to the contribution of air
bubbles to scattering and pure ice to absorption. The blue surfaces take into account all the impurities. Taken
from [53].
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Starting from 1400 m and deeper, where the IceCube optical sensors are located, scattering and
absorption are low, a part for some peaks due to dust concentrations formed thousands of years ago.
For example, the most prominent peak is due to ≈ 65 000 years old dust [54].

The knowledge about the South Pole ice and its models have seen great improvements during the
years. This was possible thanks to many efforts, such as calibration with light sources of the IceCube
predecessor AMANDA [55], ice measurements in different places of Antarctica [56, 57] and calibration
using the LEDs present in the IceCube sensors [58]. The most updated models of the ice include many
of its features, like the depth-layered structures, the effect of the refreezing of the holes created to
insert the instrumentation in the deep ice and the anisotropy [59].

This chapter describes the IceCube detector. In Section 3.1 the detector hardware is described,
as well as the efforts carried out to instrument the polar ice. Then, the interactions of neutrinos with
the ice and the different event signatures left by the particles are discussed in Section 3.2, together
with the specification of signal and background events for the analyses considered in this work and
their simulation. Finally, the detector monitoring system is summarised in Section 3.3.

3.1 Construction and Hardware

The IceCube neutrino observatory is located at the geographic South Pole. The detector consists
of 86 vertical strings deployed in the antarctic glacier. Each string has 60 vertically aligned Digital
Optical Modules (DOMs), for a total of 5160 DOMs present between 1450 and 2450 m of depth, and a
cable that connects the optical sensors to the IceCube counting house “IceCube Lab” on the surface.
86 boreholes approximately 60 cm in diameter and 2500 m in depth were created by a hot water drilling
procedure. The 5 MW Enhanced Hot Water Drill produced one hole every 48 hours by pumping 760
liters/min of water at a temperature of 88◦C and a pressure of 7600 kPa. The instrumentation was
deployed into the water-filled boreholes before the ice was reformed. The string structure is designed
to whitstand the refreezing process of the water, in order to maintain the vertical alignment of the
DOMs [60].

A schematic layout of the detector is shown in Figure 3.2.

Figure 3.2: Schematic view of the IceCube detector. On the left, the depth from the ice surface is reported
(the Eiffel Tower is shown on the right for comparison). Each vertical line represents a string deployed in the
ice and the dots between 1450 and 2450 m show the DOMs, which instrument ≈ 1 km3 of ice. The position of
the IceCube Lab is highlighted, as well as IceTop, the IceCube main Array and DeepCore with the numbers of
total stations/strings and optical sensors. Taken from [10], adapted from [60].

The primary detector is made of 78 strings arranged in a hexagonal grid with 125 m spacing between
the strings and 17 m between two consequent DOMs on the same string. The energy threshold of
this configuration is around 100 GeV. 8 strings have been deployed with a lower distance among
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themselves, between 41 m and 105 m, and the DOMs of these strings are placed between 7 and 10 m
apart. This sub-detector is called DeepCore and it has a lower energy threshold of 10 GeV. On the
ice surface is located IceTop, an array of 162 ice-filled tanks each one containing two DOMs, sensitive
to cosmic-rays induced atmospheric showers in the energy range from PeV to EeV.

Each DOM consists of several components contained in a glass sphere with a diameter of 13”
and a thickness of 0.5”, sketched in Figure 3.3(b). The sphere protects the electronics and PMT
from the long-term pressure of 250 bar, as well as from the temporary overpressure up to 690 bar
during the refreezing of melted ice in the drill hole [60]. The optical sensor is a downward-facing 10”
PhotoMultiplier Tube (PMT) secured in a high-strength silicone gel to a depth sufficient to surround
the photocathode area, that provides both good optical coupling and mechanical support. The PMT
is connected to circuit boards used for power supply, data acquisition, communication and calibration.
The maximum supply voltage for the PMTs is 2047 V. The cable leaves the sphere through a 16 mm
hole and vertically follows the string arriving at the surface. The DOM suspension and cable routing
can be seen in Figure 3.3(a).

(a) DOM suspension and cable rout-
ing.

(b) Sketch of a DOM.

Figure 3.3: Left: the DOM suspension and cable routing. Right: the DOM components present inside the glass
sphere (not shown). Taken from [60].

The PMT is sensitive to photons with wavelength between 300 nm and 650 nm and has a quantum
efficiency of 25% at 390 nm (34% for the DeepCore modules). The collection efficiency and single
photoelectron resolution of the PMT would be degraded by the South Pole magnetic field, as PMTs
are sensitive to these fields. This inconvenient is solved by placing a wire mesh grid around the PMT
that acts as a shield. The calibration is performed using the 12 LEDs present in the Flasher Board,
that can emit light with wavelengths between 340 nm and 505 nm with a controlled light output [60].
The light produced by a DOM is detected by the others and the responses are compared to the
expectations.

The PMT waveforms can be very different, depending on the energy of the particles and the
distance between the particle and the DOM of interest. The amplitude of the signal has minimum
values of 1 mV, but it can reach voltages up to 2 V. The width of the signals has values between 12 ns
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and 1500 ns (the detector time resolution is 2 ns). Not all the waveforms are recorded: noise signals
are removed by a discriminator that triggers the recording only when a threshold corresponding to
0.25 photoelectrons is crossed.

For the waveforms passing this discriminator the recording starts 75 ns before the trigger. This
is possible thanks to the Delay Board placed above the PMT. For a single photon the waveform is
available until 6.4 µs after the discriminator trigger. The PMT signal is captured and digitised by
Analog Transient Waveform Digitizers (ATWDs) and a fast Analog to Digital Converter (fADC) [61].
The ATWD collects the first 427 ns, samples at 300 Msps and has a 10-bit resolution. The fADC
is continuously sampling the waveforms, thus it has a lower rate of 40 Msps, but the same 10-bit
resolution.

The digitised waveform is proportional to the charge collected by the PMT. For IceCube, 1
photoelectron (the charge deposited by a single photon) corresponds to ≈ 1.6 pC. The outputs of the
ATWD and fADC modules are fitted with non-negative least squares using templates of single photon
pulses produced in laboratory or during in-ice studies [62]. The fit outputs a series of pulses defined
by time, charge and width that is daily transmitted by satellites to the IceCube computing center in
Madison, WI. In general the full digitized waveform is not included. If a goodness-of-fit test marks
the least squares fitting as “unsuccessful” the full digitized waveform is sent for offline studies.

3.2 Neutrino Interactions and Event Topologies

IceCube is sensitive to neutrinos undergoing deep inelastic scattering with an atomic nucleus. The
interaction does not need to happen inside the detector, as charged particles produced outside can still
be detected. For example, muons produced kilometers away from the detector but passing through
the instrumented volume are visible.

As discussed in Section 2.2, neutrinos can undergo charged or neutral current weak interactions.
Neutral current interactions are represented by

νl +X
Z
−→ νl +X ′, (3.1)

where νl is a neutrino related to lepton l=(e, µ, τ), X is the nucleus before the interaction and X ′

are the remnants of the nucleus after the interaction. The neutrino produced by the interaction is
undetected because it is electrically neutral, while the remnants of the nucleus yield hadronic particle
showers containing charged particles, that cause the emission of Cherenkov light.

Charged current interactions can be summarised by

νl +X
W
−→ l +X ′. (3.2)

While the remnants X ′ still produce a hadronic shower, the other product l can be detected since it
is a charged lepton. An electron or tau neutrino produces an electromagnetic shower, whereas a muon
above GeV energies travels enough to leave a track-like signature in the detector. The tau lepton has
a median range of ≈ 50m/PeV, so it can be identified if it has an energy of at least several PeV. In
addition to neutrinos, also muons from cosmic rays induced showers produced above the detector can
reach IceCube and leave a track-like signal.

The electromagnetic and hadronic showers produced in the neutrino interactions with the deep
ice of the South Pole have length of several meters. Compared to the distance between the DOMs,
the showers are almost point-like. For this, the Cherenkov light produced by their decay products
forms a spherical light pattern. This topology, called shower- or cascade-like, is optimal for energy
measurements, that have an uncertainty of ≈ 10% [63]. However, the directional reconstruction of the
primary neutrino is difficult and the median resolution is 10◦ at 100 TeV.

In contrast, muons leave a track-like light signature in the detector. This topology is optimal
for direction measurements, that have resolutions of 0.3◦ at 1 TeV. However, traversing the detector,
usually a large part of the energy is released outside and it is not detected, limiting the energy
resolution to a factor of 2 [10]. Examples of signatures left by a muon and by a particle shower can
be seen in Figure 3.4.
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(a) Up-going track of a 75 TeV muon. (b) A very energetic particle shower.

Figure 3.4: Examples of track-like (left) and shower-like (right) event topologies. The color of the spheres is
proportional to the time of the first photon detected in the DOM they represent, being red the earliest and blue
the latest. The size of the spheres is proportional to the logarithm of the collected charge. Taken from [10].

In summary, the events recorded by the IceCube detector can be classified using different prop-
erties. The events can be track-like if they exhibit an elongated light pattern or shower-like if the
Cherenkov light has a spherical shape. The particle producing the signal can be a muon, another
charged lepton or a charged hadron. The origin of the primary particle can be astrophysical, if the
event was produced by the interaction of an astrophysical neutrino, or atmospheric, if the event was
produced by a particle coming from an atmospheric particle shower initiated by a cosmic ray [10].

The identification of point-like astrophysical neutrino sources needs a well reconstructed primary
neutrino with a low error on the arrival direction. Thus, the track-like signatures produced by muons
are the best event topology for this study. Chapter 4 describes the procedure to select this type of
events and to reconstruct the properties of the primary neutrinos.

Selecting well reconstructed track-like events is not enough to discover point-like neutrino sources.
In fact, signal events defined by muons produced by astrophysical neutrinos are accompanied by an
irreducible atmospheric background. Muon neutrinos are not directly observed by the IceCube detec-
tor, that is able to detect only the signature of the muon. Thus, on a per-event basis, muons produced
by astrophysical neutrinos can not be disentangled from atmospheric muons or muons produced by
atmospheric neutrinos, where “atmospheric” means “produced in cosmic ray induced atmospheric
showers”. Astrophysical neutrinos are few per year, while the rates of atmospheric neutrinos and at-
mospheric muons are 1 every 6 minutes and 3000 per second, respectively. Figure 3.5 shows examples
of a signal neutrino and different background events.

The Northern sky is defined as the region of the sky with declination between 0◦ and 90◦, while
the Southern sky declination ranges from -90◦ to 0◦. Then, up-going events are defined in general as
coming from below (with respect to a person standing up in the detector), while down-going events
leave a signal in deeper DOMs as they travel further in the detector. The background is different from
the two regions of the sky.

From the Northern sky neutrinos produced by cosmic rays interaction with the atmosphere can
penetrate our planet and reach the South Pole, being eventually detected by IceCube if they interact
inside or near the detector and the daughter muon is directed towards the detector. From this region
of the sky atmospheric muons are absorbed by the Earth. However, once being reconstructed by
the algorithms explained in the next chapter, up-going tracks are not entirely neutrinos coming from
the Northern sky. Atmospheric down-going muons produced directly above the detector can leave
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Figure 3.5: Sketch of different particles striking our planet. The dashed lines represent neutral particles, solid
lines are used for charged particles, dotted grey lines represent magnetic fields. A signal neutrino, originated
from an astrophysical source, is colored in orange. A photon produced by the same source is colored in green.
Cosmic ray protons and secondary hadrons are colored in black. Muon neutrinos and muons forming the
irreducible background for searches of point-like neutrino sources are colored in blue. Taken from [10].

an ambiguous event topology, for example because the interaction happens near the edges of the
detector or a muon passes through a corner. Thus, in these cases, their arrival direction can be mis-
reconstructed, falling in the wrong side of the sky. This part of the background is not negligible as
the atmospheric muon flux is much higher than the atmospheric muon neutrino flux [10].

From the Southern sky both atmospheric neutrinos and atmospheric muons can reach IceCube,
leaving a track-like signal in the detector at a much greater rate than signal astrophysical neutrinos.
The most challenging background events are those for which several parallel muons produced by the
same atmospheric shower, whose separation is much smaller than the distance between the IceCube
strings, reach the detector. These close muons are usually wrongly reconstructed as a single more
energetic muon [10].

The last module of the event filtering and reconstruction procedure, called GFU filter (Section
4.5), aims at selecting only properly reconstructed events, rejecting for example mis-reconstructed
down-going events and muon bundles from the Southern sky.

However, even if on a per-event basis signal events can not be distinguished from the background,
an analysis over all the data sample can find the astrophysical neutrinos. Different types of analyses
exist, depending on the signal properties of interest. This work focuses on the search for clusters of
signal events coming from individual sources. Chapter 5 illustrates the algorithm used to highlight
clustered signal neutrinos among all the events present in the data sample produced by the filtering
and reconstruction procedure (Chapter 4).

In order to test the point-like source analysis, Monte Carlo (MC) simulations of the events are
used. A uniform flux of neutrinos following a power-law energy spectrum, simulated using the ANIS
software [64], is produced at the Earth surface and the particles are propagated towards IceCube taking
into account the neutrino interaction cross section and the Earth matter density [65]. Inside or near
the instrumented volume of the detector neutrinos are forced to interact and a weight considering the
interaction probability is stored in the file containing the simulation information [10]. This per-event
weight is used when dealing with the simulated events.

In addition to neutrinos, also muons produced in air showers initiated by cosmic rays are simulated
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using the CORSIKA simulation program [66]. The energy of the simulated neutrinos ranges from 100
GeV to 1 EeV, while the energy of the primary cosmic rays producing the simulated atmospheric
muons ranges from 600 GeV to 100 EeV. For both neutrino-induced and atmospheric muons, the
Muon Monte Carlo program [67] is used to propagate the muons taking into account their continuous
and stochastic energy losses. Photons produced in the muon track are propagated towards the DOMs,
whose response is simulated using the IceCube-internal software DOMlauncher. Finally, the DOMs
signals pass through the same event filtering and reconstruction procedure used for the real data.

3.3 Detector Monitoring

As opposed to other types of detectors like the IACTs that need particular conditions to take data
(as very dark moonless nights and good weather conditions), the IceCube detector can be always oper-
ative. However, for different motivations, the data taking can be stopped [10]. Moments of downtime,
i.e. when the detector is not taking data, are originated for example by software upgrades, calibration
with the DOMs LEDs or power outages. In case of single DOMs or strings malfunctioning the DAQ
excludes the problematic components and continue the data taking with a partial configuration of the
detector.

When analysing the data provided by the IceCube detector, the downtime periods have to be
handled properly. For online analyses, considered in this work as discussed in Chapters 4 and 5, it is
fundamental to constantly check the detector status not to send false alerts to the Astrophysical com-
munity. The data taking is automatically stopped during planned software upgrades and calibrations
and the known malfunctioning DOMs are excluded.

However, unpredictable problems can be identified by monitoring the rates of three filters of the
event filtering and reconstruction procedure discussed in Chapter 4, that should not vary abruptly:
the Simple Multiplicity Trigger (Section 4.1), the Muon Filter (Section 4.3) and the OnlineL2 Filter
(Section 4.4). The rates of the three quantities are evaluated in 10 minute bins and the result is
compared to an exponential moving average of past data, that gives more weight to more recent
data [10]. If the rates and the average differ significantly for a 10 minute bin, the latter is not
considered in the analysis.

This approach is used to take into account the changing conditions at the South Pole. Since the
considered filters are not at the end of the event filtering and reconstruction procedure, most of the
events are muons produced in the interaction of cosmic rays with the atmosphere. The temperature of
the air at the South Pole varies throughout the year and in turn the air density is modified, causing a
change in the expected atmospheric muons rate. From ≈ −80◦C in January, the air temperature can
reach values of the order of −40◦C in August, resulting in changes in the muon rate by ≈ 10% [68].

Although the detector uptime is not 100%, the data taking interruption time is small. The detector
downtime is found to be smaller than 1% [69]. Figure 5.1(a) in Section 5.1 shows the daily event rate
at the final step of the event filtering and reconstruction procedure for one year of data, reported as
a function of time. The effect of the exclusion of long data taking periods is seen as a sharp decrease
of the event rate. However, for most of the data sample time the rate is free from abrupt changes.
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Chapter 4

The Real-Time Infrastructure: Event
Selection, Reconstruction and Analyses

To perform any analysis it is needed to filter and clean the pulses provided by each IceCube
DOM, characterised by time, charge and width. Then, the reconstruction of the properties of the
single events, like the arrival direction of the primary particle, its energy and the topology of the event
(shower- or track-like), has to be performed. Events suitable for a particular analysis are subsequently
selected: to search for point-like astrophysical neutrino sources, muon neutrino candidates producing
a muon that left a through-going track-like signature in the detector are the best type of event to use
thanks to the good angular resolution that can be achieved. At this point the analyses searching for
astrophysical neutrino clusters are applied.

In order to perform real-time (online) analyses, i.e. analyses run directly when the data are col-
lected providing results in the least amount of time, the filtering and reconstruction procedure has to
be very fast, as well as the analyses algorithms. This results in the possibility to alert other obser-
vatories in order to perform follow-up observations, i.e. searches for a counterpart of any messenger
correlated to the IceCube observation. This chapter illustrates the real-time infrastructure, i.e. the
processing of IceCube data and the analyses for a real-time study.

Several filters and reconstruction algorithm exist within the IceCube collaboration and they are
selected depending on several factors, like the analysis to be conducted, the type of events to be
selected or whether an online or offline analysis is used. Here, only the algorithms used for this work,
within the present real-time alert system [69], are discussed: the aim is a real-time analysis searching
for point-like neutrino sources exploiting the identification of clusters of signal neutrinos.

Figure 4.1 illustrates the filtering and reconstruction steps to pass from the IceCube pulses to a set
of neutrino-induced muon candidates, to which the analysis is applied. The event processing chain is
executed directly at the South Pole. Since the event rate is very high at the beginning of the filtering
and reconstruction procedure, only simple algorithms can be used in order to complete the whole chain
very quickly to perform real-time analyses. As the filters reduce the event rate, more sophisticated
but slower algorithms are used. In Section 4.1 the detection trigger conditions, composing the Level1
Trigger, are defined. Then, the first directional estimations, as well as the cleaning of the DOMs
pulses, are performed within the Base Processing module described in Section 4.2. The Muon Filter,
discussed in Section 4.3, aims at selecting track-like events with a high probability to be muons.
The OnlineL2 Filter, explained in Section 4.4, improves the directional reconstruction, provides an
estimate of the event energy and reduces again the event rate. Finally, in Section 4.5, the last (multi-
variate) selection and the angular error estimation making up the GFU filter are described. The name
of the last module comes from the Gamma-ray Follow-Up program, a real-time program for which
IceCube sent alerts to the Cherenkov telescopes MAGIC and VERITAS that performed follow-up
observations [70], and the name stuck. The output of this chain is a neutrino-induced muon candidate
defined by event identification numbers, event time, reconstructed direction, angular uncertainty and
reconstructed energy.
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Figure 4.1: Overview of the filtering and reconstruction procedure. The names of the modules are written on
the left. Each module can be composed of a single step or embed multiple operations, each one represented by
a box. Light blue boxes indicate reconstruction steps, while yellow boxes refers to filters reducing the data rate
by selecting the events of interest rejecting noise and background-like events. The approximate event rate after
the selection is reported on the right. Adapted from [10].

In Figure 4.2 the most important steps of the real-time system are shown, specifying the position
of the event filtering and reconstruction procedure. The signals provided by IceCube are used to
monitor the correct functioning of the detector, as discussed in Section 3.3. More importantly, the
waveforms recorded by the DOM photomultipliers are digitised and sent to the surface. They pass
through the event filtering and reconstruction procedure at the South Pole and the output is sent
to the IceCube computing center in Madison, WI. Here, the real-time analyses are run: they aim at
finding and estimating the features of the astrophysical neutrinos, disentangling them from background
events consisting of atmospheric neutrinos or atmospheric muons. Two examples of analyses focus on
the monitoring of known gamma-ray sources and on a search of all the sky. In case of an interesting
observation, alerts are sent to the astrophysical community or to IceCube partner detectors for follow-
up observations.
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Figure 4.2: Overview of the real-time infrastructure of the IceCube experiment. The data, other that serving
as checks of the correct functioning of the detector, pass through the filtering and reconstruction procedure.
Then, they are sent from the South Pole to the IceCube computing center in Madison, WI, where the real-time
analyses are run. Eventually, alerts are sent to the astrophysical community or to IceCube partner detectors
for follow-up observations. Adapted from [10].

The analyses are run every time a new event arrives, thus each algorithm of the filtering and
reconstruction chain has to be very fast. For example, the runtime of the combination of the OnlineL2
and GFU filters must not be greater than 15 seconds, or queues of events could be created [10]. In
case an event processing exceeds the time limitations, the filtering and reconstruction procedure for
that event is stopped and the event is handled in offline analyses. A summary of the most important
analyses for this work and the alert system are discussed in Section 4.6. During this work, the core of
the point-like neutrino sources search algorithm has been tested. The detail of the algorithm and the
test results are discussed in Chapter 5.

4.1 Level1 Trigger

The first step encountered by the DOM pulses is called Level1 Trigger and it consists in dividing
the stream of pulses in individual physics events. Since the DOMs can observe single photons, noise
hits have to be removed, too.

This procedure starts already inside the DOM. Firstly, the so-called Hard Local Coincidence
(HLC) is checked. After observing a hit, the DOM software checks neighboring or next-to-neighboring
DOMs on the same string for coincident hits within ±1 µs. For each HLC hit the full digitized
waveform is stored. If the HLC condition is not satisfied, it is called Soft Local Coincidence (SLC)
and only the amplitude is stored, since the SLC DOM hit is probably a noise hit. The DOM main
board, placed above the delay board, stores the information in memory, that is requested once per
second by the computers on the surface.

The information of the HLC is then used by the so-called Simple Multipliciy Trigger (SMT-8)
that decides which time periods contain interesting hits. It requires a minimum of 8 HLC hits during
a sliding time window of 5 µs. The number of minimum hits is chosen depending on the detector
sensitivity and it is different for DeepCore and IceTop. The SMT-8 condition satisfaction defines the
trigger time window start, that ends when the sliding time window does not contain any more HLC
hits. Then, the different trigger windows are merged into a global trigger window. This ensures the
rejection of part of the noise hits. All the HLC and SLC hits inside the global trigger window are sent
to the event builder and written to disk as “DAQ events”, where the processing and filtering system
takes his input. The median trigger rate is 2.7 kHz, corresponding to ≈ 1 TB/day [60]. Once per
year, these data, saved to hard disk at the South Pole, are shipped to Madison, WI.

Each DAQ event could contain many physics events because the triggers caused by different
particles could have been overlapped and merged into the same global trigger window. Each physics
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event has to be separated from the others via a procedure called “trigger splitting”, able to separate
for example two muons arriving with a little time difference. The procedure searches for contiguous
time windows during which the SMT-8 condition is satisfied and these time windows, after adding
4 µs before and 6 µs after, define physics events. Coincident events, like two muons arriving separated
in space but not in time, are not divided into separate events at this stage. Other event selection
steps, described in the next sections, aim to remove these coincident events since the reconstruction
algorithms would otherwise treat the coincident muons as a single particle.

Time coincident but space separated particles could be divided in different events by using the
spatial distribution of the hits. However, even if these events would be considered and not excluded
in the analyses, other types of events would suffer from this handling as a single physics events could
be wrongly separated into multiple events. For example, a dim muon track traversing a dust layer
(mentioned in Chapter 3) without depositing any light in it could be divided in two parts, each one
corresponding to a “fake” muon. Since the “fake” muons would have similar directions, they could be
collected in an event cluster and the significance level of a point-like source analysis would increase
artificially. Thus, this particular process using the spatial information is not used in this online analysis
and time coincident events are removed at later steps [10].

4.2 Base Processing

After the division into separated physics events, the Base Processing steps aims, after cleaning the
DOM pulses, at reconstructing the original direction of a neutrino candidate. Here and for the following
algorithms the hypothesis of a neutrino-induced trough-going muon track underlies the reconstruction
steps. In order to study point-like astrophysical neutrino sources, the directional reconstruction is
one of the most delicate steps in the reconstruction chain. For this motivation, this step is performed
four times, each one with a more sophisticated algorithm. The name of the four algorithms are Line
Fit, Single Photoelectron (SPE) Fit, Multi Photoelectron (MPE) Fit and Spline Multi Photoelectron
(SplineMPE) Fit. More powerful reconstruction operations require more time to be completed: to
perform real-time analyses, very time consuming algorithm can not be applied to the data when the
event rate is too high, but only after several filters that reduce the rate. For this motivation, Line Fit
and SPE Fit are used in the Base Processing section of the filtering and reconstruction chain, where
the event rate is still 2.7 kHz, and are explained in this section. As can be seen in Figure 4.1 and in the
next sections of this chapter, MPE is applied when the rate decreases to 40 Hz and SplineMPE when
the rate is 6 Hz, in later modules. Finally, by seeding the more sophisticated directional reconstruction
algorithms with the result of the previous one, the convergence time of the single algorithms decreases.

Pulse Cleaning: each event in which the global trigger window is divided by the trigger splitting
contains all the pulses recorded in that event time window, but in general not all the pulses are
related to the particles creating the physics event. Pulses unrelated to the signal are removed
by using a cleaning algorithm. Firstly, HLC pulses are used as a seed. Then, for three times,
any SLC pulses around the considered DOMs are added if they are closer than 150 m and
recorded within 1 µs. Finally, the surviving pulses are ordered in time and the 6 µs window with
the largest number of pulses is selected. This process selects bright, spatially and temporally
connected clusters of pulses and removes single DOMs with noise pulses or connected to very
dim atmospheric muons.

Line Fit: at this step, the first directional reconstruction is performed using the Line Fit algorithm.
It exploits the assumption of a plane wave of light passing through the detector and producing
the observed first pulse in each DOM. The muon is assumed to be moving in a straight line with
velocity ~v. After passing through ~r0 at time t0, its position ~r at time t is given by:

~r(t) = ~r0 + (t− t0) ~v. (4.1)

The algorithm consists in finding ~r0 and ~v (that completely define the muon track) such that
the sum of the squared distances between the (unknown) muon track and the DOMs positioned
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at ~xi that registered a pulse at time ti is minimum, i.e. in solving

arg min
~r0,~v

N
∑

i=1

||~r(ti)− ~xi||
2, (4.2)

where N is the number of hit DOMs. This method is improved by excluding hits originated
from scattered photons [71], since the scattering properties of the ice are not taken into account
by Line Fit. Robustness to noise hits is achieved by replacing the square in Equation 4.2 with a
Huber penalty function [72] which gives less weight to hits far away from the track. In addition
to the first directional reconstruction, Line Fit estimates the velocity of the muon |~v|.

Single-photoelectron track fit: A more refined estimate of the muon direction is obtained consid-
ering the properties of the Cherenkov emission, neglected by Line Fit. The muon, moving faster
than light in ice, produces a Cherenkov cone of light which wavefront is emitted at an angle θC
with respect to the muon track [29]. Being n the ice refractive index and β the velocity of the
muon in units of the light velocity in vacuum c, the cosine of the Cherenkov angle is given by

cosθC =
1

nβ
. (4.3)

Assuming β ≈ 1 for the (relativistic) muons and n ≈ 1.32, the Cherenkov angle is θC ≈ 41◦ [73].
Calling ~v the normalised direction of motion of the muon passing through ~r0 at time t0, in
absence of scattering the Cherenkov light front arrives at time tgeo at a DOM located at ~xi at a
distance d from the track. This time is given by

tgeo = t0 +
~v (~xi − ~r0) + d tanθC

c
. (4.4)

Figure 4.3 illustrates the aforementioned geometry.

Figure 4.3: Sketch of the Cherenkov light front emitted from a muon track and detected by a DOM. The
geometric photon arrival time is defined by the time it takes for an unscattered photon emitted at ~r0 to reach
the DOM at ~xi. Taken from [10].

The time residual tres is defined as the difference between the observed arrival time tobs and tgeo:

tres = tobs − tgeo. (4.5)
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Defining the track with the arbitrary muon position ~r0, the zenith angle θ and the azimuth angle
φ, the likelihood of observing all the time residuals tres,i is constructed exploiting the probability
distribution p1 for the time residual of a single photon and it is given by

L =

NCh
∏

i=1

p1(tres,i|~r0, θ, φ), (4.6)

where NCh is the number of hit DOMs. The likelihood maximisation provides an estimate of ~r0,
θ and φ.
The single photon time residual probability density function p1 is expressed by the so-called
Panel function

p1(tres) =
1

N(d)
·
τ−d/λ · t

d/λ−1
res

Γ(d/λ)
· exp

[

− tres

(

1

τ
+

c

n λa

)

−
d

λa

]

(4.7)

with

N(d) =

(

1 +
c τ

n λa

)−d/λ

· exp

[

−
d

λa

]

, (4.8)

where λa is the absorption length and λ and τ are fit parameters obtained from a Monte Carlo
simulation of the photon propagation. The Pandel function was obtained by laser calibration
for the Baikal experiment [74]. The AMANDA collaboration fits this function using models of
the South Pole ice, taking into account other effects like PMT jitter and the delay in case of
backward illumination of the PMT, i.e. when a photon produced above a DOM scatters multiple
times reaching the PMT after a certain delay [73].
To exit from possible local extrema present in the likelihood space created by detector symme-
tries, survived noise/scattering hits or muons hitting only the corners of the detector, after a
first direction estimate ~v0 two random directions ~v1,2 perpendicular to ~v0 are chosen. ~v1,2 are
used as a seed for the likelihood fit, that is repeated. This procedure is iterated and the result
with the highest likelihood value is chosen.
The SPE likelihood considers only the first photon recorded by each DOM, as for Line Fit. The
maximisation of the SPE likelihood requires a seed: the result of Line Fit is used to speed up
the convergence. As for the Line Fit method, SPE is not used only to estimate the direction of
the muon, but it also provides an estimate of the probability for an event to actually be a muon
with a track-like signature, through the value of the likelihood.

At this point the information on the events, such that the SPE likelihood value, is enough to select
track-like muon event candidates, as explained in the next section.

4.3 Muon Filter

The data arriving at this step are composed by candidate physics events. In order to reduce the
event rate so that more complicated analyses can handle the data, an early filtering stage aims at
selecting the events of interest, e.g. track-like muons or cascades. The Muon Filter is considered in
this work: it excludes the events with a low probability to be track-like muons. As already specified,
thanks to its long lever arm this event topology is the best for the directional reconstruction, of vital
importance for point-like sources studies.

Since most of the muons are produced outside the detector in which they enter, leave a track-like
signature and then exit, every muon track is considered as produced by a through-going muon. Few
muon neutrinos interact inside IceCube and only part of their track is contained in the instrumented
volume, but they are treated as through going muons as well. Eventually, for example due to the
less number of pulses with respect to truly trough-going muons and thus a poorer directional recon-
struction, track-like events starting inside the detector can be removed by a later stage of the event
selection procedure. Algorithms able to identify events starting inside the detector exist, but they are
quite time consuming and thus not suitable for online real-time analyses [10], like the ones considered
in this work.
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For up-going events, the SPE likelihood value is used as an estimate of the fit quality, providing
a quantity representing the probability for an event to be track-like. For down going events, the
events rate is high because of the atmospheric muon contribution. Since the astrophysical neutrino
flux is expected to be much harder (∼ E−2) than the atmospheric muon contribution (∼ E−3.7), to
select events with a higher energy and thus with a higher probability to have an astrophysical origin
a minimum total integrated charge for the event is required. In practice, depending on the value of
the zenith angle θ, three cuts are used:

logL

Nch − 3
≤ 8.7 if −1.0 ≤ cosθ ≤ 0.2 (4.9)

logQtot > 3.9 · cosθ + 0.65 if 0.2 < cosθ ≤ 0.5

logQtot > 0.6 · cosθ + 2.3 if 0.5 < cosθ ≤ 1.0,

where L is the SPE likelihood, Nch is the number of hit DOMs and Qtot is the total integrated charge
for the event.

To handle possible bugs in the processing, the waveforms for every event before the selection are
stored on hard disk at the South Pole and shipped to Madison, WI, once a year. After the muon filter
the event rate passes approximately from 2.7 kHz to 40 Hz. The latter is low enough for the daily
satellite transmission to Madison of the extracted set of pulses used for offline studies and for using
the more complicated reconstruction algorithms at the South Pole for online studies, explained in the
next sections. The satellite bandwidth allocation is ∼ 100 GB/day [10].

4.4 OnlineL2 Filter

The OnlineL2 filter name derives from the word “Online”, used because this step is used for several
real-time analyses, and the acronym L2, that stands for “Level 2” since it is used after the first level
reconstructions of the previous steps. This section of the filtering and reconstruction procedure aims
at improving the directional estimate of the Single Photoelectron likelihood fit by using firstly the
Multi Photoelectron fit and, after reducing the event rate with the OnlineL2 selection, the SplineMPE
fit. In addition, the muon energy is estimated after the selection: this quantity is used to estimate
the energy spectrum of the sources and it helps in separating signal and background events. Since
the muons from muon neutrinos are typically produced outside the detector (even several kilometers
away from it), the energy observed by IceCube is only a fraction of the total. However, the estimate
of the energy at the detector provides a lower bound on the neutrino energy [10].

Multi-photoelectron track fit: the result of the SPE fit is used as a seed for this more complicated
algorithm, that takes into account the possibility to detect more photons in each DOM. In fact,
for muon energies above 1 TeV the probability to observe more than one photon in each DOM
is not negligible. Thus, taking into account the probability to observe the first photon out of Ni

photons in the i-th DOM at time tres,i, the likelihood expression is

L =

NCh
∏

i=1



Ni · p1(tres,i) ·

(

∫ ∞

tres,i

p1(tres,i)

)Ni−1


 . (4.10)

The likelihood maximisation procedure is similar to the SPE fit. This algorithm, in addition
to providing a better estimate of the event arrival direction, is able to properly identify several
down-going events that were reconstructed as up-going muons.

OnlineL2 Selection: this stage reduces the event rate from 40 Hz to 6 Hz. As for the Muon Filter,
the selection is based upon the directional reconstruction likelihood value and the event inte-
grated charge and it depends on the region of the sky where the events come from. The cuts have
the same aim of the Muon Filter ones and are similar to them, but they are more complicated
and tighter thanks to the better directional reconstruction provided by the MPE fit. The details
can be found in [75].
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SplineMPE Fit: the fourth, last and most sophisticated algorithm for directional reconstruction is
the SplineMPE fit. It uses the same likelihood of the MPE fit (Equation 4.10), but the time
residual probability density function p1 is modified. Instead of the Pandel function, a simulation
of the photon propagation is exploited. The homogeneous ice model of MPE is substituted with
a model that takes into account the depth dependence of the ice absorption and scattering. The
results of the simulation in different conditions, e.g. with different values of the distance between
the track and the DOM, are available as interpolating splines1 [76, 77].
In addition, the reconstruction is slightly improved and the algorithm run time is reduced with
some modifications, e.g. by taking into account some stochastic energy losses of the muons
(which produce unwanted late pulses in the DOMs, that are removed) [10].

Muon Energy Estimation: the muon and the eventual secondary charged particles produced by
it2 cause the emission of Cherenkov photons as their velocity is greater than the speed of light
in ice [29]. The number of Cherenkov photons is proportional to the track length, that is
proportional to the particle energy [78]. The light yield scales linearly with the energy, thus the
template of the expected photon count, that is usually simulated at 1 GeV, can be extended
to other values of the energy. Since the number of observed photons should follow a Poisson
distribution, the likelihood of the energy estimation is

L =
λk

k!
e−λ (4.11)

with
λ = ΛE + ρ, (4.12)

where E is the energy, k is the number of observed photons, λ is the mean expected number
of photons, Λ is the template of the expected photon count and ρ is a parameter introduced to
take into account noise and other contributions [61]. The likelihood maximisation provides an
estimate of the energy E.
To parametrise Λ, MuEX approximates the Cherenkov light emission as uniform along the
track [79], so the expected number of photons depends on the distance between the track and
the DOM of interest. An empirical expression, that uses the tabulated absorption and scattering
lengths for a layered structure of the ice, approximates the diffusion far away from the track
and assumes a 1/r dependence of absorption, neglecting the scattering, near the track [61]. This
model is improved by considering the stochastic energy losses of the muons. At higher energies,
the reconstruction performs better thanks to the high number of photons observed for each
event [10].

Figure 4.4 shows the median angular error of the four directional reconstruction algorithms exploiting
simulated events, i.e. the median difference between the “true” simulated direction and the one
provided by the reconstruction algorithm, as a function of the true muon energy and declination.
It is clear how the error is lower by refining the directional reconstruction with more sophisticated
algorithms. For example, the median angular error for the least sophisticated Line Fit algorithm
is always above 1◦, while for the most sophisticated SplineMPE Fit it is almost always under 1◦.
By considering the SplineMPE Fit curve, the error decreases by increasing the energy, as expected.
However, the stochastic light emission is not considered in the energy reconstruction likelihood, causing
the error to increase at the highest energies. In the Northern sky the error increases for higher
values of the declination as the high-energy muons (thus, emitting more photons, useful for a better
reconstruction) are absorbed by the Earth and the detector geometry, with its different lateral and
vertical DOM spacing, favors horizontal events [10].

1A spline (Segmented Polynomial LINE) is a function built by joining different polynomials to fit a series of points
such that the function is continuous until a certain order of derivatives.

2Above the critical energy of ≈ 1 TeV, the energy loss happens predominantly by bremsstrahlung. Photons produced
by this process can undergo pair productions, resulting in electromagnetic showers, or photonuclear interactions, resulting
in hadronic showers. The showers are seen as point-like by the IceCube detector, with a spherical shape of the emitted
light [61].
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Figure 4.4: Median angular error for muons at the final event selection level for the four directional reconstruction
algorithms. Left: as a function of the true muon energy, averaged over all the declinations. Right: as a function
of the true declination, averaged over all the energies. Taken from [10].

4.5 Gamma-ray Follow Up Filter

This last module of the filtering and reconstruction procedure takes in input the results of the
OnlineL2 filter. The aim of the GFU filter is to provide a sample of events with the best possible
neutrino purity by using a machine learning classifier based on Boosted Decision Trees (BDTs). Most
of the events in the sample are down-going events reconstructed as up-going that are rejected by
this filter, as well as down-going muon clusters originated from the same atmospheric shower. This
selection reduces the event rate from 6 Hz to 6.5 mHz (≈ 200 000 events/year), providing the final
sample of events used by the analyses described in the next section. After the filter, approximately
2/3 of the events are up-going and 1/3 are down-going. Among all the events in the final data sample
almost the 0.1% is estimated to have an astrophysical origin [10]. The angular uncertainty is estimated
at the final step of the procedure.

Boosted Decision Trees: the results obtained up to now, for example the good directional recon-
struction provided by the SplineMPE algorithm, can be used to select more strictly the events
of interest, rejecting the background. Instead of splitting the data using a single variable, a
multi-variate approach provides a better selection of the signal. The algorithm is based on the
so-called decision trees. A decision tree is a set of binary decisions with several levels. At each
node, the value of an event observable is compared to a cut. The event is passed to one of the
two following nodes depending on which side of the parameter space the observable value is.
After the final level, the event ends up in a signal- or background-dominated leaf and it is kept
or rejected, respectively. The signal probability is defined by a parameter called purity [10].
The training process chooses the observable and its cut value for each node, building the entire
decision tree (the process stops, for example, when a pre-defined maximum tree depth is reached).
Then, the “boosting” procedure is performed: a completed tree is trained to choose the weights
to give to the events (that are used to calculate the leaf purity) depending on whether or not
the events are correctly tagged as signal or background at the end. The mis-classified events
will have higher weights values. The overfit problem, i.e. the result to be stuck on the specific
characteristics of the training set of events, is handled for example by randomly selecting a
small number of observables for some nodes. The trees are built such that the separation gain
of the nodes and the point-like source sensitivity are maximum [10]. Implementations of the
algorithm can be found in the public package “scikit-learn” [80] or in the IceCube internal
version “pyBDT” [81].
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The dominant kind of background is not the same for Northern and Southern skies, thus they are
handled differently. For the Northern sky the events to be rejected are mostly mis-reconstructed
down-going muons or cascades wrongly selected by the previous filters. Atmospheric neutrinos
can not be rejected at this level, with a per-event approach, but require a more sophisticated
analysis (Section 4.6). The variables used in this part of the sky are summarised in the following
list [10]:

• The zenith angle provided by the SplineMPE fit has to be grater than 82◦. This threshold
thus defines up-going events;

• The value of the SplineMPE directional reconstruction likelihood normalised using the
number of hit DOMs provides an estimate of the probability for the event to be a muon
track, as already mentioned for the Muon Filter and OnlineL2 Filter with the SPE and
MPE likelihoods, respectively;

• The second order derivative of the SplineMPE directional reconstruction likelihood around
the maximum is related to the reconstruction quality. A strong curvature is related to a
narrow optimum, suggesting a good reconstruction;

• The speed of the particle estimated during the Line Fit algorithm should be close to the
speed of light;

• The particle direction provided by the the Line Fit algorithm should not differ strongly
with respect to the SplineMPE fit. A great change in the directional estimate can indicate
unreliable fit results, typical of mis-identified cascades. Thus, the angle between the Line
Fit and the SplineMPE fit directions should be small;

• Muons traversing large part of the detector are easy to reconstruct, while muons hitting
only the outer surfaces of IceCube have a high change to be mis-reconstructed. The center
of gravity of the hits is related to how close an event was to the borders of the detector. It
is defined as

−−→
CoG =

1

Qtot

NCh
∑

i=1

qi · ~xi, (4.13)

where Qtot is the total integrated charge of the event, NCh is the number of hit DOMs, qi
is the charge collected by the i-th DOM and ~xi is its position. The center of gravity radial
and depth components are used for some nodes of the tree to select events further away
from the borders of the detector;

• A difficult class of events to identify are simultaneous events, i.e. two particles interacting
in different parts of the detector very close in time, for which the event splitting fails. The
directional reconstruction is performed taking into account all the pulses, even if they are
related to different particles. Thus, to handle this category, the set of pulses is divided
in two halves and the directional reconstruction is applied to each of the two sub-sets.
The division is performed at the median pulse time and at a plane perpendicular to the
SplineMPE track and passing through the center of gravity (Equation 4.13), thus creating
four sub-sets of events. For single muon events the reconstructed direction of the four
sub-sets should be similar to the SplineMPE one. The difference between the cosine of
the SplineMPE zenith angle and the cosine of the minimum zenith angle of the four fits
performed with the sub-sets of events is requested to be small. The minimum is used to
prefer down-going atmospheric muons, more likely to provide coincident events;

• The MPE fit likelihood can be corrected with a zenith-dependent prior [82] considering
the expectation of down-going atmospheric muons. The value of the (negative logarithmic)
likelihood increases for local minima characteristic of mis-reconstructed down-going muons.
This permits a better identification of the global minimum. Thus, the difference between
the likelihood values with and without this correction is used;
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• The time residuals defined by Equation 4.5 should have an upper limit to remove scattered
photons and a lower limit to take into account the finite timing resolution of the detector.
Time windows are defined with these restrictions and the DOM hits falling inside are called
“direct hits”. The number of direct hits is used in the trees, as few direct hits indicate
mis-reconstructed events.

• The direct length, defined as the distance between the first and the last direct hits, is
greater for through-going muons. Thus, this quantity is used in the trees, for example to
reject starting events;

• A “smoothness” parameter, describing the distribution of direct hits along the track ex-
pected to be uniform for well-reconstructed tracks, is exploited to reject badly-reconstructed
tracks;

• The separation length Lsep, i.e. the distance between the center of gravity (Equation 4.13)
of the first and last quarter of hits, is longer for a good track-like shape. This quantity is
used, for example, to reject cascades still present in the data sample;

• The empty track length Lempty, defined as the maximum distance along the track during
which no hits are observed within a radius of 150 m around the track, is small for events
not consisting of two different particles interacting in different parts of the detector. This
is used to reject multiple events close in time that were seen as a single event by the event
splitting procedure;

• The DOMs collecting more charge should be the ones closer to the track. The average
charge-weighted track-to-DOM distance is defined by

dQ =
1

Qtot

NCh
∑

i=1

qi · di, (4.14)

where Qtot is the total charge of the event, NCh is the number of hit DOMs, qi is the charge
collected by the i-th DOM and di is its distance from the track. This quantity is small for
well-reconstructed tracks, thus it is used to reject badly-reconstructed events.

For the Southern sky, atmospheric muons can leave a signal in the detector because they do
not encounter the Earth while they travel, while Northern sky atmospheric muons are absorbed
by our planet. They mimic the neutrino-induced muon signals, as only the muons and not the
neutrinos are directly visible. In addition, almost collinear clusters of muons produced in the
same shower can result in a mis-reconstructed single high-energetic muon.
Veto techniques using the outer DOMs of IceCube or the IceTop DOMs are not suitable for
online searches of neutrino sources. The outer DOMs of IceCube could select the events starting
inside the detector, with a high probability to be of astrophysical origin, but the rate of these
events from the Southern sky (≈ 180/yr) is much lower than the through-going event rate (≈
50 000/yr). In addition, both the outer DOMs of IceCube and the IceTop DOMs should be
always working properly (which is not guaranteed), as an absence of detected photons due to a
malfunctioning can not be identified online.
The same decision tree variables of the Northern sky are used for the Southern sky, but the
zenith angle has now to be lower than 82◦. However, to deal with atmospheric muon clusters,
some decision tree variables are added [10]:

• The time residuals defined in Equation 4.5 are different for a single muon and for a muon
bundle, for example because the muons in the bundle have offsets both along the track
direction and on the plane perpendicular to it. The pulses produced by the bundles are
earlier or later than expected: by creating energy-dependent signal and background time
residual PDFs, and by combining them in a likelihood that is maximised, separation power
towards the muon bundles is gained;

• Single high-energetic muons undergo stochastic energy losses, while bundles of low-energetic
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muons only show a continuous energy loss due to the Cherenkov emission. The differential
energy loss per unit of track length is modeled and the expected distributions for single
muons and muon bundles are created and combined in a likelihood, that is maximised and
used to reject the muon bundles.

Some of these variables, like the number of hit DOMs, are influenced by the higher DOM density
of the DeepCore sub-detector. Thus, for some variables the DeepCore DOMs are excluded.

Angular Error Estimation: the final step of the filtering and reconstruction procedure consists
in providing an estimate of the per-event angular uncertainty, i.e. the uncertainty given to
the reconstructed direction in terms of an angle. Three different methods are available: the
Cramér-Rao Estimation, the Paraboloid Method and the Bootstrapping.

1. The Cramér-Rao Estimation exploits the Cramér-Rao inequality [83, 84] stating that the
best attainable variance of an unbiased estimator is bounded by the inverse of the Fisher in-
formation I. Defining ~x = (~r0, θ, φ) the parameters that describe a muon track, the elements
of the muon track reconstruction covariance matrix are bounded by

Cov(~xi, ~xk) ≥ I(~x)−1
ik . (4.15)

The Fisher information matrix I is defined as

I(~x)ik = −

〈

∂2

∂~xi∂~xk
logL(~x|tres)

〉

tres

. (4.16)

The square root of the elements in the diagonal of the covariance matrix estimate the
azimuth and zenith variances σ2

φ and σ2
θ , respectively. They are combined to estimate the

circularised error [85]:

σ =

√

σ2
θ + σ2

φ sin2θ

2
. (4.17)

Analytic expressions for the covariance matrix are found in [86]. Thanks to the latter and
for the fact that this approach does not use a numerical minimisation this is the fastest and
most stable algorithm. However, this is the least precise method [10].

2. The Paraboloid Method exploits the shape of the negative log likelihood profile around
its minimum to estimate the angular uncertainty. The shape around the minimum is
expected to resemble a paraboloid, i.e. a 2-dimensional Gaussian. The likelihood value is
estimated for 24 points around the minimum (3 different zenith angles, each with 8 equally
spaced azimuth angles, and the negative log likelihood is minimised with respect to ~r0)
and a paraboloid is fitted to these points. The Gaussian shape ensures that the standard
deviation with respect to a parameter x is

− logL(x± σx) = −logL(x) + 0.5 (4.18)

and the paraboloid fit permits to estimate the semiaxes σx, σy [87] of the ellipse defined by
Equation 4.18. Finally, the semiaxes are combined into [85]

σ =

√

σ2
x + σ2

y

2
. (4.19)

Due to the 24 additional minimisations, this approach is slower than Cramér-Rao but the
angular uncertainty estimate is better [10].

3. The Bootstrapping method is useful when the theoretical distribution producing the ob-
servation is not known and it exploits a random resampling with replacement to the ob-
servation. The sample of the event DOM pulses X0 = (x1, ..., xk) defines the track em-
pirical distribution function F̂ of the track theoretical distribution F . Bootstraped events
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Xb = (x∗1, ..., x
∗
k), b = 1, ..., n are generated by randomly sampling with replacement n sam-

ples from the charge-weighted set of pulses in the original event until the total charge of
the bootstrapped event is equal to the one of the original event. This is repeated 6 times
in this online analysis. A set of tracks is created by maximising the likelihood, each one
by reconstructing a track for a different bootstrapped event. From this set the average
direction is estimated and the median angular difference of the bootstrapped events is the
estimate of the angular uncertainty [10, 88]. The performance is similar to the paraboloid
method. Again, the maximisations slow down the algorithm convergence with respect to
Cramér-Rao.

Depending on the properties of each event one of the three algorithms is selected and used to
estimate the angular uncertainty. This choice is supported by the fact that the completion time of
the algorithms depends on the features of each event, like the number of hit DOMs NCh. A per-
event approach is used in order to choose the most accurate (but more time-consuming) method
that provides results within the time constraints of this part of the reconstruction chain [10].
The Paraboloid and Bootstrapping methods are preferable for the better estimate of the angular
uncertainty, but the Cramér-Rao method is much faster, as can be seen in Table 4.2. From the
results of a study involving the run time of the algorithms and the time limitations of the online
analyses, the following selection is made [10]:

MuEX < 4 TeV MuEX ≥ 4 TeV

NCh < 300 Paraboloid Bootstrapping
NCh ≥ 300 Paraboloid Cramér-Rao

Table 4.1: Selection of the angular uncertainty estimator, based on the reconstructed energy (provided by the
MuEX method) and the number of hit DOMs NCh. Taken from [10].

Finally, other corrections are performed, for example to take into account the kinematic angle
between the neutrino and the muon, that is ≈ 1◦ at 1 TeV [10], since the IceCube detector is
sensitive only to the muon.

The GFU filter is the last step of the filtering and reconstruction procedure producing the data samples
sent to Madison via the Iridium satellites and analysed by the analyses discussed in the next section.
A huge effort was made to speed up the algorithms or to choose their best combination in order to
produce the best reconstructed neutrino-induced muon candidates in a reasonable time to be able
to perform online analyses and eventual follow-up observations, sending alerts to other observatories
as quickly as possible. In Table 4.2 the median and maximum per-event execution times of some
algorithms of the filtering and reconstruction procedure are reported, as well as a comparison with the
offline procedure. Even if the execution time of the online processing is much lower than the offline
one, differences in the sensitivity to point-like neutrino sources are found at the percent level [10].

Name Median (s) Maximum (s)

SPE 0.04 1.25
MPE 0.03 2.71

SplineMPE 0.04 2.68
MuEX 0.06 0.53

Cramér-Rao 0.01 0.03
Paraboloid 0.24 10.6

Bootstrapping 0.17 4.7

Online Total 0.99 14.83
Offline Total 7.59 451.79

Table 4.2: Per-event execution times of some algorithms of the filtering and reconstruction procedure. In the
first column, the name of the algorithm is reported. In the second and third columns, the median and maximum
execution times are listed, respectively. Adapted from [10].
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A part for a set of numbers useful for identification, each event in the final sample is defined by the
arrival time, the reconstructed direction, the angular uncertainty and the reconstructed energy. They
are serialised using the JavaScript Object Notation (JSON) format, compact and human readable [89].
Event summaries occupy around 1.3 kB of memory per event, while the full event containing the raw
waveforms can reach 250 kB per event. The median latency between the time t1 of the trigger at the
beginning of the filtering and reconstruction procedure and the time t2 defined as the moment when
the event is received at the computing center in Madison is 29 seconds for the event summary and 39
seconds for the full event [10]. The events, as well as detector status and control messages like the
event rates used to understand whether the data were taken during with a correct functioning of the
detector (Section 3.3), are exchanged between IceCube and the computing center in Madison, WI, via
the Iridium satellite network [90], with a bandwidth of 2.4 kbit/s per modem.

Each event surviving the filtering procedure is a neutrino-induced muon candidate, but it is not
guaranteed that the event filtering procedure selects only this type of events. Figure 4.5 shows the
contribution to the data sample of different event types, at the final selection level, obtained with
simulations. The data are shown for comparison.

Figure 4.5: Distribution of the different components present in the data sample at the final event selection level,
reported as a rate per declination bin. The colored stacked areas are obtained from simulation, while the black
dots represent the data. The solid areas indicate the atmospheric contribution, while the dotted areas show the
astrophysical contribution. Below, the ratio between data and the sum of the simulations is reported. Taken
from [10].

In the Northern sky (δ > 0) the contribution of atmospheric muons is negligible, proving the ability of
the filtering procedure to remove mis-reconstructed down-going muons. The dominant component is
given by atmospheric muon neutrinos. Then, in order of importance, the sample in this part of the sky
contains astrophysical muon, tau and electron neutrinos. The contribution of atmospheric electron
neutrinos is the smallest. The simulation agrees well with the data, as the atmospheric neutrinos
simulation in this part of the sky has been fitted to the data [91].

In the Southern sky (δ < 0) the sample is almost completely filled with atmospheric muons. The
contribution of neutrinos, in order of importance, is atmospheric muon neutrinos, astrophysical muon
neutrinos, astrophysical tau neutrinos, astrophysical electron neutrinos and atmospheric electron neu-
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trinos. The event selection chooses more energetic events: for this motivation, the neutrino component
is small in this region of the sky and decreases for lower declinations. The agreement between data
and simulation is worse than in the Northern sky since a detailed simulation is not available in the
Southern sky [10].

Finally, it is interesting to see the effective area for the different neutrino flavors, obtained with
simulations. The effective area is the cross section that an ideal detector would exhibit to a neutrino
flux and it is used to convert the rate of neutrinos to the neutrino flux (Appendix B). In addition to
the flavor, it depends on the neutrino energy and declination of the arrival direction. Figure 4.6 shows
the effective area for neutrinos and anti-neutrinos of different flavors, in three declination bands, as a
function of the neutrino energy. The effective area value refers to the final event selection level and
only events for which the simulated and reconstructed neutrino directions differ by less than 3◦ are
considered.

Figure 4.6: Effective area for different (anti-)neutrino flavors at the final event selection level, reported as a
function of the neutrino energy for three declination bands. Taken from [10].

The highest value is almost everywhere the one of muon neutrinos and anti-neutrinos, as the event
filtering procedure favors this type of events. In the declination band 30◦ < δ < 90◦, at high energies
the effective area is reduced with respect to the other declination bands because the neutrino interac-
tion cross section increases and more neutrinos are absorbed by the Earth. The effective area for tau
neutrinos overcomes the one of muon neutrinos at the highest energies for the so-called “regeneration
effect”, that renders tau neutrinos more penetrating: tau neutrinos interact with the Earth matter
producing a tau lepton, that decays producing another tau neutrino that can reach the IceCube detec-
tor. Here, they can interact inside the detector producing a track-like signature, as the decay length of
tau neutrinos is ≈ 50m/PeV. Even at lower energies, the tau decay can produce a > 200 GeV muon,
that is observed. Electron neutrinos have the least effective area in almost all the energy bins of the
three different declinations. For electron anti-neutrinos at ≈ 6.3 PeV the curve peaks thanks to the
Glashow resonance, a process for which the electron anti-neutrinos interact with electrons producing
a W boson that can decay into a detected muon [92]. Electron neutrinos and anti-neutrinos have a
non-vanishing effective area at high energies since, when producing a hadronic cascade, a daughter
muon can escape and leave a track-like signature in the detector.

4.6 Real-Time Analyses and Alerts

In Madison, the real-time analyses are applied to the data sample produced by the event filtering
and reconstruction procedure, sent via the Iridium satellites from the South Pole. Two analyses are
the most important for this work. The core of the two is a time-dependent algorithm that aims at
finding clusters of neutrinos coming from a point-like source in the sky. This work concerns a detailed
testing of this algorithm with different simulated source features: the testing procedure and the results
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are discussed in Chapter 5.
The first analysis concerns the monitoring of a list of known gamma-ray emitters to search for

potential neutrino flares. The sources in the list are chosen following some criteria, for example they
must have shown time variability in the past. On one hand, gamma-ray flare observations performed
online or in the past can provide well constrained time windows to apply the IceCube analysis to
search for the neutrino counterpart. However, with this approach, contemporaneous gamma-ray and
neutrino data are rare, for example because the Imaging Air Cherenkov Telescopes duty cycle is ≈
20% and due to their few square degrees field of view they can observe essentially only one source
at a time. On the other hand, instead, IceCube can observe the entire sky at once with an almost
100% uptime. All the gamma-ray sources present in the list can be observed simultaneously. Thus,
the probability to obtain contemporaneous neutrino and gamma-ray data is much higher if the online
alerts come from IceCube and not from the IACTs.

Once a neutrino candidate arrives, the probability for that neutrino to be a signal from one of
the sources in the list is evaluated and, if this probability is high enough for one of the sources,
the analysis starts3. In case that a pre-defined significance threshold is exceeded, alerts are sent to
IceCube partner telescopes (like MAGIC [4, 5]) that can repoint to the reconstructed direction of the
neutrinos to perform follow-up observations. Examples of source candidates are AGN, whose flares
last from minutes to weeks. The 339 monitored sources are shown in Figure 4.7 with different symbols,
depending on which IceCube partner telescopes can observe that source. Details regarding the alerts
and the sources choice, as well as the complete list of the 339 sources, can be found in [10].

Figure 4.7: Skymap of the 339 monitored gamma-ray sources in equatorial coordinates. Different symbols are
used for three IceCube partner Imaging Air Cherenkov Telescopes. Taken from [10].

For the second analysis, the entire sky is scanned to search for neutrino flares providing a tool to
reveal sources not considered for time-dependent neutrino emission or even not observed in gamma-
rays yet. The large trial factor due to the high number of hypothetical sources lowers the sensitivity
with respect to the source monitoring, therefore the two analyses can be run in parallel. Each event
is considered as a potential trigger and the area around the event direction is divided in pixels.
The analysis is applied to each pixel assuming a source in its center and the pixel with the highest
significance is chosen. The latter is divided in sub-pixels and the procedure is iterated until a pre-
defined grid size is reached. In case the highest significance on a pixel of the last grid exceeds a

3In practice, the event weight wi discussed in Section 5.3.1, that is the ratio between the per-event signal and
background PDFs shown in Section 5.2, is calculated with respect to every source in the list. If wi ≥ 1 for a source,
the analysis starts with the source hypothesis equal to that gamma-ray source location. The end of the time windows
where the likelihood is maximised (see Section 5.4) is kept fixed to the triggering event. The weight is evaluated with
an assumed spectral index of -3 to improve the sensitivity to low-energetic neutrino clusters.
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threshold, alerts are made public for all the astrophysical community, for example using the Gamma-
ray Coordinates Network (GCN) [93].

The alert format can be human-readable (like emails) or machine-readable (like VOEvent [94]),
depending on the necessity. The latter are used for automated follow-up observations cutting the
human-in-the-loop [10].

In addition to send alerts, IceCube can receive alerts from other observatories that trigger the
analysis on the most recent events to search for a correlated neutrino emission. The observatories can
be other neutrino detectors, like ANTARES [32], but also gravitational waves detector, like LIGO [48]
and VIRGO [49].

Finally, the online filtering and reconstruction procedure is used as a starting point also for other
IceCube analyses. For example, the most-energetic events in the data sample have a high probability
to have an astrophysical origin. They can be selected and each one is treated as a valid single signal
neutrino [10].
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Chapter 5

Analysis Testing

The IceCube real-time analyses considered in this work aim at finding clusters of signal neutrinos
coming from a source in the sky. Both the monitoring of known gamma-ray sources and the all-sky
search (Section 4.6) exploit a time-dependent algorithm, that is run on the output of the event filtering
and reconstruction procedure applied on the IceCube DOMs signals.

The details of the algorithm are explained in this chapter. In Section 5.1 the properties of the
data sample and the Monte Carlo simulation of the events are discussed. Then, the spatial and energy
Probability Density Functions (PDFs) for signal and background events used to build the analysis
likelihood are shown in Section 5.2. Before the discussion of the time-dependent likelihood analysis
and the results of its testing presented in Section 5.4, a time-integrated version (not used in the
real-time infrastructure but useful to understand the more complicated time-dependent version) is
examined in Section 5.3.

5.1 Dataset and Monte Carlo Simulations

The data sample used for the analysis tests is the output of the event filtering and reconstruction
procedure presented in Chapter 4, that selects a set of N muon neutrino candidates producing a muon
leaving a through-going track-like signal in Icecube. Unless otherwise specified, the data used in the
following were taken during the 2014 season. Nominally the season goes from the 10th of April 2014
to the 18th of May 2015, but the first runs are used as test runs and are removed for the data analysis,
thus the good events start from the 6th of May 2014. The number of events present in the data sample
is 183 314.

Besides the identification numbers, such as event and run ID, each event in the dataset is charac-
terised by the following reconstructed physical quantities:

Event time: the arrival time of the event reported in Modified Julian Days (MJD, see Appendix A
for the definition). The distribution of the event times, converted in month/day/year, is reported
in Figure 5.1(a). The histogram resembles a uniform distribution, a part for some days for which
the number of events is significantly reduced. This is due to the stop of the data taking, for
example because of problems with the power supply, as explained in Section 3.3.

Reconstructed direction: the reconstructed right ascension and declination celestial coordinates, as
well as the reconstructed zenith and azimuth angles of the local detector coordinates, reported in
radians (see Appendix A for the definitions). The distributions of right ascension and declination,
converted in degrees, are reported in Figure 5.1(b) and (c), respectively. The right ascension
is approximately uniform. The declination increases while approaching to the Earth equator,
peaking at ≈ 6◦. This is due, for example, to the cuts of the filtering and reconstruction
procedure.

Estimated angular uncertainty: the angular uncertainty associated to each event, reported in
radians. The distribution of the uncertainty, converted in degrees, is reported in Figure 5.1(d).
Most of the events have an angular uncertainty below 1◦ and the distribution of this physical
quantity quickly falls for higher values.
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Reconstructed energy: the energy estimation, reported in log(E/GeV). The distribution of this
quantity is reported in Figure 5.1(e). Most of the events have an energy of ≈ 3 TeV, but the
distribution is not negligible up to ≈ 6 PeV.

(a) Arrival time (month/day/year).

(b) Right ascension. (c) Declination.

(d) Angular uncertainty. (e) Energy.

Figure 5.1: Distribution of the event physical quantities for the season 2014 data sample. From (a) to (e):
arrival time, right ascension, declination, angular uncertainty and energy.
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The MC simulation of the events has been discussed in Section 3.2. The simulation file contains
the same information of the real data file plus the true values of the physical quantities chosen at
the beginning of the simulation (like true direction and true energy of neutrinos) and the per-event
weights.

In Figure 5.2 the median angular error of the reconstruction algorithms, i.e. the angle between the
reconstructed and the true neutrino arrival directions, is shown as a function of the neutrino energy.

Figure 5.2: Median angular error of the reconstruction algorithm in degrees, as a function of the simulated
neutrino energy in TeV, reported for three declination bands.

Figure 5.2 shows that at low energies the median angular error is higher. This happens because
of the low number of available pulses and the higher kinematic angle between the neutrino and muon
directions. By increasing the neutrino energy, the photon statistics increases and the muon is almost
collinear with the neutrino. At the highest energies the error reaches a plateau or increases since
the more frequent stochastic energy losses of the muons are not entirely taken into account by the
reconstruction algorithms. Finally, the curve for the declination band −90◦ < δ < −30◦ starts around
100 TeV because in the southern sky only the most energetic events are selected by the event selection
and filtering algorithms, since in this part of the sky the atmospheric muon contribution is the most
important [10].

5.2 Probability Density Functions

The likelihood used by both the time-integrated and the time-dependent algorithms is built by
using two per-event Probability Density Functions (PDFs): the signal probability Si and the back-
ground probability Bi, where the index i ranges from 1 to the number of events N present in the data
sample.

The expression of the two PDFs is separated into a spatial PDF and an energy PDF:

Si = PS
spatial(~xi|~xS , σi) · P

S
energy(Ei|~xi, γ) (5.1)

Bi = PB
spatial(~xi) · P

B
energy(Ei|~xi), (5.2)

where ~xS is the hypothetical source position, γ is the spectral index of the signal flux spectrum and
~xi, σi and Ei the direction, angular uncertainty and energy of the i-th event, respectively.

43



CHAPTER 5. ANALYSIS TESTING

The signal spatial PDF represents the probability for an event coming from ~xi with an angular
uncertainty σi to be contributed by a source located at ~xS and it is calculated by using a two-
dimensional circular Gaussian function

PS
spatial(~xi|~xS , σi) =

1

2πσ2
i

exp

(

−
∆Ψ(~xi|~xS)

2

2σ2
i

)

, (5.3)

where ∆Ψ is the angle between the event and the source directions. This expression is well justified
by the fact that the atmospheric background events are almost uniformly distributed over the entire
sky while signal events should cluster around the source direction. In addition, more weight is given
to well reconstructed events having a low angular uncertainty [10].

The background spatial PDF represents the probability for an event to be part of the background,
based on its direction. It is constructed using archival data. This PDF is shown in Figure 5.3.

Figure 5.3: The spatial background PDF shown as a function of the cosine of the zenith angle θ and of the
azimuth angle φ. The azimuth values reported on the abscissa highlight the preferred directions containing
more strings.

It is clear how the background spatial PDF depends both on the zenith and the azimuth angles.
The zenith dependence is due to the different path length in Earth traversed by neutrinos and the
zenith-dependent effective area. Then, the secondary cosmic rays distribution in zenith affects the
background PDF. In addition, the zenith dependence is partly due to the event filtering procedure,
that is more stringent for down-going events coming from the Southern Sky since the atmospheric
background contribution is higher. After the filters, ≈ 1

3 of the selected events are down-going events
and ≈ 2

3 are up-going events: this can be seen in Figure 5.3 from the more blueish color of the negative
cosθ region with respect to the positive one.

For what concerns the azimuth angle, it is important to note that the instrumented volume of the
IceCube detector resembles a prism with hexagonal bases, thus it is not symmetric in the 2π azimuth
range. Along six directions a higher number of strings is encountered, resulting in an increased event
rate seen as six equally-spaced vertical lines in Figure 5.3, recognisable by the angles reported in the
abscissa. This effect is more clear for down-going events as the DOMs are positioned with the PMT
facing downwards and require the photons to be scattered: the event selection procedure favors the
six directions with a higher number of strings and thus the least amount of scattering [10].
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The per-event calculation of the signal and background energy PDFs in motivated by the fact
that signal neutrinos are expected to follow a power-law energy spectrum ∼ E−2 (Fermi acceleration),
while atmospheric neutrinos have a power-law energy spectrum ∼ E−3.7. The two PDFs are created
in declination bands, since the distributions depend on this parameter.

(a) Signal energy PDF. (b) Background energy PDF.

(c) Ratio.

Figure 5.4: The energy PDF construction for the declination band 41.9◦ < δ < 45.3◦. The assumed spectral
index is reported on the abscissa, the logarithm of the energy in GeV is reported on the ordinate. Up left: the
signal energy PDF. Up right: the background energy PDF. Down: the logarithm of the ratio between the signal
and background energy PDFs, reported in the color bar as “Signal” and “Data”, respectively.

The signal energy PDF is created using signal events simulated as explained in Section 5.1. The
spectral indices range from -1, harder than the diffuse astrophysical neutrino flux (with γ ≈ −2.19), to
-4, softer than the atmospheric neutrino flux. The result for the declination band 41.9◦ < δ < 45.3◦

can be seen in Figure 5.4(a) as a function of the neutrino energy and the assumed spectral index.
As expected, for harder spectral indices the high-energy region is populated, while for softer ones the
flux vanishes. The background energy PDF is created using archival data and can be seen in Figure
5.4(b). It does not depend on the source spectral index, as expected.

Figure 5.4(c) shows the ratio between signal and background energy PDFs, fitted with a cubic
spline. As it will be shown in Section 5.3.1, only the ratio between the signal and background PDFs
is used in the analysis, not the single PDFs. As expected, for harder spectral indices and for higher
energies there is a higher probability to have signal events.

Figure 5.5 shows the ratio between the signal and background energy PDFs fitted with a cubic
spline, as a function of energy and declination, for an assumed spectral index for the signal of γ = −2.
Signal-dominated regions are found, in general, at higher energies or at higher values of the declination.
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Figure 5.5: The logarithm of the ratio between the signal and background energy PDFs, reported in the color
bar as “Signal” and “Data”, respectively. It is shown as a function of the logarithm of the energy in GeV and
the sine of the declination and it is calculated for an assumed spectral index for the signal of γ = −2.

5.3 The Time-Integrated Analysis

The analysis used by the real-time infrastructure for the search of point-like transient neutrino
sources is a time-dependent analysis. However, a time-integrated version was explored first in this
work. This is done because this less sophisticated analysis provides a good example from which the
time dependence is naturally implemented and the improvements of the time-dependent approach
will be evident. In addition, as it is shown in Section 5.4, the time-dependent analysis exploits the
time-integrated one.

Section 5.3.1 will describe the expression of the likelihood used by the time-integrated analysis
and the outputs provided by its maximisation. Then, Section 5.3.2 will define the analysis testing
procedure and show its results.

5.3.1 Likelihood Formulation

Both the time-integrated and the time-dependent analyses are based on the likelihood maximisa-
tion technique. The expressions of the likelihood contain the per-event signal and background PDFs
explained in Section 5.2. The likelihood used by the time-integrated analysis is given by:

L(nS , γ) =
N
∏

i=1

(nS

N
· S(~xi, σi, Ei|γ) +

(

1−
nS

N

)

·B(~xi, σi, Ei)
)

, (5.4)

where N is the number of events present in the data sample and ~xi, σi, Ei are their estimated direction,
angular uncertainty and energy of the i-th event, respectively. nS is the number of signal events in
the data sample and γ is their spectral index: they are free parameters estimated by the likelihood
maximisation and their fit ranges are 0 ≤ nS ≤ N and −4 ≤ γ ≤ −1 (in agreement with the bounds
placed on the energy PDFs) [10]. Equation 5.4 is thus the product over all the events in the data
sample of the fraction of signal events nS

N multiplied by the probability for the i-th event to be a signal
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event summed to the fraction of background events 1 − nS

N multiplied by the probability for the i-th
event to be part of the background.

Rather than directly maximising the likelihood L, defined as a product of several terms, it is
computationally less expensive to find the maximum of its logarithm. For this motivation, a quantity
called test statistic Λ is calculated exploiting the logarithm of L. Since the logarithm is monotoni-
cally increasing, the number of events nS and the spectral index γ that maximise the likelihood also
maximise Λ. The test statistic is given by

Λ = 2 log
L(nS , γ)

L(nS = 0)
. (5.5)

Inside the logarithm, the likelihood is divided by the (constant) value of itself under the background
assumption, thus imposing nS = 0, and test statistic takes the form of a signal-over-background ratio
that is always non-negative. The test statistic can be rewritten as:

Λ = 2 log

[

∏N
i=1(

nS

N Si +
(

1− nS

N

)

Bi
∏N

i=1Bi

]

(5.6)

= 2
N
∑

i=1

[

log
(nS

N
Si +

(

1−
nS

N

)

Bi

)

− logBi

]

= 2
N
∑

i=1

log

[

1 +
nS

N

(

Si

Bi
− 1

)]

and the ratio between the signal and background PDFs is defined as the weight

wi =
Si

Bi
. (5.7)

The spatial signal PDF shown in Equation 5.3 can be used to simplify the last expression of Λ, as it
vanishes for events whose direction is few degrees away from the direction of the hypothetical source.
The value of the spatial signal PDF is fixed to zero for N−N ′ events outside a circular bin of 5 degrees
around the source direction, where N ′ is the number of events inside the bin. The final expression of
the test statistic is thus

Λ = 2
N ′

∑

i=1

log
[

1 +
nS

N
(wi − 1)

]

+ 2
(

N −N ′
)

log
(

1−
nS

N

)

(5.8)

This final form of the test statistic is maximised to estimate the number of events nS and their spectral
index γ. The value of Λ is finally calculated by plugging these estimates into Equation 5.5.

Figure 5.6 summarises the time-integrated analysis. After selecting the data sample and the hypo-
thetical source direction, and after producing the PDFs exploiting data and Monte Carlo simulations,
the time-integrated analysis provides the three outputs Λ, nS and γ. The ability of the analysis to
retrieve the correct cluster parameters has to be tested by using toy simulations. These tests, showing
the behaviour of the analyses in different conditions, are the core of this work. The next Section
describes the testing procedure of the time-integrated analysis.

5.3.2 Test procedure and Results

The analysis tests exploit the so-called toy simulations, i.e. simulations of different signal and
background scenarios.

Firstly, the hypothetical source right ascension αsource and declination δsource are chosen. Then,
a background only scenario is created using a data sample, like season 2014. The three most energetic
events in a declination band of ±5◦ around δsource are excluded. The event times are randomly shuffled
(“scrambling”) and the local detector coordinates zenith and azimuth are converted to equatorial
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Figure 5.6: A summary of the time-integrated analysis. Data and Monte Carlo simulations (Section 5.1) are
exploited to produce the spatial and energy PDFs (Section 5.2). Then, data and PDFs are used in the likelihood
maximisation procedure. The algorithm produces three outputs: the test statistic, related to the value of the
likelihood, the number of signal events and their spectral index.

coordinates, function of time. Being the detector at the South Pole, the declination is the same before
and after the time scrambling and the right ascension is approximated with

αnew =

(

αold + (tnew − told) ·
2π

Tsid

)

mod 2π, (5.9)

where αnew(old) is the new (old) right ascension, tnew(old) is the new (old) event time and Tsid =
0.99726957 days is the length of a sidereal day [95]. This procedure is used to mask any possible signal
event cluster in the dataset. This approach yields a set of background-like events embedding detector
effects without using detector simulations.

Next, simulated signal events are injected in the background set. The number of injected events is
drawn from a Poisson distribution. In addition, the events are injected such to resembles a power-law
flux with spectral index γinj . In IceCube, the Monte Carlo simulations are produced for a diffuse
flux of neutrinos with a fixed spectral index, but can be eventually weighted to resemble a different
spectrum. The events are drawn from the Monte Carlo simulation explained in Section 5.1 from a
declination band of ±5◦ around δsource. Also, the events are uniformly injected in a time window
centered at time t0, where t0 is uniformly drawn between the minimum and maximum arrival time
of the events in the data sample. Finally, the injected events direction is moved towards the source
location. This is equal to simulate a point-like source [10].

Then, the test statistic is maximised, providing an estimate of the number of signal events nfit,
their spectral index γfit and the value of the test statistic. All this procedure is repeated for a very
large number of times, each time with different scrambling and injection, resulting in a set of results
that should resemble the injected quantities. The tests consist in estimating the power of the analysis
to retrieve the injected physical quantities. By changing the injection parameters, like γinj , a source
with different features or emitting a different flare is simulated and the behaviour of the algorithm is
studied for various cases.

In the following, the behavior of the time-integrated analysis is shown. A point-like neutrino
source is simulated at δsource = 45◦ and αsource = 300◦, unless otherwise specified, and the dataset
used is season 2014.

The test statistic maximisation does not converge every time. Figure 5.7 shows the convergence
percentage of the time-integrated analysis versus the number of injected events, for three different
injected spectral indices. By increasing the number of injected events, as well as by hardening the
spectrum, the number of successful fits increases. This is due to the fact that for a signal cluster
containing more events or for those events having a spectral index further away from the background
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Figure 5.7: Convergence percentage for the time-integrated analysis as a function of the number of injected
events, reported for three different spectral indices. The blue (orange, green) curve is related to γinj = -2 (-2.5,
-3).

one (≈ −3.7) it is easier for the algorithm to converge. In general, the convergence percentage increases
for lower values of source declination. When producing any results, the cases of no-convergence are
excluded.

Before discussing the ability of the analysis to retrieve the injected parameters, it is useful to have
a look at the distributions of the output parameters. In the following figures, the distributions are
shown for two injected spectral indices (-2 and -3) and for three different number of injected events
(2, 10 and 20).

Figures 5.8 and 5.9 show the distribution of the test statistic compared to the background dis-
tribution. The results relative to the background are obtained injecting events with ninj = 0. The
background test statistic distribution is peaked at zero because for a number of injected events ninj =
0 the signal over background likelihood ratio tends to 1. By increasing the number of injected events
the signal likelihood L(nS , γ) increases and consequently the test statistic distribution moves to higher
values. For the same number of injected events the distribution connected to γinj = −2 reaches higher
values of the test statistic with respect to γinj = −3: this behavior is expected as a harder spectrum
is more signal-like and the signal likelihood is higher.

Figures 5.10 and 5.11 show the distribution of the fitted number of signal events. When trying
to estimate the number of signal events for a low ninj the distribution of nfit is largely asymmetric
because of the fit range imposing the fitted number of signal events to be greater than or equal to
zero. By injecting more signal events, the distribution is more symmetric and moves towards higher
values of nfit. For a high number of injected events and γinj = −2 the distribution peaks near the
expected value, while for γinj = −3 the peak underestimates the number of injected events. This
happens because the injected events, having a softer spectrum, are more similar to the background.
Finally, the distributions are wide and reach values of the fit parameter far away from the injected
one. This suggests that a deeper study and improvement of the test statistic maximisation (like a
change of the minimisation algorithm) should be carried out in order to narrow the distributions of
the fit parameters. This behaviour is present in all the tests carried out for this work.

Figures 5.12 and 5.13 show the distribution of the fitted spectral index. For γinj = −2 and
ninj = 2 the curve is broad and does not show a clear peak. By increasing the number of injected
events, the distribution slowly peaks to the expected value, even if it spans almost the entire fit range
and the peak is broad. For γinj = −3 there is little improvement by increasing the number of injected
events: the distribution remains very broad, while having its maximum values near γfit = −3.
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Figure 5.8: Distribution of the test statistic for the time-integrated analysis for an injected spectral index of
-2. The black histogram represents the background distribution, while the blue, orange and green histograms
represent the distribution for a number of injected events of 2, 10 and 20, respectively.

Figure 5.9: Distribution of the test statistic for the time-integrated analysis for an injected spectral index of
-3. The black histogram represents the background distribution, while the blue, orange and green histograms
represent the distribution for a number of injected events of 2, 10 and 20, respectively.
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Figure 5.10: Distribution of the fitted number of signal events for the time-integrated analysis for an injected
spectral index of -2. The blue, orange and green histograms represent the distribution for a number of injected
events of 2, 10 and 20, respectively.

Figure 5.11: Distribution of the fitted number of signal events for the time-integrated analysis for an injected
spectral index of -3. The blue, orange and green histograms represent the distribution for a number of injected
events of 2, 10 and 20, respectively.
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Figure 5.12: Distribution of the fitted spectral index for the time-integrated analysis for an injected spectral
index of -2. The blue, orange and green histograms represent the distribution for a number of injected events
of 2, 10 and 20, respectively.

Figure 5.13: Distribution of the fitted spectral index for the time-integrated analysis for an injected spectral
index of -3. The blue, orange and green histograms represent the distribution for a number of injected events
of 2, 10 and 20, respectively.
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Figure 5.14 shows the reconstruction quality of the injected parameters versus the number of
injected events. The number of signal events is overestimated for a low number of injected events.

(a) Fitted number of signal events. (b) Fitted spectral index.

Figure 5.14: Reconstruction quality of the fit parameters. The continuous lines represent the median of the
parameter distribution, the colored area is the 68-percentile centered in the median and the dotted lines show
the expectation. On the abscissa there is the number of injected signal events. The blue (orange, green) curve
is related to γinj = -2 (-2.5, -3). Left: the fitted number of signal events. Right: the fitted spectral index.

For higher ninj and for γinj = −2 the median reconstructed signal events number is close to the
expectation. For softer spectral indices the number of signal events is underestimated: this is due
to the poor signal-like features of the injection and some signal events are considered as background.
Other test results, not reported here, showed that for lower declinations the curves are in general
closer to the expectation and the error areas are more narrow. The spectral index is underestimated
for a small number of injected events and increases approaching to the expectation for a higher ninj ,
stabilising near γinj . Again, the reconstruction quality improves with a higher number of injected
events. In general, for δsource = -45◦ (not shown) there is an improvement because of the more
closeness of the curves to the expectation or a more narrow error area. The error areas is always very
wide.

Besides the reconstruction quality of the fit parameters, another very important quantity con-
nected to the searches for point-like astrophysical neutrino sources is the discovery potential. It is
defined as the flux of neutrinos which yields a discovery with a certain significance value in 50% of
the cases. For example, a 5σ discovery potential is the flux that yields a 5σ discovery in 50% of the
cases. Different steps needs to be performed in order to calculate this quantity.

Firstly, a toy simulation without injection (i.e. with a number of injected events ninj = 0) is used
to define a threshold on the background test statistic distribution connected to the desired significance
value for the discovery. This threshold Λth is such that the p-value, i.e. the probability of observing
an equal or better result by chance with respect to one having a test statistic of Λth

p(Λth) =

∫ ∞

Λth

PB(Λ)dΛ (5.10)

is 2.86 · 10−7 or 1.35 · 10−3 for a 5σ or 3σ discovery potential, respectively. The quantity PB(Λ) is
the distribution of the test statistic for a background only scenario. Since the test statistic is formed
from a likelihood ratio, the test statistic distribution follows a χ2 distribution (Wilk theorem [96]):
for this, the background test statistic distribution is fitted with a χ2 function and the value of Λth is
calculated using the fit function. Secondly, different toy simulations with different number of injected
events ninj > 0 are used to extrapolate the number of events n∗ such that the power of a test β,
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i.e. the chance of rejecting the null hypothesis when the alternative hypothesis is true, is equal to
50%. Figure 5.15 summarises the two steps exploiting an example of calculation for a 3σ discovery
potential. Finally, n∗ is converted to flux (see Appendix B for details).

(a) Threshold fixing. (b) Estimation of n∗.

Figure 5.15: The calculation of the number of events needed to perform a 3σ discovery in 50% of the cases.
Left: the background test statistic distribution (ninj = 0) is used to fix the threshold, represented by the red
line, such that the fraction of the distribution above its value is 1.35 · 10−3. Right: n∗ is the number of injected
events such that the test statistic distribution obtained from a test with ninj = n∗, represented in gold, is half
below and half above threshold. The two grey distributions, obtained from tests with ninj ≶ n∗, are not cut in
half by the red line.

By repeating the procedure with different values of the source declination we can estimate the
dependence of the discovery potential on the latter. In addition, the injected spectral index can
be changed to study the dependence of the discovery potential on the flux provided by different
astrophysical sources. Figure 5.16 shows the 3σ and 5σ discovery potential as a function of the
declination for three different spectral indices.
The discovery potential is not constant with the declination of the hypothetical source. In general,
going far away from δsource = 0 results in an increase of the flux needed for a 3σ or 5σ discovery in 50%
of the cases and the increase is more pronounced in the Southern sky due to the large background from
atmospheric muons. In addition, with a slightly more background-like injection, i.e. with a slightly
softer γinj , the discovery potential increases by several orders of magnitude, that results in the need
of a stronger signal to discover a source. By relaxing the 5σ request to a 3σ discovery potential, the
curve is lower. However, the change in the curve is very low if compared to the one connected to
injecting a different spectral index. Finally, the results obtained in this work well superimpose to the
points obtained for the same analysis conditions in [10].

The procedure explained in this section is valid both for the time-integrated and the time-
dependent analyses.
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Figure 5.16: Discovery potential as a function of the source declination. The solid (dotted) lines represent the
5σ (3σ) discovery potential. The blue (orange, green) line is obtained for an injected spectral index of -2 (-2.5,
-3). P.W. stands for “Previous Work”, as the red pluses (crosses) were obtained in [10] for γinj = −2 and
represent a 5σ (3σ) discovery potential.

5.4 The Time-Dependent Analysis

The time-integrated analysis can be improved by exploiting the time information of the events in
the algorithm and thus by using a time-dependent approach. This enables the possibility to search
for transient sources of astrophysical neutrinos. This search is supported from the fact that cosmic
neutrinos observable with IceCube mainly originate outside the Milky Way [97]. Multi-wavelength
data show that extra-galactic astrophysical sources, that are possible neutrino emitters, vary with
time and assuming a connection between photon and neutrino emission we suppose that also the
neutrino component varies with time showing the largest deviation from background [10].

The aim of the time-dependent analysis is to find a time window, that defines the flare, shorter
than the entire dataset time (that can span one or several years). The time window is defined as a
box beginning at time tstart and ending at time tend. The quantity Tflare = tend − tstart, i.e. the box
width, represents the flare duration. The latter is a free parameter.

The core of the time-dependent analysis is the so-called time clustering algorithm, that is substi-
tuted to the simple likelihood maximisation of the time-integrated analysis. All the event arrival times
in a dataset are used as window ends and, for each end, every previous event time is used as window
start. The likelihood maximisation is performed in each time window, providing a set of estimates of
the number of events, their spectral index and the value of the test statistic. The time window with
the highest test statistic is chosen and the width of the latter is the estimated duration of the flare.

Testing all the possible time windows for a dataset is impractical. For example, the dataset of
season 2014 contains a number of events N = 183 314 implying a very high number of likelihood
maximisations.The number of tested time windows is reduced in two ways. Firstly, an upper limit
Tmax on the time window width is applied. Secondly, only events for which the ratio between the
per-event weight wi =

Si
Bi

(discussed in Section 5.2) is greater or equal than 1 are chosen as window
edges to select more signal-like events. In this way the analysis is able to provide results in a reasonable
amount of time.

An example of the tested time windows after the reduction of their number is sketched in Figure
5.17. For each window end (each one represented by a different color), only the events within a time
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of 10 arbitrary units before the end serves as window starts. In this simple example the number of
tested time windows is reduced from 45 to 6.

Figure 5.17: A sketch of some tested time windows when running the time clustering algorithm with Tmax =
10 arbitrary units. On the ordinate there are the event weights, on the abscissa there is the time relative to
the last event. The dotted grey line is the threshold that the events, represented by blue vertical lines, have to
exceed in weight to be considered as time window edges and it is fixed to 1. The arrows represent the tested
time windows and a different color represents a different window end.

Figure 5.18 summarises the time-dependent analysis. After selecting the data sample and the
hypothetical source direction, and after producing the PDFs exploiting data and Monte Carlo simu-
lations, the time-dependent analysis (via the time clustering algorithm) provides the four outputs Λ,
nS , γ and Tflare. The ability of the analysis to retrieve the correct cluster parameters has to be tested
by using toy simulations, as for the time-integrated one. Section 5.4.2 describes the testing procedure
of the time-dependent analysis and its results.

Figure 5.18: A summary of the time-dependent analysis. Data and Monte Carlo simulations (Section 5.1) are
exploited to produce the spatial and energy PDFs (Section 5.2). Then, data and PDFs are used in the time
clustering algorithm to maximise the likelihood in every tested time window, choosing the one with the highest
test statistic. The algorithm produces four outputs: the test statistic, related to the value of the likelihood, the
number of signal events, their spectral index and the flare duration.

Even after the reduction of the number of tested time windows this algorithm is still computa-
tionally more demanding with respect to the time-integrated one, that can be locally run on a PC.
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The time-dependent analysis needs a more powerful environment. For this work, a cluster of CPUs
was used.

5.4.1 Likelihood Formulation

The likelihood used for the time-dependent analysis is the same used for the time-integrated one,
shown in Equation 5.4. However, the maximisation is performed using a modified version of test
statistic. Since during time clustering algorithm many shorter time windows are tested than long time
windows, there is a bias towards short flares that are selected with more preference. To reduce this
effect the expression of the test statistic used in the maximisation is

Λ = 2 log

[

L(nS , γ)

L(nS = 0)

U(ti, tk)

Tmax

]

, (5.11)

where U(ti, tk) is the detector uptime during the time window starting from ti and ending to tk and
Tmax is the maximum width of the time windows. The new term reduces the test statistic for short
time windows. In practice, in each time window the time-integrated test statistic is maximised and

then the factor 2 log
U(ti, tk)

Tmax
is added after the maximisation.

5.4.2 Test procedure and Results

The test procedure is similar to the time-integrated one. However, the injected signal events
are inserted such that to resemble a flare of duration Tinj and the reconstruction quality of the fit
parameters is studied for the flare duration, too.

The results refer to a source simulated at δsource = 45◦ and αsource = 300◦, the dataset used is
season 2014, the injected spectral index is γinj = −2, the injected flare duration is Tinj = 10 days and
the maximum width of the time window is Tmax = 180 days, unless otherwise specified.

As opposed to the time-integrated analysis, the convergence percentage of the time-dependent one
is always ≈ 100%. This happens because, to fail the convergence, the likelihood maximisation should
fail for all the tested time windows. For the time-integrated analysis only one time window is tested
(the entire dataset). In addition, the decrease of the convergence percentage by decreasing the injected
spectral index is negligible. These results are similar for other values of source declination. The few
cases of no convergence are not used when producing any results. The presence of convergence failures
suggests the need of exploring a different minimiser. Such study goes however beyond the scopes of
this work.

Figure 5.19 shows the distribution of the test statistic for three different number of injected events
(2, 10 and 20) compared to the background distribution. The behavior is similar to the time-integrated
one (Figure 5.8), but the distributions reach higher values of the test statistic. This happens because
of the lower background due to the smaller time windows (i.e. exposures). The distributions are less
populated with respect to Figure 5.8 because, due to the very high run times of the algorithm, less
maps were used for these tests with respect to the time-integrated ones.

Figure 5.20 shows the distribution of the fitted number of signal events. By comparing this figure
to Figure 5.10, it is clear how the distributions for the time-dependent analysis are less broad. The
other features of the plot are similar to the time-integrated case.

Figure 5.21 shows the distribution of the fitted spectral index. By comparing this figure to Figure
5.12, it is clear how the distributions for the time-dependent analysis for a high number of injected
events are less broad. The other features of the plot are similar to the time-integrated case.

Figure 5.22 shows the distribution of the fitted flare duration. For a low number of signal events
the distribution has not a clear behaviour, it only suggests an increase of the probability for a low
flare duration. By increasing ninj it peaks at the correct value of Tinj .
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Figure 5.19: Distribution of the test statistic for the time-dependent analysis for an injected spectral index of
-2, an injected flare duration of 10 days and the maximum time window size of 180 days. The black histogram
represents the background distribution, while the blue, orange and green histograms represent the distribution
for a number of injected events of 2, 10 and 20, respectively.

Figure 5.20: Distribution of the fitted number of signal events for the time-dependent analysis for an injected
spectral index of -2, an injected flare duration of 10 days and the maximum time window size of 180 days. The
blue, orange and green histograms represent the distribution for a number of injected events of 2, 10 and 20,
respectively.
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Figure 5.21: Distribution of the fitted spectral index for the time-dependent analysis for an injected spectral
index of -2, an injected flare duration of 10 days and the maximum time window size of 180 days. The
blue, orange and green histograms represent the distribution for a number of injected events of 2, 10 and 20,
respectively.

Figure 5.22: Distribution of the fitted flare duration for the time-dependent analysis for an injected spectral
index of -2, an injected flare duration of 10 days and the maximum time window size of 180 days. The
blue, orange and green histograms represent the distribution for a number of injected events of 2, 10 and 20,
respectively.
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Figure 5.23 shows the reconstruction quality of the injected parameters versus the number of
injected events for three different injected flare duration values.

(a) Fitted number of signal events. (b) Fitted spectral index.

(c) Fitted flare duration. (d) Fitted flare duration (detail).

Figure 5.23: Reconstruction quality of the fit parameters for Tmax = 180 days and γinj = -2. The continuous
lines represent the median of the parameter distribution, the colored area is the 68-percentile centered in the
median and the dotted lines show the expectation. On the abscissa there is the number of injected signal events.
The blue (orange, green) curve is related to Tinj = 1 day (10 days, 100 days). Up left: the fitted number of
signal events. Up right: the fitted spectral index. Down left: the fitted flare duration. Down right: detail of
the fitted flare duration.

The curves almost always agree with the injection within the error. The fitted number of signal
neutrinos increases for longer flares. It is overestimated for small clusters and underestimated for
stronger signals. The error areas are more narrow with respect to the time-integrated case. The fitted
spectral index decreases for longer flares. The plot is similar to the time-integrated case. The flare
duration is almost always underestimated. For more populated clusters of neutrinos, the estimates of
the spectral index and the flare duration approach the injection and the error is reduced. Other test
results, not reported here, showed that for lower δsource the behaviour is either similar or better.

Figure 5.24 shows the discovery potential represented as a fluence (see Appendix B for the defini-
tion) versus the declination of the hypothetical source, for three different values of the injected flare
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duration. Results from another study are also reported for comparison.

Figure 5.24: Discovery potential, reported as fluence, as a function of the source declination. The solid (dotted)
lines represent the 5σ (3σ) discovery potential. The blue (orange, red) line is obtained for an injected flare
duration of 100 days (10 days, 1 day). P.W. stands for “Previous Work”, as the green pluses (crosses) were
obtained in [10] for Tinj = 10 days and represent a 5σ (3σ) discovery potential.

The discovery potential depends on the injected flare duration. A transient source emitting neutrinos
for a longer time needs a stronger signal to be discovered. As usual, the 3σ discovery potential is
lower than the 5σ one and in the northern sky the 5σ line for Tinj = 1 day is lower the the 3σ line for
Tinj = 100 days: it is easier to perform a 5σ discovery of a very fast transient source with respect to
a 3σ discovery of a transient source emitting for hundreds of days. This is a very important aspect
and in the next section tests tailored for very fast transient sources will be discussed. The shape of
the curves is similar to the time integrated one of Figure 5.16. Finally, the analysis carried out for
this work for Tinj = 10 days agrees with the results obtained in a previous study for the same analysis
conditions [10].

As for the time-integrated analysis, the reconstruction quality and the discovery potential depend
on the injected spectral index. Figure 5.25 shows the reconstruction quality of the injected parameters
versus the number of injected events for three different spectral indices and for the same injected flare
duration Tinj = 10 days. The fitted number of signal events is overestimated for ninj lower than ≈ 6
and underestimated for more populated clusters of neutrinos. Less events are recognised as signal
when softening the spectral index, as expected. By comparing the plot in the upper left panel of this
figure with the one in Figure 5.14, the results for γinj = -2 (-2.5, -3) is worse (similar, better) in the
time-dependent case. The spectral index is underestimated for a low number of injected events and,
with more signal events, it approaches the expectation. By comparing the plot in the upper right
panel of this figure with the one in Figure 5.14, the results are similar. The flare duration is always
underestimated, but its value gets closer to the expectation and the error significantly reduce for more
injected signal neutrinos. Finally, the error is higher for softer injected spectral indices.
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(a) Fitted number of signal events. (b) Fitted spectral index.

(c) Fitted flare duration.

Figure 5.25: Reconstruction quality of the fit parameters for Tmax = 180 days and Tinj = 10 days. The
continuous lines represent the median of the parameter distribution, the colored area is the 68-percentile centered
in the median. The dotted lines show the expectation. On the abscissa there is the number of injected signal
events. The blue (orange, green) curve is related to γinj = -2 (-2.5, -3). Up left: the fitted number of signal
events. Up right: the fitted spectral index. Down: the fitted flare duration.

Table 5.1 shows the number of events and the fluence needed for a 3σ and 5σ discovery in 50% of
the cases for the three tested spectral indices.

3σ Disc Pot. 5σ Disc Pot.

γinj n∗ E2dJ/dE(GeV cm−2) n∗ E2dJ/dE(GeV cm−2)

-2 4.69 9.75 ·10−2 7.58 1.58 ·10−2

-2.5 7.01 13.29 11.05 20.96
-3 9.75 825.78 16.04 1358.30

Table 5.1: Discovery potential and associated number of events n∗ for three different injected spectral indices,
for Tmax = 180 days and Tinj = 10 days.
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For softer injected spectral indices n∗ increases. Consequently, the discovery potential fluence increases
by several orders of magnitude. This behaviour is similar for the time-integrated case (Figure 5.16).

It is interesting and important to study the dependence of the results also on the maximum time
window width, as this parameter has to be chosen beforehand when performing real-time analyses.
Figure 5.26 shows the reconstruction quality of the injected parameters versus the number of injected
events for the maximum time window width fixed at 365 days, higher than the previous cases.

(a) Fitted number of signal events. (b) Fitted spectral index.

(c) Fitted flare duration. (d) Fitted flare duration (detail).

Figure 5.26: Reconstruction quality of the fit parameters for Tmax = 365 days and γinj = -2. The continuous
lines represent the median of the parameter distribution, the colored area is the 68-percentile centered in the
median and the dotted lines show the expectation. On the abscissa there is the number of injected signal events.
The blue (orange, green) curve is related to Tinj = 1 day (10 days, 100 days). Up left: the fitted number of
signal events. Up right: the fitted spectral index. Down left: the fitted flare duration. Down right: detail of
the fitted flare duration.

The features of the curves are the same with respect to Figure 5.23, thus there is no significant
improvement. Instead, the number of tested time windows is much higher. As a consequence, the
algorithm takes much more time to be executed and the trial factors worsens the discovery potential,
as shown in the following. Thus, from a certain maximum time window onwards, it is worse to increase
Tmax. A choice of a high Tmax should be done only to discover flares distributed on hundreds of days.
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Figure 5.27 shows the reconstruction quality of the injected parameters versus the number of
injected events for the maximum time window width fixed at 21 days, lower than the previous cases.

(a) Fitted number of signal events. (b) Fitted spectral index.

(c) Fitted flare duration. (d) Fitted flare duration (detail).

Figure 5.27: Reconstruction quality of the fit parameters for Tmax = 21 days and γinj = -2. The continuous
lines represent the median of the parameter distribution, the colored area is the 68-percentile centered in the
median and the dotted lines show the expectation. On the abscissa there is the number of injected signal events.
The blue (orange, green) curve is related to Tinj = 1 day (10 days, 100 days). The red dashed line in the flare
duration reconstruction plots represents Tmax = 21 days. Up left: the fitted number of signal events. Up right:
the fitted spectral index. Down left: the fitted flare duration. Down right: detail of the fitted flare duration.

The reconstruction quality for nS and γ with a flare shorter than Tmax is similar to the 180 days case.
However, when analysing a flare longer than the maximum time window size, the number of signal
events is significantly underestimated because the time windows only cover part of the flare. The curve
of the number of signal events reconstruction plot relative to Tinj = 100 days increases because the
density of injected events in the sample increases, too, and more events fit inside the tested windows.
Also the spectral index reconstruction is worse, as the median is further away from the expectation
for strong signals and the error area is wider. The flare duration reconstruction for Tinj < Tmax is
similar to the previous cases, a part for the lower error. Instead, when injecting a long flare, the curve
does not approach the expectation but the maximum time window size, because longer time windows
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are not tested.
Thus, Tmax should be tuned accordingly to the types of sources under search by using theoretical

information on the expected flare duration. This parameter should be high enough to completely
contain the flare but low enough to avoid challenging computing time.

We have seen in Table 5.1 that the discovery potential depends significantly on the flux spectral
index and in Figure 5.24 that it depends on the declination and, to a lesser extent, on the flare
duration. In addition, it slightly depends on the maximum window size, as shown in Figure 5.28.

Figure 5.28: Discovery potential (reported as fluence) as a function of the flare duration. The solid (dashed)
lines represent the 5σ (3σ) discovery potential. The blue (orange, green) line is obtained for a maximum time
window size of 21 days (180 days, 365 day). For Tmax = 21 days, the maximum tested flare duration is 10 days.

By increasing the maximum time window size the discovery potential slightly increases. This happens
because, with a larger Tmax, more time windows are tested and a penalty comes from the large number
of trials (look-elsewhere effect [98]). This effect can be also seen in the ∼ log(Tmax) dependence of the
time-dependent test statistic. The dependence of the discovery potential on the maximum size of the
time windows is very weak with respect to the other dependencies.

Up to know, the time-dependent analysis has been tested for flares lasting down to ≈ 3 hours.
The next section extends the tests to very fast transient sources.

5.4.3 Tests for very fast transient sources

The rate of the GFU filter is ≈ 6.5 mHz. This implies that, on average, the temporal distance
between two events is ∆t = 1

average rate ≈ 3 minutes. Thus, when injecting several events to resemble
a flare shorter than few hours, the background component during the flare is very low. In addition, if
the flare is shorter than ∆t, there will be time windows containing only injected events.

The tests for very fast transient sources are carried out to study the behaviour of the analysis in
these extreme conditions. The convergence percentage is always 100% as expected, because very few
background events, if any, are contained in the tested time windows.

Figure 5.29 shows the reconstruction quality of the injected parameters versus the number of
injected events for the maximum time window size Tmax = 1 day and for flares of 1 second, 1 minute,
10 minutes and 1 hour. The number of signal events is close to the expectation until ninj ≈ 6, then it
is underestimated, and the error is low. The reconstruction of the spectral index is almost equal for
all the four tested flares and shows the same behaviour of the previous tests. The flare duration for
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(a) Fitted number of signal events. (b) Fitted spectral index.

(c) Fitted flare duration. (d) Fitted flare duration (detail).

Figure 5.29: Reconstruction quality of the fit parameters for Tmax = 1 day and γinj = -2. The continuous lines
represent the median of the parameter distribution, the colored area is the 68-percentile centered in the median
and the dotted lines show the expectation. On the abscissa there is the number of injected signal events. The
blue (orange, green, red) curve is related to Tinj = 1 second (1 minute, 10 minutes, 1 hour). Up left: the fitted
number of signal events. Up right: the fitted spectral index. Down left: the fitted flare duration. Down right:
detail of the fitted flare duration.

the two longer flares is underestimated for small clusters and improves for stronger signals. The flare
duration for the two shorter flares is overestimated for 2 signal events and equal to zero onwards. This
happens because the time information is stored with the last digit on 1/1000 of day, that corresponds
to 86.4 seconds. For shorter flares the reconstructed flare duration is zero. Finally, tests with Tmax =
180 days showed the same results.

Very fast transient sources would provide very sensitive observations due to the low number of
background events in the time windows, but require a higher data rate at the final event selection
level. Firstly, the detector instrumented volume and string density directly influence the number of
events that are detected by IceCube and the sensitivity to high energy neutrinos. By increasing the
deep polar ice instrumented volume, more events (and thus more signal-like events) are collected and
the data rate at the final event selection level is higher, but a more powerful analysis may be needed to
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reject the increased number of background events. By placing the strings further away, the detected
events have higher energies as the energy threshold for the detection would be higher, increasing the
probability to have signal-like events in the data sample. An upgrade of the IceCube detector, called
IceCube Gen2 [99], has been proposed. It is discussed in the next chapter.

Secondly, the event filtering and reconstruction procedure can be improved. For example, by using
more detailed ice models, a more refined calibration or more powerful reconstruction algorithms results
in better estimated event properties that allow more events to be selected. In addition, relaxing the
event selection cuts increases the event rate at the final event selection level. For example, signal events
whose reconstruction is not adequate and are rejected by the present filters could be selected. However,
to handle the events with a poorer reconstruction and to reject the higher number of background events
more powerful analyses are needed. In general, improved analysis methods can increase the sensitivity
to point-like transient neutrino sources.

By increasing the event rate and the probability for the events to be signal neutrinos, as well as by
improving the algorithms, shorter flares can be searched for and the possibility to discover transient
and fast transient sources with a higher significance increases.
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Chapter 6

Conclusions and Future Perspectives

Successful tests of the time-dependent algorithm, core of the real-time analyses searching for as-
trophysical neutrino sources with the IceCube data, have been carried out for different source features.
The reconstruction quality of the signal parameters (number of signal neutrinos, flux spectral index
and flare duration) and the discovery potential, i.e. the flux that yields a 5σ discovery in 50% of the
cases, have been studied. Similar tests have been performed for the time-integrated version of the
algorithm.

In general, the time-dependent algorithm performs better than the time-integrated one. For more
populated clusters of neutrinos, for harder spectral indices or for longer flares the signal parameters are
better reconstructed and the algorithms converge more often. The reconstructed signal parameters
agree with the expectations within the error for most of the cases. In addition, the time windows
where the time-dependent likelihood is maximised have to be larger than the flare duration to obtain
reliable results.

The discovery potential mainly depends on three parameters. It improves by several orders of
magnitude with a little hardening of the spectral index. Its dependency on the source declination
is weaker and horizontal events have the highest probability to yield a discovery. Finally, it slightly
improves for a shorter duration of the flare.

Finally, the tests have been extended to very fast transient sources, with flares shorter than few
hours. By increasing the event rate and the probability for the events to be signal neutrinos, the
chance to discover transient and fast transient sources increases. This can be obtained by improving
the filtering and reconstruction procedure. In addition, the instrumented volume of the detector can
be increased to collect more events. An improvement of the IceCube detector, called IceCube Gen2,
is already planned and under design. IceCube Gen2 consists of several improvements with respect to
IceCube [60, 100]:

• A high-energy in-ice array featuring an increased string spacing (rising the threshold on the
minimum detectable energy) and a total effective target volume 10 times larger with respect to
IceCube to study astrophysical neutrino sources at the PeV energy scale. Figure 6.1 shows the
position of the IceCube Gen2 strings compared to the IceCube ones.

• An extended surface air shower array, potentially several times larger in diameter than the high-
energy array, to be used both for cosmic ray studies and to veto down-going atmospheric muons
and neutrinos. Figure 6.2 shows the position of the IceCube elements in IceCube Gen2, as well
as the IceCube Gen2 strings and the large area covered by the extended surface air shower array.

• A low-energy array (the Precision IceCube Next Generation Upgrade, or PINGU [103]) consisting
in the instrumentation of 6 MTon of ice in the center of DeepCore, enabling precision neutrino
oscillation measurements down to the GeV energy range, determination of the neutrino mass
ordering and dark matter searches. Updated calibration devices will be deployed in the new
boreholes in order to measure the optical properties of the ice more precisely, improving the ice
models and consequently the event reconstruction procedure. Figure 6.3 shows the position on
the surface of the PINGU strings within the IceCube detector. The position of the 26 closer
strings of PINGU is reported as red crosses.
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Figure 6.1: Position of the IceCube Gen2 strings (orange circles) compared to the IceCube strings (blue circles).
In the initial design studies, 120 new strings are spaced 240 m apart and nominally instrumented with 80
IceCube-type optical modules over a vertical length of 1.25 km. The total instrumented volume in this design
is 7.9 km3, approaching an order of magnitude larger than IceCube alone. Adapted from [101].

Figure 6.2: Not-to-scale comparison between IceCube (left) and IceCube Gen2 (right). On the right, IceCube
and IceTop are colored in light red and red, respectively. DeepCore is colored in green. The IceCube Gen2
high-energy array strings are reported as vertical lines. The extended surface air shower array, on the top base
of the cylindrical volume, covers a very wide area with respect to both IceTop and the projection of the IceCube
Gen2 high-energy array on the surface. Taken from [102].

• A shallow sub-surface array of radio antennas for the detection of ultra-high-energy neutrino-
induced showers in the ice, promising to achieve effective target volumes of about 100 times
IceCube at 1018 eV, where neutrinos originating from scattering of ultra-high-energy cosmic
rays on the cosmic microwave background are expected [105].

In addition, a modernized version of the IceCube DOM will be deployed [103]. Mechanical components
such as the glass sphere, as well as the high-quantum-efficiency PMT, remain unchanged, while the
triggering and digitization electronics are being redesigned. Alternative sensor designs that increase
photocathode area, photon collection, angular coverage, and/or directional resolution are also under
study [60].

The search for point-like astrophysical neutrino sources will benefit from the aforementioned im-
provements, like the increased instrumented volume, the better ice models and the atmospheric veto
techniques.
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Figure 6.3: Schematic layout of PINGU within the IceCube detector. The IceCube strings are reported as black
circles, the DeepCore strings as blue squares, the PINGU strings as red crosses. Top left: the strings position on
the surface. Right: detail of the strings position on the surface. The PINGU optical modules will be deployed
in the clearest ice at the bottom of the detector, as shown in the vertical profile on the bottom left panel, with
a vertical spacing several times denser than DeepCore. Taken from [104].
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Appendix A

Coordinate Systems and Useful
Definitions

In this appendix the coordinate systems used in this work for the events direction are defined, as
well as some useful quantities.

Two coordinate systems have been used in this work. One is the local detector coordinate system
defined by the usual zenith and azimuth angles. The other is the celestial coordinates system defined
by right ascension and declination, sketched in Figure A.1.

Figure A.1: Right ascension and declination example. Taken from [106].

The right ascension is the angular distance of a point measured eastward along the celestial equator,
the projection of the Earth equator on the celestial sphere, from the Sun at the March (vernal) equinox.
The declination is the angle between the celestial equator and the point under study, measured in a
plane perpendicular to the celestial equator and containing the point. The declination is positive for
the Northern sky and negative for the Southern sky. For the conversion between the two systems
see [107].

Often, in astrophysics, the time is reported in Modified Julian Days (MJDs). It is a useful format
to calculate the time between two events. A Julian Day (JD) is the number of days passed since noon
on Monday, 1st of January 4713 BC. MJDs were introduced to use only 18 bits for space missions until
the 7th of August 2576. MJDs start at midnight on the 17th November 1858 and are computed as

MJD = JD− 2400000.5 . (A.1)
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The “.5” is used to start the count from midnight and not from noon.
In addition, the sidereal time is used to locate celestial objects as, observing from the same point

on Earth at the same sidereal time, the position of a star does not change. A sidereal day, the time
between two consecutive equal sidereal times, is approximately 23 hours, 56 minutes, 4.0905 seconds
long.

Astronomical distances are often measured in light years, parsecs or with the redshift. A light
year is the distance travelled by light in a year and corresponds to 9.461·1015 m. A parsec is the
distance at which one astronomical unit subtends an angle of one arcsecond, as seen in Figure A.2.
1 parsec corresponds to 3.086·1016 m or to ≈ 3.26 light years.

Figure A.2: Definition of parsec. Taken from [108].

The redshift z is the shift towards higher wavelengths of the electromagnetic radiation caused by the
expansion of the Universe, visible for distant objects. Objects further away from us have higher values
of the redshift. It is a positive number and it is calculated as

z =
λobs − λem

λem
, (A.2)

where λobs is the observed light wavelength and λem is the emitted one.
Sometimes the energy in astroparticle physics is expressed in ergs. 1 erg corresponds to 100 nJ,

hence the conversion to eV:
1 erg = 6.242 · 1011 eV (A.3)
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Flux and Fluence

The flux of neutrinos φ is defined as the number of neutrinos per unit area per unit time. The
flux is related to the event rate by the relation

dN

dt
=

∫

dΩ

∫ ∞

0
Aeff (E, δ)

d3φ

dtdΩdE
dE, (B.1)

where dN/dt is the neutrino rate, Ω is the solid angle and Aeff is the effective area (discussed in
Section 4.5), that depends on the energy E and on the declination δ. In this work, the effective area
is averaged over muon neutrinos and muon anti-neutrinos and the fluxes are the sum of the muon
neutrino and muon anti-neutrino fluxes, as done in [10].

In this work, the flux is modeled with an unbroken power-law defined by

dφ

dE
= φ0 ·

(

E

E0

)γ

, (B.2)

where φ0 is the flux normalisation at the reference energy of E0 = 1 GeV and γ is called “spectral
index”. With this definition all the spectral indices in this work are negative.

When dealing with time-dependent searches the results are constrained in a time window. To
compare different time scales the flux φ is converted to a fluence J by integrating in time:

dJ

dE
=

∫

dt
dφ

dE
= J0 ·

(

E

E0

)γ

. (B.3)

In practice, to convert a number of neutrinos n∗ into the corresponding flux or fluence the following
calculations are performed. Firstly, the fluence corresponding to 1 neutrino is evaluated using

fluence for one neutrino =
band area

∑

j

weightj

(

Ej

E0

)γ , (B.4)

where band area is a quantity connected to the size of band around δsource, the sum is made over the
Monte Carlo events, weightj are the per-event weights taking into account the neutrino interaction
probability in the simulation (Section 5.1), Ej are the Monte Carlo events energies and E0 = 1 GeV.
Then, the normalisation J0 is calculated by multiplying the fluence corresponding to 1 neutrino for
the number of neutrinos n∗:

J0 = n∗ · fluence for one neutrino. (B.5)

This is the end of the calculation for the fluence, as the discovery potential is reported in the plots for
the time-dependent algorithm as

E−γ dJ

dE
= J0 · E

−γ
0 , (B.6)

that contains only J0 and E0 = 1 GeV. This quantity should be constant, thus this form highlights
the dependencies on physical quantities like the declination or the flare duration.

79



APPENDIX B. FLUX AND FLUENCE

For the time-integrated algorithm, the quantity φ0 is calculated as

φ0 =
J0

uptime
, (B.7)

where uptime is the detector uptime for the considered dataset expressed in seconds. The uptime for
season 2014, expressed in days, is 359.97. Also the discovery potential is reported in the time-integrated
plots as

E−γ dφ

dE
= φ0 · E

−γ
0 (B.8)

to highlight the dependencies on the physical quantities different than the energy.
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