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Abstract

The 5th generation (5G) of mobile networks will be required to

sustain the rapidly increasing number of mobile devices, voluminous

data, and broadband services. The introduction of millimeter wave

bands communications promises to partially solve these challenges,

since this technology exploits a new portion of the spectrum that

can provide unprecedented data rates to next-generation cellular

mobile terminals. However, millimeter wave links are plagued by a

higher free-space path loss, compared to sub-6 GHz bands, and are

susceptible to rapid channel variations. These harsh propagation

conditions can be overcome by using beamforming to focus the

transmission power towards the intended receiver. In turn, this

introduces the need for the alignment of the transmitter and the

receiver beams, which involves important implication for the control

layer procedures such the initial access, handover and beam

tracking.

For this reason, in this thesis we aim at studying a realistic

downlink-based beam management procedure based on the

Synchronization Signal Block, with different conőgurations

implemented in the discrete-event network simulator ns-3. We

compare the network performance achieved by these conőgurations

via a full-stack simulation campaign.
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Chapter 1

Introduction

In recent years, the demand of high-performance wireless communi-

cation is increasing, becoming crucial for many aspects as the digi-

tal transformation of industrial systems or the daily life of any user.

Fifth-generation (5G) technology is built to meet new communication

requirements as low-latency, high data rate, and high-reliability con-

nections among mobile devices [1]. More speciőcally, these values are

set by "International Mobile Telecommunications-2020" (IMT-2020

Standard) for 5G networks and services [2]. In Fig.1.1 it is possible to

observe these requirements, and the differences between 4G and 5G

technologies.

The need for extreme data rate is driven by the use of better

devices, better user interface design, involving services (e.g., video

streaming), and the need to be high-speed connected anywhere and

anytime. This is possible increasing the bandwidth and using differ-

ent modulation and coding schemes. It should be pointed out that,

in current cellular systems, it is not only mobile data traffic that is

dramatically increasing, considering that signaling traffic is increasing

50 % faster than data traffic [3].

Moreover, cellular networks are not just asked to support mobile

users traffic anymore. Indeed, the ever-increasing number of IoT de-

vices, such as smart wearable devices, smart household appliances,

3



4 Introduction

Figure 1.1: Comparing 4G and 5G[4]

autonomous cars, sensors and mobile objects like drones, incurs an

additional, novel burden on current and future cellular networks. In

particular the 5G technology allows to deploy a large number of sen-

sors in the framework of IoT and to process massive data. The most

commonly used methods and technologies in 5G IoT to analyze and

process the huge amount of data are deep learning, reinforcement

learning and big data miming [5]. The architecture of the 5G - IoT

can be seen in Fig.1.2
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Figure 1.2: The architecture of the 5G-IoT[5]

With regards to the throughput requirements set in IMT-2020, the

major technology enabler is represented by the so called mmWaves,

which refers to the portion of the electromagnetic spectrum which

spans approximately from 10 to 100 GHz. MmWaves offer a huge

amount of untapped bandwidth, which in turn offer the potential

for Gbit/s data rates, however, these frequencies exhibit unfavorable

propagation characteristics [6]. In particular, compared to sub-6 GHz

bands, mmWaves are characterized by higher omnidirectional propa-

gation pathloss, rain and foliage-induced attenuation [7] and increased

susceptibility to blockages due to obstacles. These phenomena can be

partially mitigated by exploiting the properties of mmWaves anten-

nas. Indeed, at these frequencies it is possible to pack an high number

of antenna element thus achieving high beamforming gain, thanks to

the smaller size of the radiating elements, when compared to sub-6

GHz antenna devices. Moreover, mmWaves antennas exhibit an in-

trinsic higher directivity as well. The set of operations that enable

the őne alignment of the transmitter and receiver beams are known

as beam management, and they are crucial to perform some control

tasks as Initial Access (IA) and beam tracking. The IA procedure al-

lows the user to establish a physical connection with the gNB the őrst
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time it accesses the network, while beam tracking regards connected

users, and enables beam adaptation schemes and recovery procedures

in case of radio link failures and/or mobility [8].

This thesis is based on 3GPP standard (3rd Generation Partner-

ship Project), which combines seven telecommunications standard de-

velopment organizations (ARIB, ATIS, CCSA, ETSI, TSDSI, TTA,

TTC) and standardizes the speciőcations to provide a stable envi-

ronment in which deőne new technologies. The project meets cellular

telecommunications technologies as radio access and core network but

it faces also with non-radio access and interworking with non-3GPP

networks [9].

In order to implement the 3GPP NR beam management procedure

ns-3 is used, a discrete-event network simulator for TCP/IP systems.

Ns-3 is an open-source software, licensed under the GNU GPLv2 li-

cense, and maintained by a worldwide community [10].

This thesis aims at performing a system-level analysis of beam

management protocol under different scenarios, mobility conditions

and parameters conőgurations. In particular, compared to the actual

state of art, this work implements a realistic downlink-based beam

management procedure based on the SS blocks, with end-to-end met-

rics and full-stack simulator. The goal is to analyze the PHY layer

performance measured in terms of SNR, and the impact on the appli-

cation level by inspecting latency, throughput, and packet drop rate.

More speciőcally, the thesis is organized as follows:

• chapter 2 describes the architecture and overall design of a 5G

cellular network, with particular focus on the beam management

procedures;

• chapter 3 explains the mmWaves spectrum and its propagation

characteristics;

• chapter 4 describes the baseline ns-3 simulator and the changes
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which have been introduced to implement a realistic beam man-

agement procedure;

• chapter 5 presents the simulation scenarios and parameters and

provides a thorough analysis of the obtained results;

• chapter 6 concludes this thesis by summing up its main contri-

butions and outlining possible future extensions of this work..
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Chapter 2

5G characteristics and applications

This chapter provides an overview of the essentials of the state of the

art in 5G technology represented by the 3GPP technical speciőcations,

with a focus on the most important proposed technologies for the

deployment of 5G networks. The fundamental concepts which will be

explored are the new radio access technology, where are explained the

frame structure, the scheduling and the transmission of the data, and

the Initial Access (IA) procedure. In the second part of the Chapter

will be introduced the so called mmWaves, which investigate a new

portion of the spectrum, and their features, such as the propagation

loss and the directivity.

2.1 Basic overview

During the last 30 years, technology progress has led to progres-

sively improved communications systems. This process began with

the őrst generation (1G), which refers to the non-cable telecommuni-

cation technology, where devices are known as "cellphones". In the

early 90s was introduced the second generation (2G) wireless cellular

networks. In this step was introduced data exchange [11], where it is

not possible transfer data such as mail or software but rather voice

and other data basic aids [12].

Third generation (3G) enables operators to provide users with ser-

9
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vices while reaching greater network capacity through an improved

spectrum efficiency [12]. Moreover 3G improved security features,

building a ŕexible architecture which was easily adaptable in the fol-

lowing technologies.

Then, in March 2009, the International Telecommunications Union-

Radio (ITU-R) drafted the requirements for fourth generation (4G)

systems. The main targets were peak speed requirements for high and

low mobility communications. In the őrst case, such as trains and cars,

the peak speed requirements is 100 Mbs, while for low mobility com-

munications, involving pedestrians and stationary users, is 1 Gbs [11].

The era of 3G and 4G networks had an important scientiőc progress

in micro and power electronics, in particular in minimizing the di-

mensions of the hardware [11]. This step was relevant and posed the

way for the development of advanced transceiver architectures that

support large bandwidths and multiple Radio Frequency(RF) chains.

In this context was introduced the MIMO (Multiple Input Multiple

Output), a transmission technique studied over the years that is re-

lated to the use of multiple antenna elements at both the transmitter

and the receiver.

Although MIMO systems were incorporated in 3G and 4G stan-

dards, the increasing demand for higher data rates and better per-

formances, led the industry to search for new solutions that include

additional bandwidth [11]. In particular, looking at the evolution of

mobile communication systems, can be easily observed that compa-

nies are trying to reach a compromise between the increasing user

needs and the development of technologies able to satisfy the require-

ments given the scarce spectrum. In this context the most important

proposed technologies for the deployment of 5G networks are a new

radio access technology, mmWaves, and massive MIMO.
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2.2 New radio access technology

From 2020, the 5G standard is going to progressively replace the pre-

viously used 4G technology, aiming to solve its problematic aspects,

and meeting the new performance requirements dictated by the cur-

rent technological advances.

New Radio (NR), i.e., the Radio Access Network of 5G systems, is

a turning point for wireless communication. The three main novel use

cases deőned by the International Telecommunication Unit (ITU) are:

Enhanced Mobile BroadBand (eMBB), Ultra-Reliable Low Latency

Communications (URLLC), and Massive Machine-Type Communica-

tions (mMTC) [1]. In Fig.2.1 and 2.2 are presented the basic features

for eMBB, URLLC and mMTC.

Figure 2.1: The ŕexible frame structure of 5G new radio(NR) [1]

Figure 2.2: Basic features [1]

NR introduces several novelty with respect to previous generations,
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especially new degrees of freedom and ŕexibility in the management

and conőguration of the network. Considering the rapid technology

changes, NR is designed not only to provide the three categories de-

őned by ITU, but also to support possible future adjustments as shown

in Fig.2.3.

Figure 2.3: Features and improvement plan for future 5G [1]

Moreover, 5G NR is characterized by speciőc features such as ultra-

lean design principle, transmission scheme and frame structure, the

duplex schemes, scheduling and data transmission, and IA.

2.2.1 Ultra-lean design principle

In the mobile communication system some signals are named ’always

on’ signals, e.g., broadcast signals, reference signals, and synchroniza-

tion signals. These signals are transmitted after a regular interval

of time even if user has no data for transmission. The 5G standard

has pushed towards an ultra-lean design, with the goal of minimiz-

ing the always on transmissions and promote energy efficiency. The

adoption of ultra-lean design principle enables higher network energy

performance and higher achievable data rates. This is possible by
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transmitting four primary reference signals like Phase Tracking Ref-

erence Signals (PTRS), Channel State Reference Signals (CSI-RS),

Sounding Reference Signals (SRS), and Demodulation Reference Sig-

nals (DMRS), only when it is required [13].

2.2.2 Frame structure

In order to support different scenarios and deployments, NR supports

a ŕexible numerology, as described in Table 2.1. Time resources are

subdivided into radio frames, the duration of which is 10 ms, with

10 subframes of 1 ms, while each slot is composed of 14 OFDM sym-

bols. Unlike in 4G and previous generations, the number of slots in

the subframe depends on the numerology, since the symbol duration is

inversely proportional to the subcarrier spacing, which ranges from 15

kHz up to 240 kHz. NR Frame Structure supports both Frequency Di-

vision Duplexing (FDD) and Time Division Duplexing (TDD), while

the waveform is OFDM with a cyclic preőx [8]. Looking at the time

and frequency domain, the frame structure of NR is similar to that of

LTE, with a higher number of conőgurable parameters. In Release 15

are admitted at most 3300 subcarriers, for a maximum bandwidth of

400 MHz. Fig.2.4 shows NR time-domain structure, where is also vis-

ible the position of downlink and uplink control signals, respectively

represented by the őrst and the last symbol in the slot.

Numerology
index\µ

Number of
symbols per
slot

Number
of slot per
frame

Number of
slot per sub-
frame

Subcarrier
spacing

0 14 10 1 15 kHz
1 14 20 2 30 kHz
2 14 40 4 60 kHz
3 14 80 8 120 kHz
4 14 160 16 240 kHz

Table 2.1: 5G NR numerologies and corresponding number of symbols per
slot, slot per subframe, slot per frame, and subcarrier spacing.
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Figure 2.4: NR time-domain structure [14]

2.2.3 Duplex schemes

In contrast to LTE, NR can operate in both paired and unpaired

spectrum using a common frame structure. The basic frame structure

can support both half-duplex and full-duplex operations. In the őrst

case the device cannot transmit and receive at the same time while

in full-duplex operation is possible. Moreover NR supports dynamic

TDD to meet rapid variations in dense deployment with small cell

sizes. With this technologies the time resources can be dynamically

assigned to downlink or uplink transmission, depending on the traffic

[14].

2.2.4 Scheduling and data transmission

The NR scheduling framework is similar to the LTE. Scheduling deci-

sions are taken by a scheduler, which resides in the base station (BS).
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The time and frequency resources allocations are taken based on the

Buffer Status Reporting (BSR) and the channel quality reports done

by the user.

Each device can control a number of physical downlink control

channels (PDCCH), once per slot although it is possible to conőgure

more frequent monitoring to support traffic requiring very low latency.

In the downlink transmissions PDCCH is used for dynamic schedul-

ing to deliver Downlink Control Information (DCI), which includes in-

formation required by the user to schedule data [15]. Consequently, in

the uplink transmissions, the user reports its Hybrid ARQ acknowl-

edgement (HARQ-ACK) feedback through the the physical uplink

control channel (PUCCH). The HARQ is used from the user to re-

port the outcome of the decoding operation to the BS, which asks

for retransmission if it fails to decode the uplink data. Thereby the

uplink transmissions are only used to refer any kind of issues in the

decoding operation.

A key difference from LTE is the highly symmetric properties be-

tween downlink and uplink scheduling. In LTE the radio resource

allocation schemes are different between downlink and uplink trans-

missions due to different multi access schemes, while in NR scheduling

mechanisms such as radio resource allocation, rank/modulation/coding

adaptation and adaptive Hybrid ARQ are common between downlink

and uplink [15].

2.2.5 Initial Access

IA is a procedure by which a device őnds a cell to connect with and

requires time and frequency synchronization. The basic structure of

NR IA is similar to the corresponding LTE, with a Primary Synchro-

nization Signal (PSS) and a Secondary Synchronization Signal (SSS)

used to őnd, synchronize to and identify a network. In light of the

lean design principle and due to the absence of frequent static ref-
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erence signals to aid tracking, there could be larger initial frequency

errors between the BS and the user compared to LTE [16]. To solve

the problem is used a BPSK modulated m-sequence of length 127

[16]. Therefore, PSS and SSS can identify 1008 different cell identi-

ties, twice as many as that of LTE [15].

The Physical Broadcast Channel (PBCH) detects the Master In-

formation Block (MIB) of a cell, and enables reception of PDCCH

and Physical Downlink Shared Channels (PDSCH) [15]. PSS, SSS,

and PBCH consitute the Synchronization Signal Block (SSB).

There are some other differences between LTE and NR. In order

to reach higher energy performance, and in view of the ŕexibility

feature of NR, the SS blocks are transmitted in a localized burst with

set periodicity (default at 20 ms), while the corresponding signal in

LTE is transmitted every 5 ms [14]. In Fig.2.5 is shown the group of

4 OFDM symbols that represent the time composition of SSB, and

240 contiguous subcarriers (20 Resource Blocks) in frequency [16]. In

particular, the subcarrier spacings considered for IA at frequencies

above 6 GHz are 120 and 240 kHz, i.e, 15 x 2n kHz, with n ∈ [3,4].

Considering a single burst, it can be transmitted up to 64 SSB, and

the transmission is conőned to a 5 ms window. The set of possible SSB

time locations within the frame depends on the numerology, identiőed

by the frequency band.

The last key feature that characterizes the NR access is the expan-

sion of the range of spectrum in which the radio-access technology

can be deployed, that is mmWaves bands.

2.3 MmWaves

Due to the extremely crowded nature of below 6 GHz bands, dur-

ing the last 10 years there have been signiőcant research efforts on

considering new portions of the spectrum. In particular, most efforts
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Figure 2.5: SSB structure [8]

focused on the so called mmWaves, which loosely span from 10 to

300 GHz and currently play a key role in meeting the multi-gigabit

communication requirements.

Because of huge bandwidth, mmWaves small cells are able to pro-

vide gigabit-per-second rates, wideband multimedia applications such

as high-speed data transfer between devices, real time streaming, wire-

less gigabit Ethernet and wireless gaming.

The differences with legacy communication systems operating in

the sub-6 GHz bands as 2.4 and 5 GHz, call for an adaptation of the

physical layer (PHY), the medium access control (MAC) and upper

layer [17]. In particular, mmWaves come with several issues in terms

of propagation, including severe path loss, directivity, sensitivity to

blockage and dynamics due to mobility, as described in the following

subsections.
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2.3.1 Propagation loss

Compared to other portions of the spectrum, mmWaves suffer from

huge propagation loss. Furthermore, mmWaves are subject to ad-

ditional attenuation factors compared to sub-6 GHz, such as rain,

atmospheric and molecular absorption, foliage, and also snow or fog,

and these factors vary according to band [17]. For example, the atmo-

spheric attenuation at 28, 38 and 73 GHz are respectively 0.012, 0.016,

and 0.060 dB. These evaluations are done in a bounded area (200 m) in

an outdoor urban environment. Looking instead the frequency band

at 60 GHz, the atmospheric attenuation is around 4 dB, therefore the

results are more pronounced [18]. Fig.2.6 shows the atmospheric ab-

sorption at mmWave frequencies, where oxygen absorption in the 60

GHz band has a peak, ranging from 15 to 30 dB/km [17].

Figure 2.6: Atmospheric and molecular absorption at mmWave frequencies
[17]

Regarding instead rain attenuation, a possible issue is given by the

raindrops, which have comparable dimension of radio wavelengths at

mmWave frequencies. This can induce scattering of the radio signal
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[19]. However, by using smaller cell sizes in the order of 200 m, both

rain attenuation and atmospheric absorption can be limited. Rain

can be classiőed into four different categories according to rainfall

rate [18]:

• light rain refers to rainfall of 0.25-1.00 mm per hour;

• moderate rain refers to rainfall of 1-4 mm per hour;

• heavy rain refers to rainfall of 4-16 mm per hour;

• very heavy rain refers to rainfall of 16-50 mm per hour;

In Fig.2.7 it is possible to observe the rain attenuation in different

situations, measured in dB/km. Taking into consideration the "very

heavy rain" case, for example 25 mm/hr, the rain attenuation at 28

GHz and 73 GHz is around 7 dB/km and 10 dB/km. This means

that even in the case of heavy rainfall, considering a cell range in the

order of 200 m in radius, the value of rain attenuation is reduced to

only 1.4 dB at 28 GHz and 2 dB at 73 GHz [17].

The last attenuation factor which has an impact at mmWaves is

foliage losses, which are signiőcant and can affect, as rain, the network

performance. These losses can be described as follows:

γ = 0.2(f)0.3(R)0.6 (2.1)

where R is the depth of the foliage in meters and f is the frequency

in MHz [20].

2.3.2 Directivity

Thanks to the small wavelength it is possible to realize large-scale

steerable antenna arrays as patterns of metal on circuit boards [17].

In fact, by controlling the phase of the signal transmitted by each



20 5G characteristics and applications

Figure 2.7: Rain attenuation measured in dB/km at different rainfall rates
[18]

antenna element, the antenna array can steer beams towards any di-

rection achieving antenna gains by beamforming, which can partially

compensate for the increased path loss experienced at mmWave fre-

quencies. However, this in turn creates the need for an alignment be-

tween the transmitting and receiving beams, which is possible through

the procedure of beam training, as described in Chapter 3.

2.3.3 Sensitivity to blockage

Generally speaking, electromagnetic waves do not diffract around the

obstacles whose size is signiőcantly larger than the wavelength. At

mmWaves, instead, signals are susceptible to blockages due to obsta-

cles such as people and furniture [21]. For example, the authors of [22]

show that human blockage attenuates the link budget by 20-30 dB.



2.3 MmWaves 21

Another work done by Collonge et al. [23] in a realistic indoor environ-

ment with human activity demonstrates that the channel is blocked

for about 1 or 2 % of the time due to the presence of one to őve persons

already. This phenomenon is sufficient to render mmWaves links in-

termittent, possibly representing a critical problem for delay-sensitive

applications and a big challenge for mmWaves communications.

To ensure a reliable network connectivity were proposed different

approaches from physical layer to network layer. A possible approach

is to exploit reŕections from walls and other surfaces to steer around

the obstacles [24]. A different method is switching from a Line Of

Sight (LoS) link to a Non Line Of Sight (NLoS) link (NLoS link

are signiőcantly attenuated and cannot support high data rate), as

described in [25] and [26]. In particular the last paper presents a sce-

nario, depicted in Fig.2.8, where there are three buildings between the

BS, which has 64 antennas, and the user, characterized by 16 anten-

nas.

Figure 2.8: Example of solution based on the switch from LoS link to NLoS
and viceversa [26].
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The user moves at a speed of 1.5 m/s 2 seconds after the start of

the simulation and stops after 20 seconds. As expected, when the user

does not move (0-2 s and 22-25 s), the SINR is constant. However,

the variations of the SINR when the user is in motion result from the

switching from NLoS to LoS channel and viceversa.

Finally, another model to ensure a reliable network connectivity

is proposed in [27], in which is explored a spatial diversity technique,

where multiple beams are formed at the same moment during a beam-

forming process. The pro is to maintain a reliable connectivity if

obstacles block the strongest path, the cons is the overhead of the

beamforming process which can degrade the performance of the sys-

tem.



Chapter 3

Beam management in 5G NR and

MIMO limitation

At the beginning of this Chapter will be analyzed the beamformer ba-

sics, where are introduced the concepts and the structures that char-

acterize the beamforming antennas. Consequently, the architecture of

the beamforming, i.e., analog, hybrid, and digital beamforming, is ex-

plored. In the second part of the Chapter will be explained the beam

management procedures, distinguishing in particolar between the idle

mode beam management and the connected mode beam management.

3.1 Basic overview

Beamforming antennas are an essential tool for mobile operators as

they build out their networks for capacity and 5G NR. Unlike tra-

ditional antennas which transmit and receive only on őxed radiation

patterns, beamforming antennas can dynamically shape the transmit-

ting direction based on the location of the connected user, as depicted

in Fig.3.1. This is possible through a signal processing technique

which automatically adjusts the incoming signal from collected infor-

mation and weight [28].

Beamforming antennas have multiple beneőts, such as the reduc-

tion of interference, a better end user experience, an improvement

23
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Figure 3.1: The beamforming technique makes beam toward the signal of
interest and produce null toward the direction of signals not of
interest[28]

of signal-to-interference-and-noise ratio (SINR) [29], and they have a

speciőc conőguration according to the environment to which they are

intended. The beamformers’ design share three main aspects:

• they contain active or passive antennas. Passive antennas are

built entirely out of passive elements, while active antenna sys-

tems contain active components, which allow the control of the

antenna performance in order to maintain the best possible op-

eration for any conditions;

• they use analog, hybrid or digital beamforming, explained in

Section 3.4;
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3.2 Beamformer basics

Advanced antennas are the crucial aspect to enable beamforming ca-

pabilities. We introduce the following concepts.

• Phased arrays beamforming: as depicted in Fig.3.2 when

multiple antenna elements (AE) are installed and aligned in a

shared reŕector, it is created a panel antenna arrays;

Figure 3.2: Panel antenna linear array [29]

• Antenna elements: The most common types of AE are wire,

e.g. dipole and monopole elements, and aperture elements, such

as slot elements. Some designs include combinations of both

types;

• Antenna array patterns: Each AE has its own radiation pat-

tern while the RF effect depends on the array size and element

spacing, the amplitude variation, and the elements’ signal phase

shifts. The combination of these variables, which describe the ar-

ray factor pattern, and the element pattern, produces the overall

far őeld radiation pattern of the panel antenna;

• Antenna gain: The maximum directivity is obtained setting

the spacing of the elements to λ/2, where λ is the wavelength.

At the gNB, i.e., the 5G radio network node, a single sector can

be divided in three sector site: the azimuth θ varies from -60 to

60 degrees, the elevation ϕ varies from -30 to 30 degrees, and a

őxed mechanical tilt of the array pointing towards the ground

[8]. As depicted in Fig. 3.3, there is a strong correlation between
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beamwidth, number of antenna elements, and beamforming gain,

since narrower beams means higher beamforming gain, and more

directional transmissions.

The antenna gain is equal to its directivity in a lossless array,

which can be expressed as[29]:

Antennagain(dB) = Elementgain+ 10log10(N) (3.1)

where N is equal to the number of array elements, and element

gain is the gain of a single radiator embedded in the array, or

Antennagain(dB) = Elementgain+ 3log2(N) (3.2)

.

Figure 3.3: Beamforming with one, two and four radiating elements [30]

• Element spacing effect: the antenna element spacing deter-

mines the shape and the gain of the pattern. Fig.3.4 represents a

four-element array in which is increased the spacing from 0.5λ to



3.3 Beamforming architecture 27

2λ, increasing the main lobe gain but also generating sidelobes

which disperse the radiated power of the main lobe;

Figure 3.4: Antenna elements spacing effect [29]

• Phase shift effect: Even though the number of antenna ele-

ments and their spacing is őxed for each antenna in the phased

array, by controlling the RF signal phases and amplitudes it is

possible to shape the overall radiated pattern. In fact, in-phase

waves can be added constructively, while out-of-phase waves work

destructively.

3.3 Beamforming architecture

Three different beamforming architecture can be applied both at the

UE and at the gNB.

Analog beamforming employs only a single RF chain to support

large antenna arrays and performs the beamforming via low-cost phase-

shifters at the RF-stage [31]. In the analog beamforming model, the
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transmission can be done in only one direction at any given time,

therefore the ŕexibility is low. On the other hand this model allows

to save power since a single pair of Analog to Digital Converter (ADC)

is used. Fig.3.5 represents the analog beamforming model, where a

single RF source is split among multiple antenna elements and the

beam can be controlled by adjusting the analog phase shifters.

Figure 3.5: Analog beamforming [29]

Hybrid beamforming uses KBF≤ N (i.e. N represents the number

of antenna elements) RF chains in order to represent KBF parallel

analog beams. The transceiver can transmit and receive in KBF dif-

ferent direction simultaneously, therefore this mechanism reduces the

received power at each transmitting beam since the total node power is

divided by KBF . Fig.3.6 depicts a hybrid beamforming model, where

RF chains and splitters are digitally controlled, while phase shifters

are set analogically.

Figure 3.6: Hybrid beamforming [29]

Digital beamforming requires a dedicated RF chain and data con-

verter for each antenna element, therefore each signal can be pro-

cessed in the digital domain. In this model the transceiver is po-

tentially able to direct beams in inőnitely many directions, since the
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transceiver can apply a weight to the received signals enabling more

powerful and ŕexible processing than that in the analog domain. As

in the hybrid beamforming model, the possibility to transmit multiple

beams in different directions simultaneously involves a reduced trans-

mit power being available to each. Digital transceiver can process

at most N orthogonal beams simultaneously, therefore the number of

parallel beams that can be generated is limited to N. Moreover, to

avoid higher energy consumption in transmission, the digital beam-

forming model is implemented only at the receiver side [8].

Figure 3.7: Digital beamforming [29]

3.4 Limitation of MIMO

The improvements resulting from the use of MIMO are clear, but this

technology presents also some issues that have to be addressed. The

őrst one is the performance degradation due to hardware impairments

in case low-cost RF chains are used in the system [32]. Actually, a

large number of antennas means increasing the costs for the com-

ponents, therefore to avoid this scenario are often implemented non

optimal elements, such as low resolution ADC, which can be imple-

mented with simple circuits.

Channel estimation errors and channel aging effects represent an-

other problem which can deteriorate the system performance, espe-

cially in high-speed environments.

The high throughput caused by the use of a large number of an-

tennas allows more users to communicate simultaneously at the same
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time-frequency resource, but for large antenna arrays the signal pro-

cessing technique becomes demanding due to the high signal dimen-

sions. Therefore it becomes essential to allow this multiplexing gain

with low-complexity signal processing and basic hardware implemen-

tations.

Under certain circumstances performance of a large array becomes

limited by interference arising from re-use of pilots in neighboring

cells[32]. Pilot contamination, which represents a critical problem for

Massive MIMO technology, is caused by the lack of orthogonality in

pilot sequences transmitted from adjacent cells, since they create ad-

ditional interference in the uplink during training stage and in the

downlink during the data transmission stage. The problem of pilot

contamination is depicted in Fig.3.8, where the solid line represents

the direct gain and the dotted line represents the inter-cell interfer-

ence.

Figure 3.8: The effect of pilot contamination in multicell massive MIMO
systems at a cell a [33]

3.5 Beam management procedure

In order to support directional communications, the 5G NR speciő-

cations include a new set of operations, known as beam management,
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to perform a variety of control tasks including the IA for idle users,

which allows a mobile user to establish a physical link connection with

a gNB, and beam tracking for connected users, which enables beam

adaptation schemes, or path selection and radio link failure recovery

procedures. The procedures of beam management include four differ-

ent operations [8]:

• Beam sweeping: The radiating pattern covers a spatial area,

using a multi-directional beam sweep and pre-speciőed time in-

tervals.

• Beam measurement: The quality of the received signal at the

5G NodeB or the user is evaluated.

• Beam determination: the selection of the suitable beam or

beams either at the gNB or at the UE, according to the mea-

surements obtained with the beam measurement procedure..

• Beam reporting: User’s feedback on beam quality and decision

information to the RAN.

These procedures need to be periodically repeated to update the

optimal transmitter and receiver beam pair over time.

3.5.1 Idle mode beam management

The idle user establishes a directional physical link connection through

the IA procedure. The role of the downlink SS, introduced in Section

2.2.5 is essential for the IA procedure, thereby 3GPP deőnes a direc-

tional version of it for 5G NR. In a slot of 14 OFDM symbols, the

SS block can be placed in two different locations: symbols 2-5 and

symbols 8-11 [8]. Each SS block during beam operations, is mapped

to a certain angular direction, as shown in Fig.3.9, enabling the gNB,

to cover a whole cell sectors by sequentially sweeping different an-

gular directions, i.e., beam sweeping phase. To reduce the effect of
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SS transmissions, SS blocks can be sent through wide beams, at the

expense of reducing the beamforming gain. [34].

Figure 3.9: Directional SS blocks transmission[29]

After the beam sweeping operation, the UE device evaluates and

selects the beam with the maximum SNR through the beam mea-

surement and beam determination operations. The last procedure,

i.e., beam reporting, can occur in two different ways: Non-Standalone

mode (NSA), which considers both the downlink (DL) and the uplink

(UL) case, and the Standalone mode (SA).

In NSA-DL mode, thanks to the control plane integration with the

LTE overlay, the UE uses the LTE connection to report the optimal set

of directions to the gNB. In this way, to perform the beam reporting

or the IA procedure, the user does not need to wait for an additional

beam sweep from the gNB [8]. The gNB then schedules an immediate

random access opportunity (to determine the őrst available resource

which can be used by UE to transmit without colliding with other

devices) for the determined direction with the full beamforming gain

[29]. Moreover, the LTE link can be used also in the case of a link

failure, consequently there is a data-plane fallback to the sub-6-GHz

connection, while the user recovers the mmWave link. In Fig.3.10

mode are shown signal and messages exchanged during the NSA-DL

beam management procedure with the beam, reporting step of the



3.5 Beam management procedure 33

IA.

Figure 3.10: IA in NSA-DL mode. [29]

In contrast to LTE schemes, the NSA-UL model is based on the

channel quality of the UL rather than the DL signals. In this model,

the UE searches for synchronization signals from 4G cells, involving

a fast detection since it can be performed omnidirectionally. In the

NSA-UL procedure, shown in Fig.3.11, each UE broadcasts SRS (i.e.,

Sounding Reference Signal. that is signals used to monitor the UL

channel quality, transmitted by the UE and received by the gNBs)

changing the directions in time. The gNB scans all its angular direc-

tions monitoring the strength of the received SRSs. Based on that,

each mmWave cell of the considered gNB sends this information to the

eNB (i.e., the 3GPP-compliant implementation of 4G LTE BS) which,

through the signal quality information gathered by the gNB-UE pair

communication, can receive the complete directional knowledge over

the cell it controls and provide the maximum performance matching

the beams of the transmitter and the receiver. [8]. At this point

the coordinator reports to the UE the gNB which provides the best

performance and the optimal direction, therefore it notiőes also the
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selected gNB the optimal direction in order to steer the beam to serve

the UE.

Figure 3.11: IA in NSA-UL mode. [8]

The SA-DL mode is not based on an LTE connection, and the

user waits for its gNB to schedule a random access channel (RACH)

opportunity toward the best direction that the UE just determined,

which in the worst case may take a number of RACH opportunities

equal to the number of directions to investigate. This step allows to

perform random access and inform the selected serving infrastructure

of the optimal direction through which to steer the beam in order

to be properly aligned. Then, the gNB speciőes for each SS block

one or more RACH opportunities with a certain time and frequency

offset and direction. This allows the user to know when to transmit

its RACH preamble toward the direction as determined by the gNB

[35] [36]. The beam reporting process for SA-DL mode can require an

additional complete directional scan of the gNB for SS block trans-

mission, therefore the time to access the network increases. Fig.3.12

represents the SA-DL beam management procedure, where is visible
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the different duration of the three phases since it depends on the ac-

tual conőguration of the network parameters.

Figure 3.12: IA in SA-DL mode. [8]

3.5.2 Connected mode beam management

The goal of beam management in connected mode is to maintain

the alignment of the transmitter and receiver beams when the user is

moving. This operation is known as beam tracking and uses downlink

CSI-RS (Channel State Information Reference Signal).

CSI-RSs measure and report channel conditions through the Chan-

nel State Information and can be used for Radio Resource Manage-

ment (RRM) measurements for mobility management purposes in

connected mode [8]. It is possible to combine multiple CSI-RS to

the same SS burst in order to obtain synchronization [37] [38], and
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then use that as a reference to search for CSI-RS resources with spec-

iőed frequency and time offsets.

In the CSI-RS window conőguration are set the periodicity and

time/frequency offset relative to the associated SS burst. In [8] are

presented two options for the time offset of the CSI-RS transmissions,

which are represented in Fig.3.13 and Fig.3.14.

Figure 3.13: First CSI-RS is sent Tcsi ms after an SS burst. [8]

In the őrst case, the transmission of the őrst CSI-RS is sched-

uled Tcsi ms after the end of an SS burst, while the second one pro-

vides an additional parameter called Ocsi which represents the time

interval between the end of an SS burst and the őrst CSI-RS. As

described in [39], the periodicities for the CSI-RS transmissions are

Tcsislot ∈ [5,10,20,40,80,160,320,640] slots, therefore the periodicity in

time depends on the slot duration. Considering the need to periodi-

cally identify the best directions for the beams of the transceiver to

maintain the alignment between the communication nodes, i.e., beam

search operation, both the SS and the CSI-RS-based results can be

jointly used to consider the different coverage achieved with different

beamforming conőgurations. Since CSI-RS are transmitted on a wide



3.5 Beam management procedure 37

Figure 3.14: First CSI-RC is sent Ocsi ms after an SS burst. [8]

spatial domain coverage with a huge number of narrow beams, this

may incur into overhead and power consumption problems [40]. This

explains the use of a subset of those beams, based on the locations of

the active UEs. For example, as explained in [8], the measurements

results referring to a subset of a transmitting directions and based on

SS blocks, can increase the energy efficiency by narrowing down the

CSI-RS resource sets based on which a user performs measurements

for beam management.





Chapter 4

The ns-3 Simulator

4.1 Introduction

The ns-3 simulator is a discrete event simulator targeted primarily for

research and educational use, which develops an open source simula-

tion environment focused on networking research. It is based on the

contribution of a community of people that continuously improves the

project and allows the realization and simulation of several standard

networks and protocols.

At this stage, the research community has released two ns-3 mod-

ules to simulate 5G networks, namely 5G-LENA (developed by CTTC)

and ns3-mmwave (developed by the University of Padova)[41], which

are largely considered amongst the most accurate tools to simulate

5G networks. The ns-3 mmWave module is designed to be a fully

customizable model where the user can plug in 5G-NR compatible

carrier parameters such as frequency, bandwidth, frame structure, ex-

plaining the behavior of millimeter wave channel and devices. The

ŕexible use of this module allows the researchers to model different

scenarios without altering the source code.

39
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4.2 The ns3-mmWave module

The őrst version of mmWave module was released in May 2015 and it

is developed by NYU, in collaboration with the University of Padova.

The module has undergone several updates, and now incorporates

different features in separate branches, like D2D, LAA, LTE-U, IAB,

NR V2X, and a ray tracing implementation, which permits accurate

simulations in the context of 5G.

The ns-3 simulator is organized into multiple folders. The src folder

provides a collection of C++ classes, which implement a wide range

of modular simulation models and network protocols.

Different network scenarios can be simulated aggregating the mod-

ules and making ns-3 especially useful for cross-layer design and anal-

ysis. Each module is organized in multiple subfolders with the docu-

mentation and the source code of the model itself, the helpers, which

hide to the őnal user the complexity involved in building a complete

scenario, the examples, and the test. Finally, in scratch folder are

placed the temporary scenarios that can be test on-going. Besides

the basic structure, there are other modules for networking protocols,

wireless protocols, mobility, and data collection [41].

The module, whose architecture is depicted in Fig.4.1, allows to

simulate an end to end simulations of 3GPP cellular networks. It is

based on the fully customizable time division duplex (TDD) frame

structure, a radio characterization that includes MIMO techniques

such as beamforming, an ad-hoc error model which abstracts the de-

coding process at the receiver and an interference model.

The next sections describe more in depth the features and the

details of the 3GPP implementation on the ns3-mmwave module.
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Figure 4.1: Class diagram of the end-to-end mmWave module.[41]

4.2.1 PHY layer

4.2.1.1 Frame structure

This section describes the key features of the mmWave PHY layer.

Speciőcally it is implemented a TDD frame and subframe structure

which has similarities to TDD-LTE, but allows for more ŕexible allo-

cation of control and data channels within the subframe, since they

are designed to be conőgurable and support short slots to evaluate

different potential designs and numerologies [41]. This choice allows

to improve the use of wider bandwidths and take advantage of chan-

nel reciprocity for channel estimation. In addition, the TDD struc-

ture reduces the latency of radio links [42] [43]. Based on the previous

considerations, ns-3 mmWave module implements a TDD frame struc-

ture, in order to evaluate different potential designs and numerologies.

Fig.4.2 shows the parameters for conőguring the mmWave PHY

layer and accessible through the attributes of MmWavePhyMacCom-

mon class, which stores all the conőguration parameters used by the
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PHY and MAC classes. In a mmWavePhyMacCommon object the

duration of one slot is represented by Transmission Time Interval

(TTI) and is implemented by the function mmWavePhyMacCom-

mon::GetTTI(), while bandwidth is set by the function GetSystem-

Bandwidth().

Figure 4.2: Parameters for conőguring the mmWave PHY layer.[41]

The frame and subframe structures, inside which a variable number

of symbols can be assigned by the MAC scheduler and designated for

either control or data channel transmission, are already described in

Chapter 2.

Physical layers of the BS and UE can be modeled with mmWaveEnbPhy

and mmWaveUePhy classes respectively. The transmission and re-

ception of physical control and data channels are controlled by the

physical layer, which delivers data packets and control messages to

the MAC layer. Physical layer is responsable also for simulating the

start and the end of frames, subframes and slots.

Based on the user-speciőed subframe length, the start and the

end of each subframe are scheduled at őxed periods, and are han-

dled by MmWaveEnbPhy and MmWaveUePhy classes through the

call to StartSubFrame() and EndSubFrame(). The MAC dynami-

cally conőgures the timing of variable TTI slots, which are controlled
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by scheduling the StartSlot() and EndSlot() functions. In particular,

to conőgure the TTI timing, is called the SetSfAllocInfo() function,

which contains all the information about the element allocation for

some future subframe index speciőed by the MAC, and is described in

MAC-PHY SAP. At the beginning of each subframe the MAC layer,

after receiving a subframe indication, triggers the scheduler to allo-

cate a future subframe. After reception of DCI messages, the UE

PHY inserts the allocation information on SfAllocInfo objects, which

in turn, specify contiguous ranges of OFDM symbol indices occupied

by a given slot. SfAllocInfo objects include also some symbol’s at-

tributes, such as DL or UL, and control (CTRL) or data (DATA).

Once data packets and the control messages are generated by MAC,

they are mapped to a speciőc subframe and slot index in the packet

burst map and control message map, respectively.

The eNB PHY starts the transmission of a data slot by calling the

AntennaArrayModel::ChangeBeamformingVector() function, thereby

the transmit and receive beamforming vectors are updated for both

the eNB and the UE. Considering the control slots, since it is assumed

an ideal control channel, there is not any beamforming update. To

transmit data or control slots, are called StartTxDataFrame() and

StartTxCtrlFrame() function respectively, which belong to MmWaveSpec-

trumPhy class. When data packets are received, PHY layer computes

the SINR of the received signal considering the pathloss, MIMO beam-

forming gains and frequency-selective fading. This operation implies

the generation of Channel Quality Information (CQI) report, which

represents a feedback to the BS by UL data or control slots.

The PHY layer also incorporates the error model, which is a prob-

abilistic approach that allows the receiver to drop some packets based

on the SINR, and deliver, by the MmWavePhy instance, to the MAC

layer SAP only the correct ones.
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4.2.1.2 Channel model

In order to provide a trade-off between computational complexity,

ŕexibility and accuracy of the results, the ns-3 mmWave module allows

the user to choose among three different channel models.

The most ŕexible and detailed is the 3GPP Statistical Channel

Model, which is described in [44]. In this model is considered the

frequency spectrum above 6 GHz (i.e. 6-100 GHz band) and it pro-

vides also several features that can be plugged into the basic model,

in order to simulate, for example, spatial consistency and random

blockage. The 3GPP model implements different scenarios, as ur-

ban environment, rural, and indoor. This model deőnes the pathloss

in MmWave3gppPropagationLossModel class, providing a statistical

LOS/NLOS condition characterization and a pathloss computation

based on indoor and outdoor penetration loss. The LOS condition

is determined by MmWave3gppBuilding PropagationLossModel class,

according to the position of the UE and gNB, and the presence of ob-

stacles in the scenario.

The small-scale fading model, which is very detailed and compu-

tationally demanding, is implemented in the MmWave3gppChannel

class. The channel is described by a channel matrix H(t,f), where

t represents the time and f is the frequency. The dimension of the

matrix are UxS, where U and S are the number of antennas at the

receiver and the transmitter respectively [41]. Each entry of the ma-

trix depends on different multipath components, called clusters, which

have different delays and received powers. The channel matrix is gen-

erated by a method of MmWave3gppChannel class, which stores the

coefficient for each transmit element s, received element u, and clus-

ter n, that can be retrieved by other methods to update the channel

matrix and compute the beamforming gain. As mentioned before,

the 3GPP Statistical Channel Model can be used also to account for
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spatial consistency of mobility-based simulations. In fact, for simula-

tions in which the mobility is an important factor, the spatial consis-

tency of the channel can be simulated by enabling this option in the

MmWave3gppChannel class. This class implements also the block-

age optional feature, that can be used to represent the attenuation

caused by human body or by external elements such as trees or cars.

In particular, the model described in [41] can only distinguishes be-

tween self-blocking and non-self-blocking, as described in Fig.4.3. The

model generates K + 1 blocking regions, one for self-blocking, K for

non-self-blocking. The attenuation is different for the two cases, based

on the scenario and on the angles of arrival for non-self-blocking, őxed

at 30 dB for self-blocking case. If both the spatial consistency and

the blockage are used, the channel with both features is synchronized.

This means that the cluster blockage is update before the channel

coefficients are recomputed with spatial consistency procedure [41].

Figure 4.3: Blocking scenario [45]

The second channel model provided by ns-3 mmWave module, i.e.

Ray-Tracing or Measurement Trace Model, is based on traces from

measurements or third party ray-tracing software. This represents

a realistic channel model, but the simulations are limited to speciőc

ray-tracing routes, since the trace samples need to contain the number
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of paths and the propagation loss, delay, angle of arrival and angle

of departure for each path. Any ray-tracing software, whose input is

represented by the simulation scenario, can be used to generate the

channel information.

The third model is the NYU Statistical Model, implemented in [46].

It provides two channel models that capture the LOS/NLOS condition

differently. The őrst is based on the a statistical characterization of

the LOS state, while the second uses the ns-3 building modules to

discover obstacles between the UE and the eNB. If the virtual line

which connects the UE and eNB intersects any object, the state is

NLOS, otherwise is LOS.

This model is based on MATLAB traces and available only for the

28 and 73 GHz frequencies. Since the channel matrices and optimal

beamforming vectors do not depend on the distance between the UE

and the eNB, channel matrices and optimal beamforming vectors are

pre-generated in MATLAB to reduce the computational complexity

in ns-3. In particular, at the beginning of each simulation are loaded

100 instances of the spatial signature matrices and beamforming vec-

tors. Furthermore, to simulate realistic channel with large-scale fad-

ing, the channel matrices are periodically updated. This information

is speciőed by the LongTermUpdatePeriod attribute of the MmWave-

Beamforming class. The small-scale fading instead, is calculated at

every transmission, by which is obtained the speed of the user di-

rectly from the mobility model. Other environment’s parameters are

assumed constant over the entire simulation time. Fig.4.4 shows an

example of average SINR plots for the three channel models.

4.2.1.3 Beamforming

If long-term statistical channel models are considered, the beamform-

ing vectors are directly loaded from MATLAB generated őles, while

for the other channel models are implemented the long-term covari-
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Figure 4.4: Example of average SINR plots for the three channel models
[41]

ance matrix method and the beam search method, which compute the

beamforming vectors. The beamforming architecture which is pro-

vided is analog.

Considering the long-term covariance matrix method, the trans-

mitter computes the spatial correlation matrix Q
tx
= E[H(t,f)H(t,f)],

where the expectation is taken over the frequencies and some interval

of time. The analog operation, i.e. Q
rx

= E[H(t,f)H(t,f)], is done

for the receiver. The spatial covariance matrix is estimated by the

transmitter and the receiver from synchronization signal and beam

scanning. Consequently beamforming vectors can be computed from

the maximal eigenvectors of the covariance matrix [47].

4.2.1.4 Interference

The strong directionality propagation due to a high dimensional phased

array does not remove the problem of interference. In fact, this prob-

lem is still present and it is not easy to solve in simulations.

The results in [48], depicted in Fig.4.5 show that the majority

of the links are still interference-limited for some dense topologies.

Moreover, considering the intra-cell interference (i.e. from devices of

the same cell) which can be neglected both in TDMA and FDMA

operation, it needs to be explicitly computed in the case of Spatial
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Division Multiple Access (SDMA)/Multi-User MIMO, where users are

multiplexed in the spatial dimension but operate in the same time-

frequency resources [41]. This is the reason why in [41] is proposed an

interference scheme in which are considered the beamforming vectors

associated with each link.

Figure 4.5: INR trends at different user and BS density levels [41]

The SINR between BS1 and UE1 is computed knowing the channel

gain of both the desired and interfering signal, i.e.,

G11 = |w∗
rx11

H(t, f)11wtx11
|2 (4.1)

G21 = |w∗
rx11

H(t, f)21wtx22
|2 (4.2)

where wrxi,j
represents the beamforming vector of receiver i and

transmitter j, while wtxi,j
is the beamforming vector of receiver j and

transmitter i.

After the computation of channel gains, the SINR can be obtained
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as in the following equation:

SINR11 =
PT x11

PL11

G11

PT x22

PL21

G21+BW×N0

(4.3)

where PT xii represents the power of transmission, PLij represents

the pathloss between the BS and the user, and őnally BW × N0 is

the thermal noise.

4.2.2 MAC layer

Considering the dependence on analog beamforming, TDMA is as-

sumed to be the most appropriate scheme for mmWave access. Dif-

ferent designs have been TDMA-based[49] [50] [51], while others con-

sider also SDMA for the control channel [42]. SDMA or FDMA can

be used only for digital beamforming, since in this case the BS would

transmit or receive in multiple directions at the same time.

One of the most important innovation for 5G MAC layer is la-

tency. In fact, the Key Performance Indicator of 1 ms over-the-air

latency has been proposed as a 5G requirements by ITU. However,

considering the use of őxed slot lengths, the resource utilization be-

comes really poor, especially in scenarios where many devices need

to transmit/receive. Consequently variable TTI-based TDMA frame

structures and MAC schemes have been proposed in order to make

more ŕexible the transmissions, since slot sizes can vary according to

the length of the packet.

The MAC layer is implemented by the class MmWaveMac, which

is the base class for the MmWaveEnbMac for the eNodeB, and the

MmWaveUeMac for the user. This layer is the link between the upper

layers and the physical one and delivers data packets coming from

the upper layers to the physical layer and viceversa. In addition,

it communicates to the PHY layer the scheduling and the resource
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allocation.

The MAC-SCHED service access point (SAP) connects the eN-

odeB MAC layer and the scheduler, as depicted in Fig.4.6, MAC and

scheduler modules, while MAC and PHY layers are connected through

the PHY SAP interface.

Figure 4.6: PHY, MAC and scheduler modules [46]

4.2.2.1 Adaptive Modulation and Coding

The Adaptive Modulation and Coding (AMC) is a mechanism used

to compute the most appropriate modulation and coding scheme for

the transmission, and it is measured using CQIs. This can be trans-

lated into mapping the CQI into the Modulation and Coding Scheme

(MCS), and computing the available TB size for a subframe given the

MCS. The MmWaveAmc class, which implements the AMC, is based

on LENA module, even though some additional methods were nec-

essary to support the dynamic TDMA MAC scheme and the frame

structure.
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4.2.2.2 Scheduler

This section presents four scheduler classes based on TTI scheme,

which differ signiőcantly from the OFDMA-based schedulers available

in ns-3 LENA. This is a consequence of the time-domain allocation of

the symbols within a periodic subframe to different users in the DL

or UL direction. The procedure for estimating the optimal MCS and

determining the minimum number of symbols required to schedule

the data in the user’s Radio Link Control (RLC) buffers is common

to each of the schedulers described in the following.

The Round Robin (RR) Scheduler is implemented by the MmWave-

FlexTtiMacScheduler class and supports the TTI scheme previously

described. This scheduler assigns OFDM symbols to user ŕows in

Round Robin order. To realize that, őrst the total number of users

with active ŕows are calculated, then the total available data symbols

in the subframe are divided evenly among users. If the user requires a

lower number of symbols to transmit its entire buffer, the remaining

symbols are distributed among the users with active ŕows.

The Proportional Fair (PF) Scheduler, provided by MmWaveFlexT-

tiPfMacScheduler class, prioritizes traffic for high SINR users main-

taining some measure of fairness by ensuring that low SINR.

The Earliest Deadline First (EDF) Scheduler is implemented by

the MmWaveFlexTtiEdfMacScheduler class, and provide a queue based

policy that weights ŕows by their relative deadlines for packet deliv-

ery.

The Maximum Rate (MR) Scheduler, described by MmWaveFlexT-

tiMrMacScheduler class, schedules only the users with the highest

SINRs to maximize cell throughput. The MR scheduler can suffer

from extremely poor fairness when there are both high rate and low

rate users, and some users may not be scheduled at all, therefore it be-

comes impractical for any real-world multi-user system, even though



52 The ns-3 Simulator

can still be useful for testing performance.

4.2.2.3 PHY-MAC

The processes that describe the communication steps between the

MAC and the PHY using the MAC-PHY SAP interface are the following[46]:

• The subframe indication is sent at the beginning of each slot and

in the case of slot 1 for a speciőc subframe represents the trigger

for the scheduling procedure. The subframe indication is sent by

the PHY layer to the MAC;

• The eNodeB can be connected with multiple UE maintaining

data queues for each of them. The MAC layer sends to the

PHY layer the scheduled number of packets which depends on

the allocated resources and the scheduling scheme;

• After receiving the scheduling and resource allocation from the

scheduler, eNodeB MAC forwards this information to PHY through

the mmWaveResourceAllocation message. Then the PHY layer

of the BS sends this message to all the users that are connected

with it;

• The PHY layer of the user computes the CQI relying on the re-

ceived data slots SINR, and sends it to the BS in the next uplink

transmission. Once the eNodeB has received the information on

the CQI, relays it to the MAC.

4.2.2.4 MAC-SCHED

The processes that characterize eNodeB MAC are the following[46]:

• When it receives information on slot 1 of a speciőc subframe,

MAC sends to the scheduler a trigger request. In reply to the

trigger, the scheduler returns a decision which is communicated

in the Scheduling Conőguration Indication;
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• As mentioned before, eNodeB MAC receives the CQI information

from the PHY and sends it to the scheduler. This information is

crucial for the next decision on schedule.

4.3 NS-3 simulations

Since in the current version of the ns-3 mmwave the beamforming vec-

tors are determined according to codebook-based approach, the 5G

NR standard requirements, which implement a cell-search algorithm

based on SS blocks, are not satisőed. This thesis aims at solving this

problem by implementing the beam management procedure. To real-

ize that, the őrst step was to introduce the SS block signal, by making

changes in the MmWaveEnbMac class. According to [8], slot’s sym-

bols are marked as occupied if meet speciőc requirements, that are

related to the position within the slot, the number of the SS block

in a burst, the periodicity of the burst, and if the SS block is allo-

cated into the őrst 5 ms of an SS burst. After this operation, SS

blocks were scheduled by modifying the DoSchedTrigger() function of

MmWaveFlexTtiMacScheduler class. After the scheduling operations,

the focus was moved on physical layer’s implementation, where was

created an ad-hoc function called ConőgureBeamforminForSsb() in

the MmWaveCodebookBeamforming class. This function initializes

a matrix, whose dimensions are U x S, where U is the number of

beams handled by the BS, and S is the number of beams handled bu

the user. This variable is based on the number of antenna elements,

as explained in [8]. This matrix is then őlled with the values of the

SINR estimated for each couple of beam. Once the matrix is com-

plete, the index of the codebooks that generate the highest SINR is

saved. The őnal step was the update of the ConőgureBeamforming()

function in MmWaveSpectrumPhy class. Within this function are set,

based on the characteristics of the analyzed symbol, the beamforming
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procedure to perform: if the symbol was scheduled as SS block, the

subsequent beamforming function is ConőgureBeamformingForSsb(),

otherwise the following step is represented by SetBeamformingVec-

torForDevice. Once all the functions are implemented and functional,

the simulation script is implemented.

In order to perform ns-3 simulations, the following steps are per-

formed:

• beamforming model is selected;

• transmitter and reveiver node containers are created to represent

the UE and the BS;

• channel model is conőgured;

• SS block parameters are selected;

• power and noise parameters are set;

• UE antennas and BS antennas are conőgured;

• remoteHost is initialized;

• Internet is conőgured;

• transmitter and receiver devices are created;

• server and client application are initialized and activated, there-

fore data can be transmitted during the simulation;

• Simulator::Run starts the simulation, while the simulation dura-

tion is set by the command Simulator::Stop.

In next chapter are summarized all the parameters set in the sim-

ulation to perform a system-level analysis of beam management pro-

tocol under different scenarios.



Chapter 5

Simulations and performance

evaluation

5.1 Simulated scenarios and parameters

The performance evaluation has been carried out using the ns-3 mmwave

framework. The simulated scenario is conőgured as follows:

• the deployment is not static, we assume the UE is moving during

the simulation;

• we assume an indoor scenario, i.e., a room;

• channel model is addressed by Ray Tracers, which is used to

describe reliable channel, based on a deep understanding of the

propagation characteristics of the mmWave signal, and described

in [52];

• the work is based on analog beamforming, thus devices can trans-

mit or receive one signal at a time.

The parameters in the simulated scenario mimic the communica-

tion between a 5G NR UE and an indoor BS. The UE speed is taken in

accordance with [52], with the goal of reusing the same channel traces

[52]. An exhaustive list of the simulation parameters is reported in

Table 5.1.

55



56 Simulations and performance evaluation

Parameter Value
OFDM symbols per slot 14
OFDM symbol duration 17.857 µs
TX power 24
Noise Figure 12
UE speed 1.2 m/s
Beamforming model Analog
Propagation conditions LoS, NLoS
Simulation time 15
NSS 16, 32, 64
TSS 40, 80, 160
Number antenna elements 4, 16, 64

Table 5.1: Simulation parameters.

Accordingly, we consider the L-shaped hallway scenario presented

in [52], and set the UE speed to 1.2 m/s, as depicted in Fig.5.1.

Figure 5.1: Visual representations of the proposed L-room scenario. Dis-
tance measured in meters, taken from[52]

First, we present results concerning the PHY layer performance

of the system, measured in terms of SNR. Then, we focus on the

system-level performance, inspecting throughput, latency and packet

drop rate.
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5.2 Results

5.2.1 PHY layer performance

We begin our analysis by studying the impact of the number of an-

tenna elements at the gNB on the end-to-end SNR. In general, the

antenna elements can be deployed as uniform linear (ULA) or planar

arrays (UPA), and the latter can be arranged as either rectangular or

square arrays. We follow the reasoning of [8], and consider UPAs and

ULAs for gNB and UE respectively. The number of antenna elements

at the UE is 2, which remains őxed for all the simulations, while the

set of possible numbers of antenna elements for the gNB is {4, 16, 64}.

The parameters considered to analyze this case are the number of SS

blocks per burst NSS, and the burst period TSS. In order to limit the

number of considered SNR samples, with the goal of improving the

plots’ readability, the frequency sampling is reduced from 1.1 kHz to

52.5 Hz.

In principle, the SNR is mainly impacted by:

• the distance between the UE and gNB, since long distances lead

to higher pathloss;

• the channel condition, since during the simulation it evolves from

a condition to another;

• the speciőc position of the UE. In fact, as it changes over time,

the optimal beam also varies. However, since the beams are not

reestimated at every transmission, for a period of time the beams

are possibly sub-optimal.

These considerations are useful to interpret the following graphs.

In the őrst example NSS is set to 16, therefore we consider a low

number of SS blocks per burst, while TSS is set to 160 ms, the longest

burst period treated in this thesis. The result is depicted in Fig.5.2.
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Figure 5.2: SNR vs time for NSS = 16, TSS = 160 ms. The black vertical
line represents the time instant during which the UE ends up in
a NLoS condition.

It is possible to distinguish essentially two phases during the sim-

ulation: in the őrst phase the UE is in a LoS condition, while in the

second it is in NLoS condition. Different SNRs for a speciőc gNB an-

tenna conőguration are caused by the alignment of the beams. More-

over, the difference in the SNR is also given by the different gain due

to the fact that with more antennas it is possible to produce nar-

rower beams. Considering the long burst period, and the small value

of NSS, the beams require large period to be aligned, in particular

the BS with 64 antenna elements, which is aligned for the őrst time

after 1.28 s. In the time intervals during which the gNB and the UE

are aligned with each other, the highest SNR values are reached by

the antenna conőguration featuring the highest number of radiating

elements, move after aligned with each other, then the UE enters a

NLoS condition. At this point is clear that the SNR evolves consis-

tently with the mobility of the UE: the SNR suddenly degrades when

the UE enters a NLoS condition, while is maximized when it is in LoS
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with its serving BS.

As explained in Sec.3.2, the number of antenna elements dictates

both the directionality and the beamfroming gain, as depicted in

Fig.5.3. This correlation explains why in some cases, for instance in

the interval 7.5-8.5 s, 10.5-11.5 s, the SNR obtained with the biggest

antenna array is slightly lower compared to other antenna conőgura-

tions, since if the BS is not aligned with the UE, the beamforming

gain is signiőcantly reduced, while the beamforming gain of a BS with

less antenna elements has a more linear behaviour.

Figure 5.3: Relationship between beamwidth and antenna array size. Taken
from [8]

Then, we consider a more aggressive beam management conőgu-

ration by őxing NSS = 32 and TSS = 80 ms. With these parameters

the conőgurations with large number of antenna elements can reach

higher gains. In fact, comparing the results depicted in Fig.5.4, and

the ones reported in Fig.5.2, the SNR is clearly higher than the pre-

vious example, considering that for both the 32 and 64 gNB antenna

conőgurations it exceeds 50 dB.

After 7 s, the UE enters a NLoS condition, thus exhibiting a degra-

dation of the SNR. In this case, differently from the previous, in NLoS

condition the SNR achieved by the BS with more antenna elements

is still a bit higher, i.e. 5 dB, than the ones generated by BS with 16
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Figure 5.4: SNR vs time for NSS = 32, TSS = 80. The black vertical line
represents the time instant during which the UE ends up in a
NLoS condition.

and 4 antennas.
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Figure 5.5: SNR vs time for number of antennas at BS = 16, TSS = 80,
NSS = {32,16}. The black vertical line represents the time in-
stant during which the UE ends up in a NLoS condition.
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After the comparison between different antenna conőgurations, this

parameter is kept őxed and the results are analyzed changing NSS and

TSS. First, we consider 16 antenna elements at the gNB, TSS = 80 ms

and NSS = {16,32}. As can be seen in Fig.5.5, both the considered

values of NSS lead to similar PHY layer performance. The outcome

shows a really similar behaviour for both the models. This proves

that, considering a 16 element antenna array, and TSS = 80 ms, the

impact of NSS on the PHY layer performance is negligible, especially

if the UE is in a LoS condition, where the SNR remains high. In

the second phase, when the UE enters a NLoS condition, the SNR

decreases in both cases.

Fig.5.6 is depicts a scenario in which TSS = 160, and the antenna

elements of the BS are 64. The comparison between NSS = 16 and

NSS = 32 shows a different behaviour with respect to Fig.5.5. In

fact, increasing the number of antenna elements, the impact of NSS

becomes more evident for both the LoS and the NLoS conditions.

Also in this case, when the UE enters a NLoS condition, the SNR

decreases for both models.

Finally, we report in Fig.5.7 the results obtained when deploying

a gNB featuring the 16 antenna array conőguration, NSS = 32, and

TSS = {80,160} ms. In this way it is possible to see the role of TSS.

As shown in Fig.5.7 when the burst period increases the SNR does

not deteriorate, especially in LoS. In the second phase, when the UE

enters a NLoS condition, the SNR decreases,as in previous cases, but

the trend of the analyzed conőgurations remains similar.

5.2.2 Application level performance

The second part of the simulations focuses on the end-to-end perfor-

mance of the system. For this analysis, we install an UDP client-server

pair on the gNB and the UE. Then, we extract metrics such as la-

tency, throughput, and the packet drop rate (PDR). The parameters
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Figure 5.6: SNR vs time for number of antennas at BS = 64, TSS = 160
ms, NSS = {32,16}. The black vertical line represents the time
instant during which the UE ends up in a NLoS condition.
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Figure 5.7: SNR vs time for number of antennas at BS = 16, NSS = 32,
TSS = {80,160} ms. The black vertical line represents the time
instant during which the UE ends up in a NLoS condition.
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are set in order to ensure appreciable results, therefore the number of

antenna elements at the BS is very low, set to 4, while all the possible

combinations for the other parameters, such as NSS and TSS, are con-

sidered. The following results are obtained averaging the outcomes of

20 simulations.

The őrst analyzed metric is the latency, whose results are visible

in Fig.5.8.
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Figure 5.8: Average latency for 4 antenna elements at the gNB and different
beam management conőgurations.

In this case there is a pronounced difference between the latency

obtained setting TSS = 160, and those with TSS = 80 or TSS = 40,

meaning that lower TSS leads to lower latency. This enhances the role

of the burst period, in particular if the number of antenna elements

at BS is really low. Moreover, also increasing the NSS results in lower

latency, especially the step from NSS = 16 to NSS = 32 greatly reduces

the latency for TSS = {40,80} ms, while the difference between NSS

= 32 and NSS = 64 is not signiőcant.

Then, we considered the APP layer throughput, deőned as the

amount of data that is successfully received over the communication

link, and whose results are visible in Fig.5.9. Analogous to the pre-
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viously example, the difference between the cases with TSS = 40 ms

and TSS = 80 ms, with the case where TSS = 160 ms, is really pro-

nounced, in particular lower TSS leads to higher throughput. Taking

as an example NSS = 32, we obtain a throughput of 1.25 MB/s for

TSS = 160 ms, while increases up to 1.329 and 1.333 MB/s for TSS =

{80,40} ms respectively. The incidence of NSS is marked in the step

between NSS = 16 and NSS = 32, especially for TSS = {40,80} ms,

while is more moderate for TSS = 160 ms.

0 10 20 30 40 50 60
NSS

1.26

1.28

1.30

1.32

1.34

Th
ro

ug
hp

ut
 [M

B/
s]

TSS = 40
TSS = 80
TSS = 160

Figure 5.9: Average throughput for 4 antenna elements at the gNB and
different beam management conőgurations.

Finally we present the PDR, which represents the number of pack-

ets lost or dropped during the transmission. This metric must be

kept low in order to guarantee certain data rates. In a transmission

interval, the PLR can be calculated as follows:

PLR = N tx−Nrx

N tx × 100% (5.1)

where N tx and N rx are the total number of transmitted and re-

ceived packets, respectively. This evaluation can be easily performed

by extracting all the real-time packet sizes which are both transmitted
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and received respectively.

In this case the results, depicted in Fig.5.10, are comparable to

those previously discussed for latency, shown in Fig.5.8.
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Figure 5.10: Average PDR for 4 antenna elements at the gNB and different
beam management conőgurations.

For TSS = 40 ms and TSS = 80 ms the results are really similar for

NSS = 16, where the percentage of PDR is around 9%, and are equal

for NSS = 32 and 64, where no packets are dropped. This enhances the

role of NSS for array conőgurations featuring fewer radiating elements,

since the PDR is nulliőed increasing the NSS. For TSS = 160 ms the

impact of NSS is less dramatic. Even though the PDR decreases with

respect to an increase of NSS, a residual PDR can be noticed also

for NSS = 64. This suggests that the periodicity considered can not

support the traffic demands, regardless of the value of NSS.
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Chapter 6

Conclusion and future works

This thesis proposed a realistic implementation of DL beam man-

agement procedure, where the choice of the beams is based on the SS

blocks, which are periodically exchanged between the transmitter and

the receiver nodes.

Speciőcally, a brief summary of the 5G technology is provided, fea-

turing a detailed description of the NR access technology, where we

explored the frame structure, the scheduling, and the IA. Moreover,

mmWave frequencies are explained, highlighting propagation charac-

teristics and their role on system design. Then, the architecture of

the beamforming is described, along with beam management pro-

cedures, distinguishing in particular between the idle- mode beam

management and the connected-mode beam management. After the

description of ns-3 simulator as the designated simulation framework,

the main contributions of this thesis are analyzed. Speciőcally, we

explained how the ns-3 code base was extended with additional mod-

ules and methods to simulate beam management according to 3GPP

NR speciőcations, including detailed SS-block-based implementation

of initial access. Then, we described different scenarios to compare

the performance of different beam management conőgurations as a

function of several metrics.

Results show that increasing the number of SS blocks per burst
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(NSS) and decreasing the inter-burst periodicity (TSS) increase the

SNR, especially if the UE is in a LoS condition. Also the number

of antenna elements in the BS affects the performance, since more

antennas imply higher SNR and less linear behaviour.

Regarding the application metrics we considered a conőguration

with few antenna elements at the BS (i.e. 4 antenna elements) in

order to enhance the results by reducing the search space for beam

management . Speciőcally, more NSS decreases the latency and the

packet drop rate, while increasing the throughput. For TSS metric

the behaviour is the opposite, since longer TSS leads to higher latency

and packet drop rate, while the throughput becomes lower.

As a part of future works, to improve the ns-3 module and add

functionalities that make the framework more realistic and complete,

we will design the UL beam management through the implementa-

tion of SRSs, that are used to monitor the uplink channel quality.

In this case, a pool of uplink SRS resources are transmitted by UE

corresponding to different analog beams. Beam selection operation is

done at BS side, while beam measurement results from uplink SRS

can be applied to beam selection for downlink analog beams based on

channel reciprocity in spatial domain [53].

Another improvement for the DL beam management procedure can

be given by the implementation of CSI-RSs, which is used for Radio

Resource Management (RRM) measurements for mobility manage-

ment purposes in connected mode. In this case the beam selection is

done at the UE side, and it will be reported to BS.

Finally, as part of our future work, the use of Artiőcial Intelli-

gence (AI) including machine learning (ML) algorithms, to improve

the beam management procedures in the following two aspects:

• mitigate the complexity of radio resource management problem,

where a deep-learning-based beam management and interference

coordination is proposed [54];
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• improve beam tracking implementing a ML solution, which is

proposed to enhance beam management and UEs’ scheduling by

modeling the mapping between geo-locations of UEs and their

serving beams or serving cells [55].
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