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Abstract 

 

       These days the world is suffering shortage in some natural resources such as wood. There are 

two possible solutions to solve this problem. One possible solution is to maximize the usage and the 

other is to reduce the rejection losses. The process to maximize the value of wood is mainly 

depending on defects detection and then grading based on type and severity of these defects. For 

example, these defects could be knots, cracks or mildew. 

One widely studied topic in machine vision applications is timber defects detection. To illustrate, 

the number and the dimensions of knots in each wood log determine its quality and consequently its 

price. In this project, we propose a method for detection of knots and classification of wood logs 

based on the number and dimensions of defects detected in each wood log. Firstly, we read all 

information about knots that were detected in each wood log using CT Log scanner. Then, this 

information was used to compute the distance between each knot and the surface. Thirdly, Cartesian 

coordinates were converted into polar coordinates. After that, all images were cropped into several 

crops in order to artificially enlarge our dataset. As a fifth step, scores were given to each wood log 

crop based on the number and the dimensions (radius) of knots found in each wood log crop. Then, 

crops were classified into two classes before processing by the deep learning algorithm where class 

zero represents crops with almost no knots whereas class one represents crops with many knots. 

Finally, crops were categorized using a classification threshold. 

The proposed algorithm was evaluated using accuracy, precision and recall. The experimental 

results showed that our method achieved a precision of 0.96 and 0.90, and a recall of 0.98 and 0.94 

for crops from both classes (zero and one) respectively. 

In conclusion, by using this improved deep CNN model, we achieved an overall accuracy of 0.96, 

0.94, 0.95 on training, test and validation sets respectively; that is, only 1.20 s was needed for both 

detection (image pre-processing and identification) and wood log crops classification. These results 

showed that the proposed CNN model could recognize knots and classify wood logs more 

accurately and effectively than conventional methods while using CT Log images. 
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Chapter 1 

Introduction 

1.1 Microtec 
 
      This thesis is the result of an internship at Microtec Srl Gmbh, a leading company in intelligent 
wood characteristics recognition for optimizing the use in the wood processing industry and has been 
setting the standards in this market since 1980. The company develops state-of-the-art scanners that 
are able to detect and recognize defects within the wood, using this information to optimize cutting 
and thus improve production yields. 

Microtec produces systems for internal defects detection such as Computed tomography. Using this 
scanner, it is possible to precisely describe the dimensions and the location of internal wood defects 
such as knots in a three-dimensional way. Furthermore, it is possible to figure out the external 
appearance, quality, and the resistance of the final product and the effect of these defects on the final 
product. Hence, the cutting solutions can be optimized based on the previous information, which 
helps produce a product with high quality and maximize sales profit. 

In addition to that, Microtec has LogEye 300, which contains next generation cameras, sensors, and 
x-ray technology that is able to detect defects within the wood log. Using LogEye 300 multi-sensor 
quality scanner with modules such as color scanner and x-ray scan, it is easy to analyze logs before 
sawing. 
 

1.2 Project Description 
In today’s world, stringent requirements are applied in the manufacture of wood products for 

surface processing (Zhongkang et al., 2020). For example, the comprehensive rate for wood usage is 90% 
in developed countries like Finland and Sweden compared to 60% in China due to waste of 
resources. To illustrate, the difficulty to cover the rapid growth demand in some countries all over 
the world is due to the processing level and the storage capacity of wood [19]. This leads to the surge 
in the need for methods to inspect the quality of wood logs to improve the quality of the yield 
products and consequently the usage rate.   

Furthermore, the recent progress in measurement technologies have led to defects growth detection 
and process optimization in sawmill industries [1]. To illustrate, these days, there are various 
techniques for non-destructive scanning of wood logs prior to sawing such as ground penetrating 
Radar [3], laser testing [5-6], ultrasonic testing [7-8], acoustic emission technology [9, 10] that can help 
increase productivity and provide high value lumber [3] and commonly high recognition rates [11, 12].                                                                                                                                             

Lumber production is highly dependent on finding out internal defects detection such as knots, 
decays and embedded metals. In other words, productivity and yield of wood with high values are 
basically depending on discovering knots and decays because the presence of embedded metals can 
have bad impact on saw blade which in fact leads to increase cost of maintenance of the sawmill and 
significantly increase the down time [3]. Nowadays, saw mills discard a vast number of logs or 
produce low value wood due to some internal defects like knots that are impossible to avoid while 
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using the whole log.                                                                         

Knots distribution has a significant role in sawmill industry. In other words, the quality of the final 
product and its appearance is highly dependent on it [11]. To illustrate, controlling the location of 
individual knots (especially knots on either of the faces) in each wood log can lead to optimization of 
sawing process of the resulting boards [4]. There are various methods for doing this like using sensors 
that can provide specific details about the internal structure of each wood log such as computer 
tomography scanners [4] or magnetic resonance imaging [1]. These methods are helpful to gain useful 
information about the internal log structure prior to sawing. On the other hand, these scanners have 
high cost and slow performance, so they are not suitable for usage in online integration in sawmill 
operations. There are other approaches, for example laser range scanners, that are fast but works with 
external log information [1]. 

In this project, a method to detect the knots and classify wood log crops based on knots dimensions 
and their distance from the surface will be presented. 

 

1.3 Problem definition 
       Nowadays, despite the problem of shortage in wood resources in different parts of the world, a 
vast number of logs are discarded due to some internal defects like knots that are impossible to avoid 
while using the whole log. 
     There are many deep learning algorithms for non-destructive testing of wood logs as mentioned 
before but these algorithms still have problems like complex computation consequently high cost, 
slow performance, and inaccurate defect detection process.  
     To solve this problem a simple algorithm for internal defects detection with fast computation is 
needed for detection of knots and classification of wood logs based on the number and dimension of 
knots in each wood log crop.        
                                            

1.4 Objectives 
 

 Detecting knots in each wood log crop, which will result in optimization of sawing process.  

   Wood log crops classification into two classes based on the number and dimensions of 
knots found in each crop. This will lead to alleviating number for discarded crops.       

  Improving utilization rate of processed wood through internal wood features detection. 
Hence, make the best use of the forest resources.      

 Simple model with fast computation.             
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1.5 Methodology 

 
1. Get the 14 descriptors describing knots in each wood log from CT data 
2. Using some columns from these descriptors, to know the distance between each knot and 

surface of the border, in addition to the radius of each knot 
3. Convert Cartesian coordinates into polar coordinates 
4. Crop each CT image into a number of crops (Data Augmentation) 
5. Finally compute score for each wood log crop based on radius and number of knots in 

each region of this wood log crop 
6. Save score for each wood log crop 
7. Set a classification threshold (to distinguish between class zero and class one crops) 
8. Training of the model using CNN 
9. Evaluate the model 
10. Predict on new data 

 

1.6 Report Organization 

        The report is organized as follow:  
A brief introduction to the project in Chapter1, which includes the problem definition, Objectives 
and Methodology. 
Chapter 2 contains General literature review about wood defect recognition techniques, Machine 
learning for wood classification task and deep learning for features extraction. 
Chapter 3 includes General theory of CNN, layers, architectures, loss function, and some data 
augmentation techniques and some evaluation metrics. 
Chapter 4 illustrates information about the CT Log scanner dataset, acquisition machine, pre-
processing steps such as cropping of the images, computing score for each wood log crop and setting 
the classification threshold between crops with almost no knots and those with many knots. 

Chapter 5 demonstrates some information about the LogEye dataset, acquisition machine, pre-
processing steps such as Getting knot location on coloured image, crop the RGB image, split knot 
diameter on pixels of the coloured image, save the score for each wood log crop, set depth and 
classification thresholds to discriminate between class one and class zero crops and finally the 
problems faced while using this dataset. 

Chapter 6 contains Data augmentation, Training the CNN, Architecture of the model, 
Regularization techniques applied, hyperparameters used and loss function. 

Chapter 7 demonstrates with figures the results achieved for classification and model evaluation. 

In chapter 8, there is the conclusion. 
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Chapter 2 

Related Work 

2.1 Wood defect recognition techniques 
     In today’s world, the fast development in information technology along with artificial intelligence 
techniques coupled with image processing has led to a significant improvement in wood defect 
detection process. To illustrate, few years ago image segmentation techniques were used for the 
purposes of detection and classification internal defects in wood logs but the accuracy was low [22]. 

That is why many scientific researches were carried out for the purposes of detection and 
classification of internal wood logs and wood boards features. 

2.1.1 Classification and edge detection 
 In 2016, Zhang et al. [28] proposed a compressed sensing classifier using direction property of 

dual tree complex wavelet, which can express complex information of wood surface. The 
classification method introduced board grading with very high accuracy values without the need for 
image segmentation. The types of wood surfaces were radial and tangential textures, live and dead 
knot. Classification process was done on three main steps, which were: 

1. Applying three-level dual-tree complex wavelet decomposition            40-dimensional feature 
vectors were detected 

2. For the purposes of feature selection and dimensionality reduction Particle swarm 
optimization algorithm was used             11 key features were chosen; 

3. All surface types were identified by the classifier based on the features optimized by Particle 
swarm optimization.  

The obtained accuracy values for the given surface types were 100, 86.7, 96.7 and 86.7 %   
respectively. 

To solve the damage occurred on upper surface during edge cutting process of rough laminated 
wood, Han el al. [29] proposed an algorithm for edge detection based on machine vision. This 
technique managed to regulate the position deviation of rough wood log. 

2.1.2 Region extraction and image segmentation 
       Nowadays, machine vision techniques are applied to various industrial processes. In other 
words, to effectively apply these techniques a myriad of elements should be modified as each wood 
log has its own appearance, and internal features characteristics, which vary in each piece of wood. 
After image acquisition step, many mathematical algorithms can be used for detection and 
classification of the targeted features. In conclusion, if we have the representation of our target 
feature in one application, this does not mean that it could work with other application [30]. 

Image segmentation is a crucial step in defects detection and features extraction on images of wood 
surface. To explain, segmentation algorithms are divided in to two main classes based on the use of  
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similarities or discontinuities in the image. Approaches dealing with adjacent pixels (similarities) are 
called region-based approaches, while others working with discontinuities are called edge based and 
these major classes are classified based on other sub-classes. In addition to that, algorithms can deal 
with colour or grayscale data, may work with windows of different sizes, and operate on either an 
individual pixel basis (global) or a neighbourhood of pixels (local). 

Although there are variety of algorithms for segmentation of feature on wood log surface, it is hard 
to select the best approach among all. According to a research study conducted by a group of 
researchers [30], region-based approach that was the result of usage of clustering algorithm along with 
region-growing techniques have better performance compared to other approaches (Zhong et al.,2002). 

Recently, there are many algorithms of both families different from edges and regions e.g. clustering, 
graph-based, etc. To explain, graph-based clustering transforms the data into a graph representation 
where vertices are the data points to be clustered and edges are weighted based on similarity between 
data points [69]. Furthermore, graph-clustering technique divides nodes into clusters such that 
connections among nodes in a cluster are dense while connections between nodes in different 
clusters are sparse. As a result, this approach provides the possibility to find clusters in a large graph, 
which is essential to understand the relationships between the nodes [69]. 

 

Fig. 2.1: Graph partitioning [69] 

2.2 Machine learning for wood classification task 

     Machine learning methods are generally characterized into two major groups based on type of 
learning: supervised and unsupervised. The supervised learning method uses labelled data to train an 
algorithm to compute output variables [29]. Unsupervised learning methods, on the other hand, use 
unlabelled data in training an algorithm to identify hidden patterns [30]. The strength of applying 
machine learning to wood science and engineering is its ability to analyze any type of data, such as 
images [31], anatomy data [32], infrared spectra [12], etc. Furthermore, the larger the dataset that is used 
to train an algorithm, the better the accuracy and predictive power. The big data-based machine 
learning industry is growing and finding applications in various parts of the wood industry for 
genotype discrimination [35,36], species identification [8,12,23,37], and wood moisture content 
prediction [38,39].  

Some machine learning approaches that were applied in the field of wood defects recognition and 
classification will be presented in the next few lines. 
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2.2.1 Unsupervised learning methods 

I.  K-means clustering method in wood failure detection 

     Currently, wood failure percentage is a significant metric while evaluating the strength of the 
bond in plywood. In the last decades, wood failure percentage was monitored based on visual 
inspection, which resulted in alleviating efficiency values. 

As a solution for efficiency problems, researchers developed an algorithm based on thresholding and 
k-means clustering unsupervised learning algorithm [31]. 

Dataset used composed of two kinds of widely used adhesive (PF, UF) and two kinds of veneer 
(Poplar spp. and Eucalyptus spp.) were used for the manufacture of four kinds of three-layered 
plywood. The thickness of the veneer was 1.8 mm with a moisture content (MC) of 8–10 %. 
Parameters of hot pressing were 140 C, 1 min/mm, 1 MPa for PF and 100 C, 1 min/mm, 1 MPa for 
UF. After the panels had been prepared, specimens for bond strength test were cut and bond strength 
tests were carried out according to the Voluntary Product Standard PS1-95 for construction and 
industrial plywood. Wood failure percentage for each specimen was inspected and recorded by 
experienced personnel from Chinese National Center for Quality Supervision and Testing of Wood 
and Bamboo Products (Wang et al, 2015). A series of thirty plywood shear specimens were tested for 
each kind of plywood. The tested specimens were scanned (HP Scanjet G3010) with a resolution of 
200 dpi. Scanned RGB images were used in the image processing process to realize the automatic 
detection of wood failure [31]. 

Results: Thresholding and k-means methods were applied and mean absolute error was calculated for 
both of them, the first one was significantly affected by adhesive colour and veneer colour (PF-
Eucalyptus: 15.77 %, UF-Eucalyptus: 30.55 %, UF-Poplar: 21.48 %) while k-means clustering there 
were no huge differences in mean absolute error (PF-Eucalyptus: 11.07 %, UF-Eucalyptus: 14.77 %; 
UF-Poplar: 8.50 %) [31]. 

In conclusion: From the results it could be reiterated that k-means clustering provided a remarkable 
compatibility in wood failure detection while dealing with different wood adhesive and types (Fu et 
al,2015). 

II. Principal component analysis 

      Li et al. [32] introduced the use of PCA dimensionality reduction technique with compressed 
sensing in defects detection from wood log images. The proposed algorithm assured the effectiveness 
of PCA in reducing data redundancy and dimensions of features while the role of compressed 
sensing was to develop the identification accuracy as a classifier. 
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              PCA feature fusion steps are shown in the block diagram figure 2.2: 

 

                                                Fig. 2.2: PCA feature fusion steps [32] 

Twenty-five features including geometry, texture, region features etc. were extracted from wood log 
images. After that, these features were integrated with the help of PCA and eight principal 
components were selected for expressing defects. As soon as fusion process was done, the features 
were used to create a data dictionary, which was used for calculating the optimal solution for 
classification based on least square method. 

Materials and Methods: size of boards that were used in this experiment was 40 × 20 × 2 cm, wood 
species was Xylosma. The experiment took place-using MatlabR2012 and a platform with a 64-bit 
PC, Oscar F810C IRF camera was used to obtain the images. To increase the brightness of the 
images, two parallel LEDs were used for illumination. Moreover, 500 images 8-bit gray scale were 
used for the training (200 with live knots, 200 with dead knots and the rest with cracks) and 200 for 
testing. 

Results: The usage of PCA for feature fusion with compressed sensing as a classifier scored 0.2015 
and 0.7125, which was the fastest detection time, and accuracy value was 92% compared with 87% 
with the usage of the SOM (Self Organizing Map) neural network [32]. 
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2.2.2 Supervised learning methods 

Supervised learning occurs when your model is trained using labelled training set. In other 
words, if we have correctly classified data, we can use supervised learning in this case for making 
predictions on a new data.  

I. Support Vector Machine 

    SVM is one of the most common supervised learning methods that are used for classification and 
regression tasks. To explain, for linear SVM points that are located on the same side belong the same 
category and vice versa. 

 
                      Fig. 2.3: a- Represents Linear SVM                                 b-and Kernel SVM 

Figure 2.3 represents the two SVM types where the image a represents simple SVM which is 
commonly used for regression and classification problems while image b represents kernel SVM 
which is flexible while dealing with non-linear data by adding multiple features instead of two in 
linear SVM. 

The number and type of defects have a significant effect on the quality of wood. To illustrate, if we 
have a piece of wood log with many knots or cracks, this piece of log will be sold with cheap price 
[36].   

In 2015, D. Sidibe et al. [36] used SVM classifier for detection of wood log defects. The detection 
was done in several steps. To begin with, the dictionary of words was obtained by LBP or SURF or 
might be both. After that, regions with potential defects were detected with the help of image 
processing pipeline including filtering, enhancement of contrast and maximization of entropy. 
Finally, SVM classifier was used to detect two types of defects, which were knots and cracks. 

Datasets: Two datasets representing two different wood species with different characteristics. The 
first dataset contains 100 images of Epicea wood, with size of 640 × 4500 pixels. The dataset was 
provided with manual ground-truth annotation for each image showing the position of the defects. 
This dataset contains only knots as defects. The second dataset was composed of 100 images of Pine 
wood and contains cracks as defects. Both datasets were acquired locally using a scanner of the 
Luxcan Company, which allows acquisition of different wood characteristics. 

Results: 0.92 and 0.91 precision and 0.94 and 0.96 recall for the two datasets respectively with 
multiple features dictionary (M. M. Hittawe, 2015). 
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Note:   

1-Precision: the ratio between the numbers of Positive samples correctly classified to the total number of 
samples classified as Positive (either correctly or incorrectly). The precision measures the model's accuracy in 
classifying a sample as positive 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

  (2.1) 

2-Recall: the ratio between the numbers of Positive samples correctly classified as Positive to the total number 
of Positive samples. The recall measures the model's ability to detect Positive samples. The higher the recall, 
the more positive samples detected 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒+𝐹𝑎𝑙𝑠𝑒𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒

   (2.2) 

II. Linear Discriminant Analysis 

     LDA is a dimensionality reduction technique, which is commonly used in supervised learning 
classification problems. In other words, it projects features from higher dimension space into a lower 
dimension space. 

In 2017, a method for wood defects detection based on linear discriminant analysis and the use of 
compressed sensor images was proposed [11]. Firstly, images for wood surface were captured using 
F810C IRF camera. Then defect features were extracted from wood logs images after segmentation. 
LDA algorithm was used for integrating features, alleviating their dimensions and minimizing the 
time for processing. Finally, a data dictionary was constructed directly from features fusion and a 
compressed sensor was designed to detect types of defects in wood logs. Three major defect types 
knots, dead knots and cracks that were used to ensure the effectiveness of this method. The average 
duration for classification and feature fusion was about 0.446 Ms with accuracy 94% [11]. 

Dataset:                                                                                                                                                                                                                                                            
The research was mainly concerned about three types of wood board defects including dead knots, 
live knots, and wood cracks. The species of wood included Fraxinus mandshurica, Xylosma 
racemosum, Korean Pine, and Oak. The samples received a series of treatments, including drying 
and polishing before the experiment was carried out. The size of the boards was 40 cm × 920 cm ×
  92 cm (Liang et al., 2017). 
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Method: 

 

Fig. 2.4: The process of online Classification method [11] 

Figure 2.4 is a block diagram explaining the five main steps for the process of online classification as 
follow: 

Firstly, image collection was done using integral projection method to find the border of the wood 
log. Secondly, morphological segmentation image processing technique was applied to have 
continuous image skeleton, fast and exact image segmentation [13]. Thirdly, feature extraction and 
fusion where 25 features of three main types were detected [14]. LDA theory was used to reduce the 
dimension of the original pattern, maximize the distribution of samples between classes, and reduce 
the distribution of sample within the class. Fourthly, the classifier was designed using several 
equations. Finally, Classifier result: testing samples of live knot, dead knot and cracks were 
classified in this test. This research paper provides recognition accuracy of live knot, dead knot, and 
crack 90, 95,100% respectively [11]. The recognition time was 44.199, 49.059, 44.268 ms 
respectively. In addition to that, this method introduced very high values for defect detection 
recognition rates with fast computation time, which was sufficient for on-line board sorting. 

Conclusion: Having manifested the aforementioned steps, it could be reiterated that the use of LDA 
fusion with compressed sensing method improved recognition rate by 26%, 12 %, and 7% compared 
with non-selection method, deviation method and SOM neural network respectively. It also managed 
to reduce computation time by 0.67 ms, 0.042 ms compared with non-selective and deviation method 
[11]. In addition to reducing complexity of computation, LDA has visual space that can be intuitively 
classified. Finally, the proposed methods showed effectiveness in soft measurement of wood defect 
detection. 

III. Modelling Internal knot distribution using external knot features 

Zolotarev et al. [1] proposed an innovative technique to estimate the internal structure of logs 
using information about external features that were collected from laser range scanner data. The 
proposed method was done in various steps. Firstly, estimation of log centreline depending on 
surface height map generation. Then knot segmentation and volumetric reconstruction of knots in 
order to obtain a log model. This model is useful for virtual sawing and estimating knot location in 
the resulting boards. Virtual sawing is essential to actively search for the optimal sawing parameters 
before the actual sawing which helps in optimization of sawing process. 
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      Fig. 2.5: Schematic representation of the main steps of the proposed method [1] 

The proposed method was divided into five crucial steps as we can see in figure 2.5:                                                         
Point cloud filtering and centreline estimation where DBSCAN was used to cluster layer points 
where the densest area corresponds to the log surface cross section which was assumed to have circle 
shape or even part of it (Ester et al., 1996). Then, log surface height map was generated using equation to 
find knot location on the log (Nguyen et al., 2016). Thirdly, Knot segmentation was done given the fact 
that knots can be seen as slight bumps (Lindeberg, 1993) from computer vision point of view, so they 
were aligned with the area of a specific elliptical shape and size with high values. Blob detection 
cannot only be done using SIFT (Lowe, 1999) but also using SURF (Bay et al., 2006) and la placian and 
Gaussian filter. Volumetric reconstruction of knot took place after knot segmentation; we get an 
image containing filter activations that refer to the knots' location in each wood log. The places 
where activations are stronger represent the knots' location (Duchateau et al., 2013). Finally, virtual 
sawing was applied in order to check the quality of the final product.     

Dataset: 100 debarked softwood logs collected in two subsets each of 50 in separate sessions, images 
were collected using laser range scanners 270 main yield logs, age of each wood log ranges between 
60 to 80 years, they were given numbers from 1 to 100. 

Logs are automatically graded with the help of an existing grading system in the sawmill into five 
grades depending number of knots in each wood log and the diameter of each wood log. A, B, C are 
wood logs with high quality and D, E are wood logs with bad quality.    
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Results: 

 

Fig. 2.6: Estimated dependence of the knot probabilities on the pixel intensities of the virtual images for 
the low and high quality logs [1] 

Figure 2.6 explains the relation between the probabilities for knot presence and pixel intensities on 
different log categories. As we can, notice in the plots that for low quality log the correlation is linear 
between the two coefficients, unlike high quality logs that experience a high spike for higher range 
intensities. It can also be noticed that high quality logs with limited number of knots were from the 
category of bottom logs that were collected from the lower part of a tree. This type of logs is 
characterised by knots that did not grow enough to be detected from outside (Zolotareva et al., 2020). 

Conclusion: This paper proposed an effective method for virtual sawing of wood logs using laser 
range data with the possibility of indicating the probabilities of possible knot locations on generated 
images corresponding to those on the board sides. The pixel intensities of these images were aligned 
with the probabilities of knots location on the real log. The data collection step was fast and cheap as 
it was done using laser range scanner and can be used online.   

2.3 Deep learning for features extraction 

       These days have witnessed great development in computer hardware technology and upgrade of 
GPU that led to the improvement and the efficiency of computing and image processing. Among 
these methods, the convolutional neural network (CNN) which represents deep learning. Practical 
application scenarios are image recognition, natural language processing, and speech recognition. 
Image recognition using deep learning does not need to carry out the complex process of manual 
feature extraction but can completely carry out feature extraction and recognition from the input 
image end to end, which greatly liberates work force [20, 21]. Furthermore, the feature of autonomous 
learning is no less than that of manual feature extraction by experience, and the recognition effect is 
better [9]. 

In 2020, a linear array CCD camera was used by Zhao et al. [22] to obtain images for the surface of 
wood and introduced a new hybrid Mix-FCN for detecting and locating wood defects. Unfortunately, 
it was complex in computation due to deep depth. (Guan et al., Wang et al. 2020) used a combination of 
feature extraction algorithms along with R-CNN for detection of defects in wood logs but both the 
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algorithms and the model were complex. 

In the next few lines, several deep learning approaches in the field of detection, classification, and 
features extraction in wood logs will be presented.  

2.3.1 Hopfield neural network 

There are many neural network models for learning and information retrieval such as Hopfield 
model and Boltzmann machine. These models are mainly used in information retrieval, 
classification, and feature extraction tasks. In other words, if we have a generative model, they can 
effectively learn it from the observed data and thus providing metrics to statistical learning. 

In 2010, Qi et al. [36, 37] used Matlab to modify Hopfield neural network for the purposes of detecting 
wood defects boundary. The experiment resulted in remarkable minimization in the cost function. 
The optimization process steps were done as follow: Canny algorithm was used for initial boundary 
estimation, then the state of Hopfield neural network was determined by gray pixel value, finally the 
first two steps were repeated many times until the minimum value for the cost function was reached. 

Results: The proposed cost function proved that activated neurons were located at points where there 
were great changes in gray value, noiseless and vivid boundary better than those done by traditional 
methods [37]. 

2.3.2 Deep Convolutional neural network 

To solve the aforementioned problems of imprecise defects location and complex computation, 
an application of deep convolutional neural network on features extraction and wood defects 
detection was proposed by Zhongkang Hu et al. [22] 

In 2020 [22], a learning method for automatic detection and classification of internal defects in wood 
images that were captured using laser range scanner was proposed through DCNN. For the training 
of the neural network, TensorFlow was used which was composed of: four convolutional layers, four 
max-pooling layers, three fully connected layers, a softmax layer and an output layer. To reduce the 
risk of overfitting, data augmentation, regularization L2 and dropout were used. 

 

Figure 2.7: Represents the three types of internal defects, which were crack, knot and mildew. As we can see 
in the figure the images were subjected to rotation by 90 and 180 degrees, flipping diagonally and 

horizontally, contrast increase by three and Gaussian noise addition [22]. 
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Dataset used: 

 

Fig 2.8: Dataset used in DCNN 

 

Fig. 2.9: Structure of wood defect recognition on the TensorFlow framework [22] 

Figure 2.9 represents the Architecture of the improved DCNN used for wood defects recognition and 
classification. 

Fig 2.10 Represents parameters of the network structure [22] 

As we can see in figure 2.10 DCNN architecture was used [25, 26] which had 16 trainable layers. 
These layers include: input layer 200 * 200 pixels of coloured images, seven convolutional layers 
each was followed by a ReLU activation function, four Max-Pooling layers used for subsampling to 
alleviate the memory, number of parameters usage, three fully connected layers where Kernels and 
strides for all the 16 layers were given in the figure. The output had three ways for the purpose of 
detection and classifying knots, cracks and mildew stains. 

Softmax(Z)i = exp(Zi)
∑ exp(Zj)j

 (2.3) 

This output of a classifier for the purpose of representation the probability distribution over different 
classes is usually computed using equation 2.3. 
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Results: The trained model was tested using validation set and testing set. The accuracy was 99.21% 
with validation set and 99.13% for the testing set.  

Conclusion: The results reached using this research proved the effectiveness of DCNN in wood 
defects recognition and classification. The proposed model scored 98.76%, 98.73% accuracy values 
when applied to both validation set and testing set respectively (Liu et al., 2020). 
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Chapter 3 

General Theory 

3.1 Introduction to deep learning 
 Deep learning is a part of machine learning that imitates the human brain in the process of 

information processing as in figure 3.1. For example, DL has the ability of taking huge amount of 
data and classifying them with the corresponding labels. DL has several layers such as artificial 
neural networks, each layer has a different insight on the data that has been given to it [39, 40]. 

 
Fig. 3.1: Artificial Intelligence, Machine Learning and Deep Learning [47] 

 As we can see in figure 3.2, using ML for classification tasks requires a myriad of steps such as pre-
processing, features extraction and features selection, learning and finally the classification. In 
addition to that, ML may have the risk of incorrect class classification due to biased feature selection. 
On the contrary, DL achieves learning and classification in a single step by enabling automatic 
features set learning for many tasks [39, 41]. More importantly, DL has become one of the most well-
known types of ML algorithms especially since the evolution of big data because of its outstanding 
performance in various fields. Moreover, DL has noticed a remarkable development in several ML 
tasks such as object detection [42, 43], image recognition [45, 46], and image-super resolution [44]. DL 
managed to not only improve accuracy of ML classification task but also exceed human performance 
in tasks like image classification. 



 

 

17 

3-General Theory 

 
Fig. 3.2: Differences between ML and DL [47] 

DL algorithms are segregated into three main categories which are supervised, semi-supervised, RL 
which is considered as semi-supervised, and unsupervised learning techniques. Unlike deep 
supervised learning, unsupervised learning has the ability to develop learning process despite the 
unavailability of labelled data. Some examples of supervised DL algorithms are RNNs, CNNs and 
DNNs while generative networks, dimensionality reduction techniques (PCA) and clustering are 
considered unsupervised learning techniques. Thanks to the use of restricted Boltzmann machines, 
auto encoders and GANs techniques, deep learning proved high levels of efficiency when dealing 
with non-linear dimensionality reduction and clustering tasks [47]. 

The learning process in semi-supervised DL is based on semi-labelled datasets. To elaborate, this 
technique uses both supervised and unsupervised learning techniques. Firstly, manually labelling a 
small portion of the unlabelled data. Then, train the model with the small portion of the labelled 
dataset. Thirdly, use the model to predict on the remaining unlabelled portion of data. After labelling 
of the unlabelled portion of data with one of the possible semi-sup approaches such as pseudo 
labelling, then the model is trained with the full dataset. 

3.2 Types and applications of deep learning 

 Some common types of DL networks are RNNs (Recurrent Neural Networks), RvNNs 
(Recursive Neural Networks), and CNNs (Convolutional Neural Networks). CNN will be explained 
in deep due to its efficient performance in many applications. 

 
Fig. 3.3: DL Applications [47] 
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As we can see in figure 3.3, there is a huge number of DL applications. For example, DL applications 
in computer vision field are divided into five major categories: localization, segmentation, detection, 
classification and registration. Furthermore, the significant role of DL in healthcare could not be 
neglected especially in image analysis field.  

3.3 Convolutional neural network 

3.3.1 CNN Overview 

Convolutional Neural Network is popularly used for analysing images, data analysis and 
classification tasks. To elaborate, CNN has some type of specialization to detect patterns, edges, 
corners, etc. that have significant role in image analysis. Convolutional layers receive input then 
transform the input in some way and then output the transformed input to the next layer. Each 
convolutional layer has a number of filters (that we need to specify) such that these filters can detect 
patterns, edges, corners, circles, faces etc. By using filters in later layers, we can detect not only 
simple edges but also more details like eyes, ears, hair, etc. CNN layers, loss function, regularization 
data augmentation techniques and some metrics for evaluation of CNN performance will be 
demonstrated in the next few lines. 

3.3.2 CNN layers 

 
Fig. 3.4: Convolutional Neural Network Layers 

As we can see in the figure 3.4 the CNN contains several layers, which are called also building 
blocks, and each layer in it has its own role, which will be demonstrated in details below. 

(1) Convolutional Layer: The most significant layer in CNN is convolutional layer [47]. To 
explain, this layer contains a number of convolutional filters that are called kernels. As shown 
in figure 3.4   the input image is convolved with these filters to produce the output feature map. 
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Kernel: kernel can be defined as a grid of discrete values that are called kernel weights. These 
weights are given random numbers at the start of the CNN training process. During training 
process, these weights are updated that is why kernel learns to extract crucial features. 

Convolution Operation Steps: (a) The kernel passes by the whole image top, bottom, right and 
left. (b) Dot product takes place between the kernel and the corresponding values in the matrix 
of the input image. (C) Summation to get a scalar value. (d)The process is repeated several 
times until the end of the input image matrix values. (e) The result from this process is called 
feature map. 

 

Fig. 3.5: The primary calculations executed at each step of convolutional layer [47] 

 As we can see in figure 3.5, the green colour represents the kernel weights that are initialized (2×2) 
that is moving with stride =1 , the blue colour represents the corresponding pixels of the image that 
are of the same size as the kernel , while orange colour represents the resulted feature map(as a result 
of multiplication and summation). 

CNN is better than fully connected network for two main reasons [47]:  
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Table 3.1: Represents two main differences between FC neural networks and CNN 

FC neural network CNN 

Each neuron in FC neural networks is 
connected to all other neuron s in the following 
layer. Thus, number of weights is large which 

needs large memory space to store. 

Only few weights that are between two 
neighbouring layers. Consequently, number of 

weights is small which requires a small 
memory space to save. 

No sharing of weights Sharing of weights which leads to 
alleviating training time and several costs 

 

(2) Pooling layers: The target of pooling layers is sub-sampling of the feature maps that are 
produced from convolution operation. To demonstrate, these layers mainly decrease the size of 
feature maps by keeping only the main features in every pooling step. There is a myriad of 
types for pooling such as global average pooling, min pooling, max pooling, tree pooling, gated 
pooling, average pooling and global max pooling. 

 

 

Fig. 3.6: Represents the most common pooling types [47] 

Figure 3.6 illustrates the method of computation of the three most common pooling types, which are 
Max pooling, Global average pooling and Average pooling. Pooling layers provide the CNN with 
crucial information like whether a certain feature is found in the image or no , in addition to the exact 
location of the feature if found [47]. Thus, the presence of pooling layers has the power of improving 
the overall performance of the CNN and vice versa. 

(3) Activation Function: These non-linear are always applied after all layers that have weights 
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such as FC and convolutional layers (L. Alzubaidi et al., 2021). The main goal of these layers is to 
convert the input weighted sum with bias into a number between some upper and some lower 
limit. Furthermore, activation functions have the power to decide whether to fire a specific 
neuron or not depending on its input. Thanks to error backpropagation that is used to train the 
neural network, activation function can detect the most significant feature. There are some 
common activation functions that are widely used in CNN and other deep learning networks: 

a- Sigmoid activation function: Its output value ranges between zero and one. There are three 
main possibilities for sigmoid output, which are completely based on the input values. 
Firstly, if the input is negative, it will be transformed to a number, which is very close to 
zero. Secondly, if the input is very close to zero, then it will be transformed to a number 
between zero and one. Finally, if the input is positive, it will be translated into a number, 
which is very close to one. 

                            𝑓(𝑥)𝑠𝑖𝑔𝑚 = 1
1+𝑒−𝑥                                  (𝟑. 𝟏) 

b- Tanh activation function: The output of Tanh activation function ranges between -1 and 1. 
Its equation is expressed as follow: 

                                                        𝑓(𝑥)𝑇𝑎𝑛ℎ = 𝑒𝑥−𝑒−𝑥

𝑒𝑥+𝑒−𝑥                                       (𝟑. 𝟐) 

c- ReLU activation function: It is the most commonly used activation function in CNN due to 
its lower computational load [47]. If the input is less than zero, it will be translated into zero 
but if the input is greater than zero, it will be transformed to the same input. Its equation is 
represented as follow: 

                                        𝑓(𝑥)𝑅𝑒𝐿𝑈 = max(0, 𝑥)                              (𝟑. 𝟑) 

d- Leaky ReLU: It is used to solve the problem of neglecting negative values while using 
ReLU. 

                                                                     𝑓(𝑥)𝐿𝑒𝑎𝑘𝑦 𝑅𝑒𝐿𝑈 = {𝑥  , 𝑖𝑓 𝑥 > 0
𝑚𝑥 ,   𝑖𝑓 𝑥 ≤ 0 }                   (𝟑. 𝟒) 

Where m is leak factor, which is usually a small value like 0.001 

e-  Parametric Linear Units: Instead of using leak factor of value 0.001 like in Leaky ReLU, in 
parametric linear units the leak factor is updated during the training process [47]. 

                                                                         𝑓(𝑥)𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑟𝑖𝑐 𝐿𝑖𝑛𝑒𝑎𝑟 = {𝑥 , 𝑖𝑓 𝑥 > 0
𝑎𝑥 ,   𝑖𝑓 𝑥 ≤ 0 }      (𝟑. 𝟓) 

f-  Noisy ReLU: It is made by applying Gaussian noise to ReLU activation function and it is 
mathematically expressed as follow: 

                                                                                       𝑓(𝑥)𝑁𝑜𝑖𝑠𝑦 𝑅𝑒𝐿𝑈 = max(𝑥 + 𝑌) 𝑤ℎ𝑒𝑟𝑒 𝑌 ~ 𝑁(0, 𝜎(𝑥)) (𝟑. 𝟔) 

(4) Fully connected layers: These layers are located at the end of the CNN architecture and acts as 
a classifier in CNN. From its name, we can understand the fact that each neuron in this layer is 
connected to all neurons in the previous layer. The input of FC layer is the output from last 
pooling or convolutional layer, which is usually, a vector made from the resulted feature maps 
after flattening. The output of this layer represents the CNN output as we can see in figure 3.7. 
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Fig. 3.7: Fully connected layers with input and output [54] 

3.3.3 Loss function 

       Loss functions are categorized in to two main classes: Regression and classification loss 
functions. For regression loss functions, input is given to the neural network and the target of the 
model is to predict the output value e.g. Mean squared error and mean absolute error. In case of 
classification loss function, input is given to the neural network; the neural network produces set of 
probabilities where the output is the category with the highest probability among all e.g. Binary cross 
entropy and categorical cross entropy.                                          

Several loss functions that are used to evaluate CNN performance will be explained in the next few 
lines.  

a. Cross-Entropy: Its output is represented as p ∈ {0,1} and commonly used in 
multiclass classification tasks. Softmax activation in the output layer is used to generate the 
output [47].  

The output class probability is computed using the following equation:    

𝑃𝑖 =  
𝑒𝑎𝑖

∑ 𝑒𝑘
𝑎𝑁

𝐾=1
                                                          (𝟑. 𝟕) 

The mathematical formula to compute cross entropy is: 

𝐻(𝑝, 𝑦) = − ∑ 𝑦𝑖
𝑖

𝐿𝑜𝑔(𝑝𝑖)𝑤ℎ𝑒𝑟𝑒 𝑖 ∈ [1, 𝑁]  (𝟑. 𝟖) 

𝑒𝑎𝑖 : Non-normalized output from the previous layer                                                

b. Mean Square Loss: It is commonly used in regression tasks and calculated using the 
equation: 

𝐻(𝑝, 𝑦) = 1
2𝑁

∑ (𝑝𝑖
𝑁
𝑖=1 − 𝑦𝑖)2                        (𝟑. 𝟗) 

C. Hinge Loss: it is usually used in binary classification problems especially with SVM 
tasks, which depends on maximum margin-based classification [47]. 

𝐻(𝑝, 𝑦) = ∑ max (0, 𝑚 − (2𝑦𝑖 − 1) 𝑝𝑖 
𝑁
𝑖=1 )                       (𝟑. 𝟏𝟎) 
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   m: margin usually set to 1 

Note: 𝑝𝑖 represents the predicted output,  𝑦𝑖 represents the actual/real output, N: number of 
neurons in the output layer 

3.3.4 Regularization to CNN 

There are two main problems affecting CNN performance, which are overfitting, and 
underfitting issues [47]. To illustrate, overfitting occurs when the validation metrics are considerably 
worse than training metrics or the training data metrics is good and when we use the model to predict 
on test data the results are not accurate. Unlike overfitting, underfitting takes place when the model is 
not able to predict on the training data. While the balanced model takes place when the model works 
well with both training and test data. Regularization is a technique that helps reduce overfitting by 
penalizing the complexity of the model, which makes it unable to generalize well as we can see in 
figure 3.8. Several techniques are proposed to get a model with balanced performance and help 
regularization to alleviate overfitting:  

 

Fig. 3.8: Represents overfitting, underfitting and balanced issues [47] 

a. Dropout: if we add dropout to our model, it will randomly ignore some subset of nodes in a 
given layer during training. Consequently, it prevents these dropped out nodes from 
participating or making prediction on the data. Values of dropout in hidden layer usually 
ranges between 0.5 and 0.8 in input layers. 

b. L2 Regularization: In this technique, the sum of the square of all parameters is added to the 
squared difference between the real output and the predictions [47]. The higher the value of 
lambda, the lower the parameters will be due to penalization by L2. 

This technique would help set weights close to zero, reduce the impact of some layers, and 
reduce the complexity of the model. Hence, reduce the risk of overfitting. 

𝐿(𝑥, 𝑦) = ∑ (𝑦𝑖
𝑛
𝑖=1 − ℎ𝜃(𝑥𝑖))2 + 𝜆 ∑ (𝜃𝑖)2𝑛

𝑖=1   (3.11) 

c. Data Augmentation: Several techniques can be applied to artificially expand the size of the 
training set as a solution to overfitting problem that will be discussed in the next section.  

d. Batch Normalization: This is part of pre-processing of the data to make it ready for training. 
The main purpose of batch normalization is standardization by transforming data to put all 
the data points on the same scale because non-normalized and unbalanced data are harder to 
train and decrease the training speed. In addition to this, batch normalization is an efficient 
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solution to many problems such as exploding gradient problem or vanishing gradient problem 
and poor weight initialization [51].                                            

Steps for batch normalization: 

1-normalize the output from the activation function 

𝑧 = 𝑥−𝑚
𝑠

  Where m: mean and s: standard deviation (3.12) 

2-multiply the output by arbitrary parameter g 

3- Add another arbitrary parameter b to resulting product  

(𝑧 ∗ 𝑔) + 𝑏                                                                        (3.13) 

3.3.5 CNN Architectures 

During the last decade, a myriad of researchers introduced several CNN architectures [55, 56]. The 
main idea is that developing the CNN architecture means improving its performance as well. To 
illustrate, many modifications were done in some CNN aspects such as structural, reformulation, 
regularization and parameter optimization [47]. However, such modifications have small effect on the 
performance of the CNN. On the other hand, it was noticed that the development of novel blocks and 
the processing-unit reorganization have significant role in upgrading CNN performance. There are 
several CNN architectures such as AlexNet in 2012, Network-in-Network, ZefNet, Visual geometry 
group (VGG), GoogLeNet, Highway Network, ResNet, Inception: ResNet and inception-V3/4, 
DenseNet, WideResNet, Pyramidal Net, Xception, Residual attention neural network, Convolutional 
block attention module, Concurrent spatial and channel excitation mechanism, CapsuleNet and High-
resolution network (HRNet) [47]. In this part, some of the popular CNN architectures will be 
demonstrated. 

1- AlexNet 

 It is one of the most famous CNN architectures as it achieved significant results in the world 
of image classification and recognition. The proposed AlexNet architecture [45] has shown a 
significant positive change in CNN learning ability by applying various parameter 
optimization strategies and changes in its depth. 

 

Fig. 3.9: Represents AlexNet Architecture [47] 

Figure 3.9 shows the structure of AlexNet. As we can see, there are seven feature extraction stages 
instead of five in LeNet, which boosted the capability of CNN while using different categories of 
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images. In addition to this, in order to make sure that the algorithm is reliable, it was passed through 
many transformational units during training stage, which helped in tackling vanishing gradient 
problem. Furthermore, ReLU activation function [60] and filters with large sizes were used in earlier 
layers to provide high convergence rates [61] and improve the overall network performance. 

Despite its effectiveness of depth in generalization, there was overfitting problem that was tackled by 
using Hinton’s idea [58, 59]. Moreover, overlapping subsampling and local response normalization 
were used also for better generalization to overfitting. 

In conclusion, AlexNet represents a powerful innovation in CNN generations as well as CNN 
applications. 

2- Visual geometry group (VGG) 

 

                                       Fig. 3.10: VGG Architecture [47] 

A multilayer model [62] with nineteen layers more than in ZefNet [63] and AlexNet [45] was 
introduced by Simonyan and Zisserman, which was called VGG Net. This model assured its 
efficiency by using 3 × 33 × 3 filters instead of 5 × 55 × 5 and 11 × 11 filters that were previously 
used by ZefNet. To illustrate, the use of small sized filters in VGG introduced new architecture with 
simple computation compared with previous models. As we can see in the figure 3.10 the architecture 
started with convolutional layer and the max pooling layers were added [64] and padding was 
considered to keep the spatial resolution, in order not to lose important information that are on the 
edges. 

To summarize, VGG was the best choice at that time for localization problems and image 
classification tasks [47]. However, the computational cost that used about 140 million parameters is 
the main drawback for VGG. Consequently, nowadays it is no more among the best. 

3-High-resolution network (HRNet)                                         

        This network represents a robust backbone in computer vision Position-sensitive tasks like 
semantic segmentation, object detection and estimation of human pose [47]. Nowadays, images are 
converted from high-resolution representation to lower ones using networks such as VGGNet and 
ResNet and then these images can be retrieved in higher representation resolution again. On the other 
hand, HRNet plays a fundamental role in keeping the images in high-resolution representation during 
the whole process [65, 66]. 
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                                                Fig. 3.11: General architecture of HRNet [47] 

As we can see in figure 3.11, there is a parallel connection between high-to-low convolution series, 
which increases the speed of exchanging information between two resolutions and the accuracy in 
spatial domain. 
3.3.6 Data Augmentation techniques 

 Data augmentation is one of the effective solutions to tackle overfitting problem by improving 
attributes and size of the available dataset [50]. Data augmentation techniques will be demonstrated in 
the next lines. 

1-Cropping: Random Crop is one of the most common techniques that are used in data 
augmentation. This technique is simply done by cropping a dominant patch from each image in the 
dataset. To illustrate, if we want our model to learn about objects that are not clearly seen in our 
images, we should first train the model to generalize better. 

2-Rotation: This technique can be applied by rotating images to the left or right directions in 
range from 0 to 360 degrees. The angel of rotation is usually decided based on the required task. For 
instance, in some cases like digit recognition tasks, it is better to use small angle of rotation (from 0 
to 20 degrees) in order not to lose the data label while using large rotation angle [47]. 

3-Flipping: It is the simplest data augmentation technique among all. Vertical flipping 
techniques is less popular than horizontal one. The use of this technique on ImageNet and CIFAR-10 
datasets helped in achieving the desired results. It is recommended to use flipping technique in text 
recognition tasks, as it is not affecting label information. 

4-Translation: Shifting the image up, down, left, right is an effective transformation to alleviate 
positional bias problems (J. Zhang, 2021). Putting into consideration that when translating initial images 
in a specific direction, Gaussian or random noise should be added to the residual space. Using 
padding, we can keep the spatial dimensions of image after augmentation. 

5-Noise injection: This technique can be achieved by applying a matrix of arbitrary values from 
Gaussian distribution to our dataset. According to a research study conducted by Moreno et al., 
injecting noise to images in nine datasets from UCI repository helps CNN to learn more robust 
features [52-53]. 
3.3.7 Evaluation Metrics 

  Deep Learning algorithm evaluation is the key to the success of any project. For instance, if you 
want to have an optimized classifier, you have to go through two major steps, which are training and 
testing [48]. There are many evaluation metrics for ML algorithms like accuracy, sensitivity or recall, 
specificity, precision, F1-score, J Score, False Positive Rate (FPR), Area under the ROC curve [47]. 
Some of these metrics with equations will be explained in the next lines. 
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1- Accuracy: It calculated as the ratio between the correct predicted classes and the total 

number of evaluated samples. 
 

Accuracy =
TP + TN

TP + TN + FP + FN
 (𝟑. 𝟏𝟒) 

 
2- Sensitivity or Recall: It calculated as the fraction of correctly classified positive 

patterns. 
 

Recall =
TP

TP + FN
                            (𝟑. 𝟏𝟓) 

 
3- Specificity: It calculated as the fraction of correctly classified Negative patterns. 

 

Specificity =
TN

TN + FP
                  (𝟑. 𝟏𝟔) 

 
4- Precision: It is computed by using positive patterns that are correctly predicted by all 

positive class prediction patterns. 
 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
                    (𝟑. 𝟏𝟕) 

 
5- F1-score: It calculated as the average between precision and recall. 

 

2 ∗
Precision ∗ Recall
Precision + Recall

                     (𝟑. 𝟏𝟖) 

 
6-J Score: It is calculated as the sum of sensitivity and specificity with subtraction of one. 
 

                               JScore = Sensitivity + Specificity − 1                 (𝟑 . 𝟏𝟗) 
 
7-False Positive Rate (FPR): It is calculated as the probability of false alarm ratio. 
 

FPR = 1 − Specificity                       (𝟑. 𝟐𝟎) 
 
8- Area under the ROC Curve: It is calculated by using the following formula [49]. 
 

SP − nP(nn + 1) 2⁄
nPnn

                            (𝟑. 𝟐𝟏) 

 
         SP ∶ Sum of positive ranked samples 
         nP ∶ number of positive samples 

                  nn: number of negative samples 
 

Note: all equations about evaluation metrics are from reference [47]
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Chapter 4 

CT Dataset 

4.1 CT Log Scanner Overview 

Microtec provided the images that were used to train and test the model. The dataset includes 
962 wood log photos with same height but different lengths, extending horizontally to the right edge 
of the Image. The images were coming from CT Log scanner. The images were classified into two 
classes wood logs with almost no knots and wood logs with many large knots. 

It has always been the dream of saw millers to know what is inside the log before sawing. Now this 
could be done through the 360° x-ray computed tomography [4]. We can get full digital 3D 
reconstruction up to 180 m/min (590 ft /min). Bucking optimization, which helps in internal defect 
detection e.g. pith, sound knots, dead knots, splits, resign pockets [4]. In addition to that, breakdown 
optimization, which helps to correct skewing, find optimum rotation, choose the best cutting pattern. 
As a result, up to 8% average value increase per log, as we can know the value of the final product 
before sawing. The main advantage of using CT Log (optimized sawing) over the traditional log 
breakdown is the maximization in the overall resale value. 

Some of the information that we can get from CT Log will be explained with real examples in the 
next heading, where each single image from CT Log contains an array of keys and each key has 
number of slices. Each key represents a specific measurement in a log. 

 

      Fig. 4.1: CT Log scanner 

4.2 Wood log information 

4.2.1 Borders 

I. Introduction                                

    The log consists of a myriad of slices for every slice Z; there is a border which is usually measured  
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and saved in key 1. This border is formed as a collection of x and corresponding y values. These x 
and y values forming border usually have circle shape. Hence, the length of the log is equal to the 
total number of slices. 

Note: slice Z is 1cm, so by every move of 1 cm in the log, there is a border. 

                                                      
                              Fig. 4.2: Real border and scattered plot represents border in slice 325 

Figure 4.2, the image on the left shows shape of a border form wood truck while the other represents 
border in slice 325 in key 1 of the CT image for the wood with ID: 154113. As we can see that the 
border has a circle shape and it is formed as an array of x and corresponding y values. The shape of 
the border represents the total number of points (x, y) forming the border. Here in this figure, there 
are 360 points (Discrete values for x and y) forming this circle, this means also that we have 360 
angles. 

For each x and corresponding y points in the 2D array, forming the borders there is a corresponding 
angle that can be calculated using the following equation: 

𝑡𝑎𝑛−1 = 𝑦
𝑥

     (4.1) 

For example, in figure 4.2: 

We have at a point (x = 30, corresponding y = 20 coordinate) by using equation 4.1 we can get the 
value for the angle which is in this case = 33.7 degrees. 

To conclude, in order to get the values for the 360 angles, all x and corresponding y coordinates that 
are saved in the 2D array-forming border in slice 325 in key 1 (CT data) should be used to compute 
the angle at each x and the corresponding y coordinate. 

As we can see in figure 4.3, which includes the first 50 angles forming the border in slice 325 and by 
the same way, we can get all the 360 angles forming the border. 
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Fig. 4.3: First 50 angles forming borders in slice 325 

II.comparison 

 

   Fig. 4.4: Scattered plot represents border in slice 200 and slice 3 

     Figure 4.4 represents a simple comparison between two slices in the CT image with ID: 154113 
where one of them is located at the beginning of the log, which is slice three, and the other is located 
at the end of the log which is slice two hundred. We can notice that slices found at the starting point 
of the log do not have the expected border shape, which is supposed to be circle shaped. On the other 
hand, we can find that border at slice two hundred has the expected border shape. Hence, using this 
comparison we can detect the reason why slices at the beginning of the log are always neglected in 
measurements. 

 
     Fig. 4.5: Represents shapes of some borders 

Figure 4.5 shows some examples of borders of some slices in the CT image with ID: 154113 from 
the same wood log. Borders that are located in the first row and the one in the beginning of the 
second row represents the unwanted slices whereas others with circle shape are exactly the ones that 
we are interested in. 
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Note: some causes for irregular borders shape will be explained in the next few lines. 

 

Fig. 4.6 Histogram plot represents border in slice 300 

Figure 4.6 is a histogram plot for the 2D array of x and corresponding y values forming borders in 
slice 300 in key 1 in the CT image with ID: 154113 where the blue colour shows the values of x and 
orange colour represents y values. 

III. Appearance of irregular borders shape 

There are two main reasons for irregular borders shape that are mainly found in the first or last 
ten slices of a wood log (first and last 10 cm). First reason is the possibility to have some errors from 
the machine at the beginning of image acquisition process. Second possibility is that the branch was 
cut while the tree is still growing. To illustrate, if a knot was removed by man or accidentally broken, 
this would affect its end point and consequently irregularities in the process and the end of the 
branch is assumed to have an irregular shape known as scar. 

4.2.2 Centroids and pith 

I. Introduction 

    Each slice (1 cm) of a log has a border and for each border there is a centroid which is a 1D array 
allocating the centroid on x and y and a pith which is center or the origin of the log and it is also 
represented by 1D array allocating it on x and y. The measurement of centroid is usually saved in 
key 2 while the measurements for pith in each slice are usually saved in key 3 of an image. 
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II. A closer look to CT images of logs 

                           

  Fig. 4.7: A CT slice from a Scots pine log     Fig. 4.8: Scattered plot for borders centroids and pith in slice 70 

    Some of the methods and algorithms available in the literature and dealing with knots work on the 
full three-dimensional log tomography, while others just analyze small portions of consecutive 2D 
slices. To explain, log tomographies can be considered as a set of bi-dimensional images stacked 
along the 16 longitudinal directions of the stem, which are also referred to as "slices". The resolution 
of a single slice (in the order of 1mm x 1mm) is usually quite higher than the one between 
consecutive slices (up to the order of the centimetre); therefore, nearly all the algorithms presented in 
the literature were designed to work on slices rather than longitudinally. The slice reported in Figure 
4.7 was taken from the scan of a pine log performed with CT Log by Microtec [4], the scanner 
employed for this thesis. 

Figure 4.7 and 4.8 show the borders (key 1), centroids (key 2) and pith (key 3) in slice 70 in the CT 
image with ID: 154113. The blue circle is the border, the orange points are the centroids and the 
green point is the pith. 

 
Fig. 4.9: Represents centroids and pith 

Figure 4.9 represents centroids and pith where the centroids and pith measurement are saved in key 2 
and key 3 in the CT image with ID: 154113 respectively. In this figure there are 405 points (values of 
x and y) forming the figure. These points representing the 1D array of x and y values allocating 
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centroid and pith in each slice of a log. We can also notice that centroids and piths values are close to 
each other at some points and intersect at other points. As each border has one centroid and one pith, 
therefore 405 is the number of slices so it is the length of the log. 

 
       Fig. 4.10: Scattered plot for centroids 

Figure 4.10 shows a scattered plot for centroids (key 2 in the CT image with ID: 154113) which is 
1D array of x and y values. Each slice z has one centroid, so each point in this plot represents a 
centroid of a certain slice of the log. 

 
     Fig. 4.11: Histogram plot for pith 

Figure 4.11 illustrates the pith of the log (key 3 in the CT image with ID: 154113) which is 1D array 
of x and y values allocating the pith on x and y coordinates. Pith is usually the point at which the 
knot starts. 

4.2.3 Knots  

I. Introduction 

   Knots can be described as imperfections from branches that can lead to the growing of living wood 
grain around them. These imperfections are taking part not only in making wood a beautiful material, 
but also can contribute to possible defects in structural strength for construction lumber. Dead 
branches drop off healthy, living trees all the time, therefore wood knots appear in the trunk where 
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branches died. 

II. What are Knots? 

    Knots in wood are referred to be located where the base of a tree branch met the tree trunk, 
interrupting the flow of the grain pattern. The knot is roughly found where the branch was cut off. 
Knots usually display round dark areas. Some of them have solid shape while others fall out partially 
or completely. 

Knots are also defined as broken off/cut limbs or sprout branches that reveal exposed wood, either 
sound or rotten. In other words, these are common blemishes in trees, which often cause holes or 
lumps within a specific trunk of the tree. 

III. How are knots formed on tree trunks? 

   Knots are formed because of a plethora of reasons. To begin with, knots can be formed due to 
natural growth of tree. In other words, while the tree is growing, its lower branches are about to die 
and their bases may become overgrown and then enclosed by subsequent layer of truck wood. As a 
result of this process, an imperfection appears in the tree trunk, which we call a knot. We can now 
conclude that knots appear in places where branches once were. Therefore, wood in the knot is very 
tough and even harder than the wood surrounding it. That is why, it forms (knot) a hard bulge around 
the branch emerging from the center, and sometimes forms holes in the wood. 

     
                                          Fig. 4.12: Knots formed due to natural growth of tree 

Second reason for the appearance of knots could be injuries to the tree itself. This type of knots is 
called "loose knots “or fungal infection that can easily spread to other trees. Third reason for knot 
formation in trees is "Black knot” disease. This disease causes rampant knot formation in some trees, 
which is harmful for trees. 

 
  Fig. 4.13: Knots formed due to Black-Knot disease 
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IV. Effects of knots 

     Besides their contribution in making wood shape attractive and creating beauty, knots have a 
negative impact on technical properties of wood. To illustrate, they are not only hard to cut, but also 
leads to reduction in the strength of the surrounding wood. In addition to this, they do not affect the 
stiffness of structural timber because strength and stiffness rely more on wood that sounds good than 
upon localized defects. 

                     
                                                         

 Fig. 4.14: Knots on a piece of log and knots on a piece of wood board 

On the other hand, knots are exploited for visual effects. To explain, knots on trunks add to the 
aesthetic appeal of the planks that are sawn from those trees. For example, if want to maintain the 
natural beauty of wood piece and there is a knot present, there are two choices either to fill the knot 
or to leave it open. The decision in this case is based on whether we need the piece to be smooth or 
has a rustic look. For rustic look of the wood piece, we will go for leaving the knot, as it is (open). 
For the other choice, if we have a dining table or bedroom dresser, in this case we will need to fill it 
to achieve smooth touch of this piece of wood. 

                                     
                      Fig 4.15: Table with knots not filled                          Fig. 4.16: Table with all knots filled 

It is always recommended to fill knot holes that are found on horizontal surfaces like table tops and 
dressers for many reasons: 

 creating a unique design. 

 Keeping surface of the object smooth. 

 Preventing food particles or spilled liquids from collecting in the holes (knots) which may 
lead to bacterial growth. 

 Easy to clean as it is not exposed to building up of dust. 
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V. Knots modelling and measurement    

1. Knots representation using 14 descriptors saved in key 4   

     Each slice (Z = 1cm) in each wood log may have a myriad of knots and each knot is 
characterized by 14 descriptors describing the knot characteristics. Each row represents a knot, so the 
total number of rows represents total number of knots in a specific slice of a log. Each column 
represents one of the descriptors for a knot. Here there is a description of columns with names: 
column 0=Knot-ID, column 1=x-start, column 2=y-start, column 3=z-start, column 4=x-end, 
column 5=y-end, column 6=z-end, column 7=DKB (Dead Knot Border), column 8=Radius, 
column 9=Length, column 10=A, column 11=Column 12=Column 13=D 

 

Fig. 4.17: Some knots representation with the 14 descriptors 

Each row in figure 4.17 represents a knot from the CT image with wood log ID: 154113. As we can 
see in the figure, we have knots numbers starting from 111 to 123. For each knot number (row), there 
are the 14 descriptors, which provide information about the ID, DKB, starting, and ending 
coordinates, radius and length of this knot.  

2. The Descriptors explanation 
 
   In order to properly estimate the impact of knots on the grading of logs resulting from 
sawing, according to a chosen cutting pattern, it is necessary to know their size at a given 
position. This can be done via a proper modelling of knots by defining some parameters. 
 
 Before proceeding with a brief description of the most important knot parameters having a 
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role in knot modelling, it is necessary to define a reference system for log and knots.  
 
From here on, the longitudinal (l) direction of the log will be the vertical one following tree 
growth, the radial direction (r) will be the one running parallel to log radius (i.e. perpendicular 
to knot radius), while transversal (t) direction will be perpendicular to it. 
 
 Some of the most important knot parameters are:  

 Starting point (column 1= x-start, column 2 = y-start, column 3 = z-start):  
   It is the point where the knot originates, the innermost and closest to log center. Since 
it most often resides in the pith, it is itself known by "pith". When dealing with knot 
models it is most often chosen as the origin point for the reference system, thus 
meaning that all its r, t and l coordinates are equal to zero.  
 

 Knot end (column 4 = x-end, column 5 = y-end, column 6 = z-end):  
   As the name suggests, it is the ending point of the knot. If the knot dies at a certain 
point, it is most likely to occur inside the log, while it is on log surface for sound knots 
or knots, which stopped growing in its close proximity (i.e. its part reaching log edge is 
made up of dead wood) 
 

 Length (column 9 = Length):  
   It coincides with the radial distance of knot end from the pith. For a knot reaching the 
edge of the trunk, it indeed coincides with log radius along the direction marked by 
knot growth. In some cases, a knot may happen to be pruned by man or accidentally 
broken: this truncation affects its end point (and therefore its length) and has a 
detrimental effect with respect to the accuracy of knot detection in tomographic images 
since, because of irregularities in the process; branch end assumes an irregular shape 
known as scar.  
 

 Diameter (column 8 = 2×Radius): 
   At a given radial coordinate, it is the maximum width of the knot in the radial-
transversal-plane. When referring to knot diameter, it is the maximum diameter along 
the radial direction.  
 

 Dead Knot Border (column 7 = DKB): 
  Radial coordinate at which the transition from sound to black knot takes place. Knots 
reaching log border without changing state (therefore globally labelled as sound) do not 
indeed exhibit one.  
 

The following Figure 4.19 shows the projection of a knot on a single cross-section along the l 
axis and reports a representation of the parameters described above. DKB and (knot) diameter 
are represented in two separate lines for the sake of clarity, even though many models make 
them coincide. 
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             Fig. 4.18:  A CT slice from pine log           Fig. 4.19: Representation of principal knot parameters [70]  

Figure 4.18, where it is also possible to notice five knots, clearly distinguishable as lighter zones 
(inside the blue circles) with an approximately elliptical shape around which age rings slightly bend 
towards the outside of the log. 

Notes:                                                                                                                                                                                                                                                 
(1) x-start, y-start represent allocation of the start of the knot on x-axis and y-axis, while x-end, y-end 
represent allocation of the end of the knot on x-axis and  y-axis                                                                                                                                                                              
(2) z-start and z-end of the knot representing more or less index of the slice where the knot is located in                                                
(3) Knot radius is how big the knot is so it will be used to decide on the weight to give to this knot 

                     
    Fig. 4.20: Represents shape of normal knots               Fig. 4.21: Represents shape of other type of knots 

The figures 4.20 and 4.21 above show two types of knots, which are normal type knots and other 
types of knots. As the aforementioned figures 4.20 and 4.21 illustrate, if the knot length (column 9) is 
larger than dead knot border (column 7), this knot will be of normal type knot. Else, if the knot 
length is smaller than dead knot border, in this case this knot will belong to other types but not 
normal type knot. The ways for computing volume are different for both types.  

In knots whose type is normal as in Figure 4.20:                                                           

Volume of Cone = Dead knot Border × knot radius ×  knot radius × pi   (4.2) 

Volume of Cylinder = (knot length-Dead Knot Border) × knot radius × knot radius ×  pi (4.3) 
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Volume_Normal_Knot = Volume of Cone+ Volume of Cylinder (4.4) 

Whereas in Knots that are of other types as in figure 4.21: 

Volume_other_types = Knot length × knot radius × knot radius × pi (4.5) 

 

 
Fig. 4.22: Histogram plot for dead knot border (col: seven in the 14 descriptors) 

Figure 4.22 represents a histogram plot for Average values of Dead knot Border (DKB), which is 
located in column number 7. This is a simple representation of all average values for all DKBs of all 
knots found in this slice of wood in the CT image with ID: 154113. As we can notice also that knots 
with largest dead knot borders are located in the first rows, while others with smaller values are 
located in the middle and final rows. 

4.3 Pre-processing 

    Before being processed by the CNN, the images undergo several pre-processing steps. 
After getting all the information related to knots from the 14 descriptors as explained in 4.2, now we 
can use them in the following pre-processing steps: 

 
                                       Fig. 4.23: Block diagram for pre-processing steps on CT log images 

4.3.1 Finding whether knot is on the surface of the border or away  

I. Type of knots that we are interested in  

    To better understand and visualize what do we mean for the knot to be on the surface of a border 
or away from it. Here there are two figures explaining the difference between knots that we are 
interested in and the others that are discarded. 
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Figure 4.24 shows a knot that is away from the surface of a border, which is knot number 10 and 
slice 53 in this case, as we can see the red point, which represents the end of the knot, is away from 
the surface of the border in the CT image with ID: 154113. On the other hand, we can see on figure 
4.25 that the red point which represents end of the knot is on the surface in knot number 50 in slice 
209 and this is exactly the type of knots that we are interested in (knots that are close to or on the 
surface) of a border of slice (Z). 

 
                    Fig. 4.24: Knot away from surface                  Fig. 4.25: Knot on the surface 

II. Calculating distance between end of knot and the surface of the border 

     This step has been done to know whether to keep or discard the knot based on its distance from 
the surface (Depth threshold). In our project the depth threshold is 37 mm so if the knot is more than 
37 mm away from the surface of the border, it will be discarded and will not be taken into 
consideration while computing the scores (labels). 

 Firstly, get the start and end coordinates of the knot which are in the columns 1 and 2 for the 
start and columns 4 and 5 for the end of the knot that should be equal to the knot length in 
column 9 when converting start and end (x and y values) into Cartesian coordinates. 

 Secondly, get index of the slice where the knot is located in from the 14 descriptors column 
6 (z-end). 

 Thirdly, as we know that (z-end) is index of the slice where the knot is located in. We now 
want to get the point of intersection with the border which we can easily get by the following 
equation:               

𝑡𝑎𝑛−1 = 𝑥2−𝑥1
𝑦2−𝑦1 

            (4.6) 

 Fourthly, by using the calculated angle on the border, we can select the local points, which 
are the projection of the knot length points on the border (from start of the knot to the 
intersection point with the border). 

 Finally, use one of the following formulas for computation: 
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𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑖𝑛 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = √(𝑥𝐿𝑜𝑐𝑎𝑙 − 𝑥𝑒𝑛𝑑)2 + (𝑦𝐿𝑜𝑐𝑎𝑙 − 𝑦𝑒𝑛𝑑)2  Or 

 

𝐷𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑐𝑒 𝑖𝑛 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = √(𝑥𝐿𝑜𝑐𝑎𝑙 − 𝑥𝑠𝑡𝑎𝑟𝑡)2 + (𝑦𝐿𝑜𝑐𝑎𝑙 − 𝑦𝑠𝑡𝑎𝑟𝑡)2  −
 √(𝑥𝑒𝑛𝑑 − 𝑥𝑠𝑡𝑎𝑟𝑡)2 + (𝑦𝑒𝑛𝑑 − 𝑦𝑠𝑡𝑎𝑟𝑡)2                (4.7) 

 Knowing that the aforementioned equations give exactly same results which ensure the 
accuracy and certainty of the answer.                                    

 
Fig. 4.26: Visualization of distance between knot end and the surface 

Figure 4.26 shows a single slice of a wood log in the CT image with ID: 154113. The circle shape, 
which has the blue colour, represents the border of this slice. There are two lines one of them is 
dashed line and the other is solid line. The dashed line represents the distance from the start of the 
knot to the blue point, which represents projection of knot length on the border. The solid line 
represents the exact knot length from the start of the knot to the end of the knot. By calculating the 
difference between the point of intersection with the border and the end of the knot, we can know if 
the knot is far or close to the surface. This calculation could be done using the above-mentioned 
equations. 
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III. Visualization of knots in 3D 

 
Fig. 4.27: 3D plot representing knots and their distance from borders 

Figure 4.27 is a 3D plot from the CT image with ID: 154113 where the circles in gray colour are 
borders and the blue line passing through the middle of these borders represents the pith. The small 
circles in red on the blue line (pith) represent the start point for each knot (x-start, y-start). The line 
from the start of each knot to its end is called knot length (column 9 in the 14 descriptors).                           

Note: we care only about knots that are close to the borders and this can be controlled by setting certain depth 
threshold. 

4.3.2 Convert Cartesian coordinates into polar coordinates 

      All images in the dataset were converted from Cartesian coordinates into gray scale polar 
coordinates. To illustrate, polar coordinates provide an alternate definition of complex numbers, 
which reveals that they are profoundly related to rotation [38]. Furthermore, if you want to describe 
different areas, polar coordinates are the best choice for integration. For example, it is quite easy to 
integrate a wall of a cylinder in polar coordinates. On the other hand, it is very difficult to do the 
same task in Cartesian coordinates [38]. 
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Fig. 4.28: Wood log with ID 407810730 

              

 

Fig. 4.29: Wood log with ID 407808210 

Figure 4.28 and 4.29 are for two images from our dataset after conversion from Cartesian coordinates 
to polar coordinates. To demonstrate, figure 4.28 represents a wood log with length about 4.15 meters 
and contains many knots “class one” where the knots have the butterfly shape. Figure 4.29 shows a 
wood log with almost no knots (no butterflies shape) “class 0”. 

4.3.3 Crop the images 

Splitting image into crops of same size is a crucial part while working with Machine Learning 
models in order to artificially enlarge our dataset. Moreover, the main goal of our project is not to 
classify the whole log but to classify each crop in each wood log in our dataset. Each wood log 
image was cropped into 360 cm × 100 cm for each crop. While generating crops the first and last 10 
cm were neglected (removed) in order to avoid any unreliable parts of the images, (reasons for 
removal were mentioned in 4.2.1 (III. Appearance of irregular borders shape)).                                 
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Fig. 4.30: Histogram representation for the length of wood logs in the dataset 

AS we can see in figure 4.30, the horizontal axis represents the lengths of wood logs and the vertical 
axis represents the number of wood logs that fall in this category of length. This explains why we did 
not have the same number of crops for each wood log. For example, for a wood log with length 220 
cm, we will have two crops with 100 cm each and the first and last 10 cm were neglected. Whereas, 
for a wood log with length 620 cm, we will have six crops with 100 cm each and 10 cm were 
removed from the start and the end of this log. 

  

Fig. 4.31: Crops from wood log with ID 407808500 and 407808890 

Figure 4.31 shows two crops from two different wood logs, where the dimensions are 360 cm×100 
cm for each of them. The figure on the left can be classified as a crop with many knots” butterfly 
shapes”, while the one on the right can be categorized as a crop with almost no knots “class 0 no 
butterflies shape”. 
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4.3.4 Label crops 

 I. Depth threshold issues 
     Depth threshold: is a specific depth, which was set to discriminate between deep knots (away 
from the surface of the border), and knots that are close to the surface of the border (target knots).  
To begin with, distance between each knot found in each wood log crop and the surface was 
calculated using equation (4.7). By this way, we can get the distance between each knot and the 
surface of the border. So, we used these information (butterfly shape on wood log crop image and 
distance between each knot and the surface) to compare between the number of knots (butterflies) 
that we can clearly see on wood log crop image and the number of peaks (radius of knots) detected 
below this depth threshold. This step was done for several depth thresholds 3 mm, 5 mm, 7 mm, 17 
mm, 20 mm, 35 mm, 37 mm, 40 mm and 70 mm. To demonstrate, when the number of peaks 
detected below the depth threshold is more or less corresponding to the visible knots on a wood log 
crop image, this means that it is the right depth threshold. Based on several trials with the 
aforementioned thresholds, we found out that at depth threshold 37 mm, number of knots 
(butterflies) that were visible on each wood log crop image was almost corresponding to the number 
of peaks (radius of knots that were detected below this depth threshold). 

Note: The tested values for depth threshold were selected based on the most repeated values for distances that 
we get between each knot and the surface of the border (equation 4.7). 
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                                                    Fig. 4.32: Depth threshold issues 

Figure 4.32 consists of three images for the same wood log crop, so the left side images are the same. 
On the other hand, the right-side images are different as they represent the detected knots below each 

  
7mm     
depth 

 
17mm  
depth 

 
37mm 
depth 
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depth threshold. For the image on the top, the depth threshold was set to be 7 mm and no knots (blue 
peaks) were detected below this depth threshold. The image in the middle represents depth threshold 
17 mm and, in this case, one knot (blue peak) was found below this depth threshold. While on the 
last image, we can see four knots (blue peaks) that were detected below depth threshold 37 mm. 
Moreover, this number corresponds to the number of knots that we can detect by eyes on the 
grayscale image. That is why in our project we decided to consider only knots that are not more than 
37 mm away from the surface of the border.  

II. How labels (scores) are given to each wood log crop 

     Labels were given to each wood log crop based on the number and the dimensions of knots that 
were found in this wood log crop. The radius for each knot can be retrieved from column 8 in the 14 
descriptors and the location of each knot can be retrieved from column 6 (Z2 (or z-end)) in the 14 
descriptors. The score of each wood log crop was computed as the sum of the radius of all knots 
found in this wood log crop. After that, the scores for kept and discarded crops were saved in text 
files. 

 

                                        Fig. 4.33: Wood log crop and knots representation 

The image on the left in figure 4.33 represents the second crop from wood log with ID: 407808220 
with dimensions 360×100 cm. For the image on the right, the x-axis represents the length of the log 
and the y-axis (blue peaks) represents the dimensions (radius) of knots that were detected in this 
region. Consequently, the score for this wood log crop is 68.51, which is the sum of the radii of knots 
found in this wood log crop (26.69+12.51+19.25+10.06= 68.51). 

III. Differentiate between labels and discarded labels 

    Labels (scores) are considered only if they are below the depth threshold. To illustrate, in this 
project the target is to detect knots and classify wood logs based on the number and dimensions of 
knot that are not more than 37 mm away from the surface of the border. Consequently, all knots that 
did not satisfy this depth condition were discarded (not considered in the classification). 
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Fig. 4.34: Differentiate between kept and discarded knots 

The image at the bottom in figure 4.34 explains the idea of the depth threshold. The red line is the 
depth threshold, which is 37 mm. To illustrate, the knots that will be considered in our calculations 
are those with green dots below the red line (depth threshold). While the others that were above the 
depth threshold will be discarded (not considered during computation). The x-axis in the image in the 
middle represents the length of the log while the blue peaks values on y-axis represents the radius of 
each knot that were detected in each region satisfying the depth threshold condition. 

Table 4.1: Big knots distribution in our dataset 

ID of the log Area in m𝑚2 
407808170 51.33 ,50.69 
407808180 51.48 
411306690 57.79,63.82,73.67 
407812830 97.69,97.34 
411306250 97 
407808260 102.885 
409440260 102.50 
407813110 100.65 
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Fig. 4.35: Distinguish between big knots and small knots 

As we can see in figure 4.35, the figure at the bottom represents a full wood log with length 4.15 
meters classified as class 1 “many knots”. The red, green and white lines represent the presence of a 
knot in this region. The red lines are for the knots that were big with area more than 50 𝑚𝑚2and 
below the depth threshold. While the green lines are knots with area less than 50 𝑚𝑚2and below the 
depth threshold. On the other hand, the white lines are for knots that are above the depth threshold 
that are already discarded. In conclusion, small and big knots that were below the depth threshold 
were considered during classification. However, knots that were detected above the depth threshold 
were not considered during classification, even if they were big knots.  

For the image on the top, the x-axis represents the length of the wood log and y-axis represents the 
radius of knots that were detected in each region. Blue peaks are for the knots that were considered 
during classification and orange peaks are for knots that were discarded (above the depth threshold). 

4.3.5 Classification Threshold 

I. Differentiate between class one and class zero crops 
     It is a threshold to differentiate between “class one crops (full of knots/bad)” and “class 0 crops 
(almost no knots/good)”. In other words, the classification threshold was chosen based on the sum of 
the radii of knots in each wood log crop. To illustrate, the classification threshold that was used is 60. 
Therefore, if the sum of the radii of knots in a wood log crop is less than 60, it will be classified as 
class 0 crop. Else if, the sum of the radii of knots in a wood log crop is more than 60, it will be 
classified as class 1 crop. 

1. First Approach 
Using only a threshold to differentiate between class 1 and class 0 crops. 
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Fig. 4.36: Classification threshold without margins 

As we can see figure 4.36 which explains the idea of the classification threshold. All patches with 
scores before the black line were classified as class 0 “almost no knots “while other crops after the 
black line were classified as class one “many knots”. 

2. Second Approach 
Removal of crops closer to the classification threshold using margins. 

                                         TH-margin TH+margin 

 

Fig. 4.37: Classification threshold with margins 

Figure 4.37 explains the idea of the classification threshold; the blue line represents the classification 
threshold. To illustrate, all the wood log crops that have scores less than the value of the blue line 
were classified as class zero crops “almost no knots”. While the crops whose scores were greater 
than the value of the blue line were classified as class one crops “many knots”. The crops with 
scores between the red line and the blue line were discarded from both classes. The x-axis 
represents the saved scores for each wood log crop and y-axis represents the number of crops that 
fall in this score category. 
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                 Table 4.2: Total number of used and discarded crops first and second approach 

First approach: Using only classification threshold to distinguish between class 1 and class 0 

     Table 4.2-a: First approach 

Total number of crops 3171 wood log crops 

Number of class 1 crops “many 
knots” 

1871 

Number of class 0 crops “no knots “ 1300 

Discarded 0 

Second approach: Using classification threshold and margins 

           Table 4.2-b: Second approach 

Total number of crops 3171 wood log crops 

kept crops from both classes 2090 

Number of class 1 crops “many 
knots” 

1256 

Number of class 0 crops “no knots “ 834 

Discarded 1081 

 

Note: 1- The third approach will be explained in chapter 6 in section 6.1                                                                        
2- All values for scores were divided by one hundred in the histogram figure 4.36, 4.37 
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II. The discarded crops in the second approach  

 Crops were discarded for three main reasons:  

 First reason is that the target of the company at this moment was to find crops with almost no 
knots and crops with many knots. That was main reason for adding margins to the threshold. 

 
 Second reason is that knots found in those crops were deep (away from the surface of the 

border). 
 

 Third reason: for training of the CNN at the beginning, the model was trained with all crops 
and classification threshold without the margins, and for the sake of better classification 
results, we used the aforementioned margins. 

 
 

Note: The discarded crops did not have different knot shapes but instead of having many knots 
(butterflies) like class one or having no knots as class zero, they have few small knots. 
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Chapter 5 

LogEye Dataset 

5.1 LogEye machine 
Microtec provided the coloured images from LogEye scanner and the corresponding CT images. 

The number of pairs that were found was 203 pairs. Therefore, we have the CT image that contains 
all the information that we need and the corresponding image from log eye.  

 LogEye 301 allows the acquisition of colour images of the sides of wood logs (left, top and right). 
The coloured images that we worked on were the result of stitching (right, left and top) views for the 
wood log. Image stitching is the process of combining multiple photographic images with 
overlapping fields of view to produce a segmented panorama or high-resolution image [2]. In 
computer vision, there are a plethora of old and commonly used algorithms for aligning images and 
stitching them into seamless photo mosaics. These generated photo-mosaics have high resolution; as 
a result, they are used to produce today’s digital maps and satellite photos [2]. 

In this case we will need for each coloured image from LogEye, the corresponding CT image that 
contains all information such as borders, centroids, pith and all knots information that are included in 
the 14 descriptors. 

 

Fig 5.1: LogEye scanner 
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5.2 Pre-processing steps 

 
                                       Fig. 5.2: Block diagram for pre-processing steps on LogEye images 

5.2.1 Get knot location on coloured image 

         Compute knot location on coloured image (from LogEye) using z-end (column 6 in the 14 
descriptors) from the corresponding CT image (from CT Log scanner). 

Coloured image ID: 691523, 6643 pixels (Length in pixels), Corresponding CT image ID: 596686210, 
428 slices (Length of the log in cm) 

 
          Fig. 5.3: Coloured image from Log Eye with allocation of some knots 

Figure 5.3 represents an example of a coloured image from Log eye and the white lines on the image 
are placement of knots on the wood log. The exact location of knots on coloured images can be 
detected by using z-end found in column 6 in the 14 descriptors from the corresponding CT image 
(index of the slice where the knot is located) and the width of the image from log eye (number of 
pixels). Therefore, using this simple equation, we can allocate the knot on the coloured image of the 
wood log. 

Knot location on colored image = z−end ∗ number of pixels 
Length of the log in cm 

 (5.1) 

Where: z-end = index of the slice where the knot ends (from the corresponding CT image)                                    
number of pixels = width of the coloured image which is actually the length of the log (LogEye)                                           
Length of the log = number of slices or width of image in cm (CT image). 

As we can see in the figure 5.3 which is a coloured image from log eye the first knot (first white line) 
is located in slice number 31 and around 3133 pixels on the coloured image, the second knot (second 
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white line) in slice 32 and around 3136 pixels, the third knot (third white line) in slice 30 and around 
3186 pixels, the fourth knot (fourth white line) in slice 34 and roughly 3231 pixels and the fifth white 
line is in slice 33 and around 3237 pixels. The last one is in slice 35 and 3816 pixels. 

5.2.2 Crop RGB images 

                                                                    Coloured image ID: 691523 

     Splitting images into crops of the same size is a crucial part while working with Machine 
Learning models. To explain, some ML models could not process high-resolution images that is why 
we need to divide them into smaller parts. While generating crops the first and last 100 pixels were 
neglected (removed) in order to avoid any unreliable parts of the coloured images.                                                     

 

                                  Fig. 5.4: Crop number 1 from LogEye image with ID: 691523  

Figure 5.4 represents one of the crops resulted from cropping the wood log with dimensions       
1000×667 pixels for width and height respectively.                                                                            

Note: All Crops have the same width and height 1000 × 667pixels. 

5.2.3 Knot diameter split on pixels of coloured images 

         In Figure 5.5 let us assume that the image in blue is the CT image that contains the knots 
profile (14 descriptors). The image in red represents the coloured image from LogEye, using 
equation number 5.2 we can easily get the location of knot in pixels on the coloured image (New z2). 
As we know the radius of the knot from column 8 in the 14 descriptors from the CT image, it can be 
easily computed on the coloured image from LogEye using the following equation: 

Knot location on colored image = z−end  ×  number of pixels
Length of the log in cm 

      (𝟓. 𝟐) 

Knot radius in RGB pixels =  knot radius  ×  length of log in pixels
number of slices

 (𝟓. 𝟑) 

In order to give knot scores, it is better to split the weight of the knot (diameter=two×radius) as 
shown in the figure 5.6 on pixels of the coloured image. In other words, instead of projecting knot 
weight (radius) only on one pixel value which is the knot location on coloured image (New z2), 
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weights of the knots (diameter in this case) will be projected in the region from first split passing 
through New z2 to second split where first and second split were calculated as follow:                                                                                                                                    

First split = New z2 - Knot radius in RGB pixels             (5.4) 

Second split = New z2 + Knot radius in RGB pixels+1 (5.5) 

Where new z2 is knot location on coloured image (5.2) and Knot radius in RGB pixels (5.3) 

Using this method, it would be easier to provide score for each log crop as: the score for each pixel 
containing a knot is one computed with the following equation: 

knot weight in pixels = 2∗𝑟+1
2∗𝑟+1

= 1 (5.6) 

 

Fig. 5.5: Illustrates the split of knot diameter on pixels of coloured image 

5.2.4 Save the score for each wood log crop 

 
Fig. 5.6: Crop from coloured and the score for this crop 
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      Scores were given to each wood log crop based on the sum of the radius of the knots where each 
pixel containing a knot has a score of one. 

As we can see in figure 5.6, each blue peak represents the presence of a knot in this region. Here 
there are four peaks; the width of each peak represents the radius of the knot in this region. 

5.2.5 Depth threshold 

   The main idea behind this step was to decide which knots to keep or to discard. Therefore, knots 
that were above the depth threshold were discarded, while other knots were considered. 

 
Fig. 5.7: Visualization of knots on coloured image and shape 

As we can see in the figure 5.7 that the green lines represent the knots that are not more than 7 mm 
from the surface (close to the surface), while the white lines represent knots that are away from the 
surface. The blue peaks in the second image represent the knots that are close to the surface while 
the ones with orange colour the discarded ones and the width of each peak (blue and orange) 
represents the radius of the knot. The y-axis in the second image represents the number of knots that 
were found in a specific region. The red line in the last image (wood log shape in gray scale) 
indicates the presence of a big knot with area greater than 50 m𝑚2. 

5.2.6 Classification threshold 

    This classification threshold was set to discriminate between class 1”Many knots” and class 0 
crops “almost no knots “. To demonstrate, if a crop has a score (sum of radii of knots in this crop) 
less than the classification threshold, it would be classified as class 0; else it would be classified as 
class 1. 
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                                              Fig. 5.8: Classification threshold in LogEye Dataset 

As we can see in figure 5.8, where x-axis represents the score of wood log crops, (LogEye coloured 
images) and the y-axis represents (blue peaks) the number of crops, which fall in this score category. 
The red line is the classification threshold where all wood log crops that have scores less than 
(before) this threshold were considered class 0 crops “almost no knots”, while crops with scores 
greater than (after) the red line were considered class 1 crops. 

5.2.7 Problems with this dataset 

We faced several issues with this dataset: 
1. Limited number of images from LogEye (203 images). 
2. By examining the coloured wood log images manually, we found out that the knots were not 

visible on even 10 or 20% of the full dataset. Therefore, for a human it was not easy to detect 
a knot by eyes from the coloured image, consequently it would be difficult for a machine to 
do so. 

All these reasons lead to stop working with LogEye dataset. 

Note: All the work done after that (Training the CNN) was using CT Dataset, which was explained in 
chapter 4. 
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Chapter 6 

Training the CNN 

6.1 Dataset Manual Validation 

I. Graphical User Interface for Manual Validation (Third approach) 
    Crops for each class were manually validated using a GUI interface to make sure that class 1 crops 
have already many visible knots in the images and class 0 crops roughly do not have any butterflies 
shape, which represent the presence of knots. During the manual validation for the dataset, some 
crops from both classes were discarded for two main reasons. First reason is that the crop has many 
knots but classified as class 0 and vice versa. Second reason is that, the image was not clear due to 
blurring, very low contrast, etc. 

 
 

 

 

 

 

 

 

 

        Fig. 6.1: GUI interface for Manual validation of the dataset 
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Figure 6.1 represents that GUI interface that was created in order to check whether the label for each 
crop (class 0 or class 1) is corresponding to the number of knots that were recognized while looking 
at the image. 

6.2 Data Augmentation 

      To solve the problem of limited training data, we applied the artificial expansion method to 
enlarge the dataset. To explain, if the number of images in the dataset is not sufficient, the ML model 
will not be able to generalize on new data that it has never seen before and overfitting will occur. In 
this project, data augmentation was applied by cropping each wood log in our dataset into several 
crops and then random rotation and random zoom using keras pre-processing layers. Thus, 
improving the generalization ability of the model and tackling the problem of overfitting. 

I. Cropping 
     962 wood logs                  3171 Patches in gray scale 
Number of patches for each wood log is depending on its length. Therefore, in our dataset, number of 
crops is different for each wood log. For example, wood log with length 620 cm will have six crops 
each with length 100. While for wood logs with length 220 cm, there are only two patches. 
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Table 6.1: Original dataset after cropping 

Original dataset After data augmentation 

962 images from CT Log 
 

Examples for full wood logs from the two 
classes: 

 

Class 1 image “Many Knots”  

360 × 415 cm 

 

Class 0 image “almost no knots” 

360 × 415 cm 

 3171 Patches 

Class 1 crops Class 0 crops 

1871 images  1300 images  

 
      360cm×100 cm 

 
    360 cm×100 cm 

 

II. RandomRotation and RandomZoom 

      Keras pre-processing layers. To begin with, RandomRotation is a layer, which is responsible for 
rotating images during training. This layer will apply random rotations to each image, filling empty 
space according to fill mode. By default, random rotations are only applied during training [71]. 
While for RandomZoom layer, it randomly zooms images during training. 
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III. Number of patches for each approach as a result of data augmentation 

                      Table 6.2: Total number of kept and discarded crops for each approach 

 First approach Second 
approach 

Third approach 

Total number of crops 3171 3171 2090 

Used crops 3171 2090 1156 

Class 1 patches 1871 1256 625 

Class 0 patches 1300 835 531 

Discarded crops 0 1080 934 

 

Note: this manual validation (Third approach) was done only for crops resulted from the second approach 

6.3 Overall Model Architecture 

I. Training, validation and test sets 
Table 6.3: Training, Validation and test sets 

Training Set    Validation Set   Test Set    

70%  20 % 10% 

   Our proposed model was trained on the crops generated from each approach (first, second and 
third), using the same split that was mentioned in table 6.3. 

Note: the exact numbers used for training, test and validation sets in each approach will be mentioned 
later in table 6.7 in section 6.4.2 

II. The CNN Model  
     The model that was used to detect knots and classify wood logs is a typical deep convolutional 
neural network as we can see in figure 6.2-a, b, c. The architecture of the model consists of an input 
layer, followed by RandomRotation and RandomZoom, four convolutional layers, and one global 
average-pooling layer, three fully connected layers, a softmax layer and an output layer. The input 
was 360×100×1 gray scale images. Each of the convolutional layers had kernels that were 3×3 and 
strides of two and followed by a batch normalization layer, which was followed by a Relu layer. 
Batch normalization layer was used in our case in order to accelerate the speed of the training and 
provide stability to the model by normalization of the layers' inputs through re-centring and 
rescaling. In addition to that, the fourth convolutional block was followed by global average pooling 
which helped in reducing feature map size, number of training parameters, memory usage and faster 
computation. The first fully connected layer had 1024 neurons, the second had 512 neurons and the 
third had 256 neurons. The fully connected layers were followed by batch normalization and Relu 
activation function. Finally, the final layer was two-way output for class 1 and class 0 crops.  
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Fig. 6.2 –a : Convolution Block 

 

      Fig. 6.2 –b : Dense Block 

 

 Fig. 6.2 – C: Network Scheme 

As shown in figure 6.2-a ,our model has 4 convolutional blocks where each Conv-Block has a 
convolutional layer, batch normalization layer and ReLU activation layer. In addition to, three dense 
blocks where each Dense-Block figure 6.2-b has a dense layer, batch normalization layer and a ReLU 
layer. The convolutional layers along with pooling layers are responsible for extraction of features 
and generating feature maps whereas fully connected layers are responsible for classification. 

Table 6.4: The DCNN Model 

Layer Output Kernel Stride Parameters 

INPUT (None,360,100,1) - - 0 

Random-Rotation (None,360,100,1) - - 0 
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Random-Zoom (None,360,100,1) - - 0 

Convolutional (None,180,50,8) 3*3 2 80 

Batch Normalization (None,180,50,8) - - 32 

Convolutional (None,90,25,16) 3*3 2 1168 

Batch Normalization (None,90,25,16) - - 64 

Convolutional (None,45,13,32) 3*3 2 4640 

Batch Normalization (None,45,13,32) - - 128 

Convolutional (None,23,7,64) 3*3 2 18496 

Batch Normalization (None,23,7,64) - - 256 

GlobalAveragePooling (None , 64) 3*3 2 0 

Flatten (None,64) - - 0 

Dense (None,1024) - - 665660 

Batch Normalization (None,1024) - - 4096 

Dense (None,512) - - 524800 

Batch Normalization (None,512) - - 2048 

Dense (None,256) - - 131328 

Batch Normalization (None,256) - - 1024 

Output (None,2) - - 514 

 

 

                  

 

 

Total Parameters 755,234 

Trainable parameters 751,410 

Non-trainable parameters 3824 
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III. Deep CNN for feature extraction and classification tasks 

     In many Computer Vision applications neural networks and in particular their deep counterpart 
has become the most popular choice thanks to the impressive improvements achieved in recent years. 
Another strength of these models is their great flexibility that allows them to be used to solve 
different problems, since their functionality is often independent of the nature of the subjects 
depicted in the images.  

In addition to that, the impressive gain in performance obtained using deep neural networks (DNN) 
for various tasks encouraged us to apply DNN for our image classification task. We have used a 
variant of DNN for feature extraction and image classification Called DCNN. Neural networks can 
be used for classification as well as for feature extraction. Our whole work can be better seen as two 
complementary tasks. In the first task, our deep network was used for feature extraction. In the 
second task, the fully connected layers were used for the classification of the extracted features along 
with softmax activation that was used to provide the probability distribution over the two classes. 
Various configurations of DCNN were used for our experimental studies. Among different 
architectures that we have considered, the architecture with 4 levels of convolutional layers and 
Average pooling, followed by 3 fully connected layers was used for feature extraction and 
classification. 

In 2020, Liu et al. [22] used DCNN for feature extraction and classification of three type of defects on 
wood boards. The model showed significant results in the field of recognition of wood defects 
images that were collected using laser range scanners. That was one of the reasons why we decided 
to use a deep network in our project while dealing with CT images of wood logs. 

Moreover, comparing this model with previous work done in detection and classification of defects 
in wood as in [22, 33], we found out that our proposed model provided effective results in the world of 
detection and classification of knots in wood logs. Knowing that the proposed model in [22] was for 
detecting defects in wood boards, which is in fact easier than dealing with wood logs as in this 
project. 

We tried avoiding to oversize the neural network. To explain, one must keep in mind that this system 
also has applications in scenarios where the time taken by the algorithm is a critical factor, while 
usage in real time to send the logs in the right direction. It is therefore necessary for the system to 
detect knots and classify wood logs very quickly, so the size of the neural network may be an 
important factor to consider. 

6.3.1 Activation function 

I. Rectified Linear Unit 
    ReLU was selected as an activation function as it can tackle the vanishing gradient problem, 
unlike sigmoid and hyperbolic tangent activation functions and characterized by the following 
equation [67]. 

                   F(x) =max (0, x)         (6.1) 
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Fig. 6.3: ReLU activation function graph 

II. Softmax  

    This function is often used as the output of a classifier to represent the probability distribution over 
different classes and characterized by the following equation: 

softmax(z)i =  
exp(zi)

∑ exp(zi)j
  (𝟔. 𝟐) 

 

Fig. 6.4: Softmax activation function 

 

6.4 Training 

6.4.1 Details of training 

Table 6.5: Parameters that are related to training 

Related Parameter Value Meaning 

Batch Size 8 Number of samples that will be passed through to the 
network at a time or number of images per training 

Learning Rate 0.0001 Initial learning rate 

Weight Decay 0.0001 Regularization technique which is used mainly to 
alleviate model complexity and reduce the risk of 

overfitting 

Learning steps/epochs 300 Number of iterations 
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Reducing overfitting 

    Overfitting is one of the most serious problems that affects the CNN performance. In order to 
tackle this problem cropping, random rotation and random zoom were applied as data augmentation 
techniques and weight decay, batch normalization layers as regularization techniques were used. 

6.4.2 Training process 

I. What does it mean for a model to learn? 

    The model learns by passing the same input over and over again, updating weights in order to 
minimize loss. To demonstrate, the process of updating weights leads to get closer from the optimal 
value and hence decreasing loss. 

Gradient = 𝑑(𝑙𝑜𝑠𝑠)
𝑑(𝑤𝑒𝑖𝑔𝑡ℎ)

∗ 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑟𝑎𝑡𝑒  (𝟔. 𝟑) 

In fact, most practitioners use AdamW optimization, which is a stochastic gradient descent technique 
that is based on adaptive estimation of first-order and second-order moments with an added method 
to decay weights by (Loshchilov, Hutter et al., 2019). According to a research study conducted by a group 
of researchers in 2014, Adam method is efficient from computation point of view, less requirements 
in terms of memory, suitable especially for tasks with large number of parameters and big datasets 
(Kingma et al., 2014). 

 

                                   Fig. 6.5: Weight update for convolutional and dense layers 

https://arxiv.org/abs/1711.05101
http://arxiv.org/abs/1412.6980
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In this project AdamW optimizer was used with batch size 8. The learning rate was initiated at 
0.0001. The model was trained up to 300 epochs. In addition to this, weight decay was used with 
value 0.0001 as mentioned in table 6.5, which includes the parameters that are related to training.  

Table 6.6: AdamW optimizer parameters 

Argument Value Meaning 

clipnorm 1  The gradient of each weight is individually clipped so that its norm is no higher than this 
value [68]. 

clipvalue 0.5  The gradient of each weight is clipped to be no higher than this value [68]. 

 

 
Fig. 6.6: Compile the model 

Figure 6.6 explains the activity that takes place in the middle stage immediately after having all the 
statements for the model and directly before the start of the training. The main target of this step is to 
check any errors that are available in the format, decide on loss function, the metric needed for 
model evaluation. 

II. Training, test and validation sets 

Our dataset in the model is broken to training test and validation set as we can see in table 6.7: 

         Table 6.7: Number of crops in training, test and validation sets 

Training set Labelled set 

Set of data used for training our model. At 
each epoch, our model continues to know 

more features about this data. 

First 
Approach 

Second 
Approach 

Third 
Approach 

2220 1463 809 
 

Validation 
set 

Labelled set 

Set of data, which is used to validate our 
model and helps to adjust hyperparameters 

and detect overfitting. 

First 
Approach 

Second 
Approach 

Third 
Approach 

634 418 209 
 

Test set Unlabelled set 

This set is used to test our model after 
training. Moreover, this set is different from 

both training and validation sets. 

First 
Approach 

Second 
Approach 

Third 
Approach 

317 209 116 
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III. Train the model 
Training CNN models requires the following steps: 

1-Feed the training data to the model. In our project, the training data is in the train_set and the 
labels for each wood log crop (class one “many knots”, class zero “almost no knots”) 

2- Using training data with their labels, the model learns to label images. 

To start the training, we called model. Fit, which “fits” the model to the training data as we can see 
in figure 6.7. 

 
Fig. 6.7: Train the model 

6.4.3 Loss function 

After identifying the hyperparameters, the model was trained on the whole training set for 300 
epochs for each approach. The target while working with deep learning tasks is to minimize the cost 
function. In other words, the lower the loss is the better the model is performing. 

In this task, we used sparse categorical loss function as we can see in figure 6.5 
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                                                 Table 6.8: Training loss for each approach 

Approach Loss 

 

 

 

 

First Approach 

 

 

 

 

 

Second Approach 

 

 

 

 

Third Approach 
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Cross entropy was used as the loss function, which is characterized by the following equation: 

H(p, q) = − ∑ 𝑃(𝑥)𝑙𝑜𝑔𝑞(𝑥)
𝑥

         (𝟔. 𝟒) 

Where p is the probability and q is the probability of the predicted value. 

 

Loss function is located in the output layer to compute the difference between the actual (real) output 
and the predicted output, which will be optimized through CNN learning process. There are two 
main parameters that are used by loss function to get the error value. The first one is the prediction 
and the second parameter is the real label [47] as explained with figure 6.5. 

As we can see in table 6.8 which shows the loss curve on the training set over 300 epochs (x-axis), 
that the loss is decreasing (y-axis) especially in the second and third approach which means that the 
model is learning gradually from the training set. 

Note: For the first approach, we used the first 250 epochs where the training loss curve is decreasing. 
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    Chapter 7 
Results 

7.1 Experimental setup 

    The whole developing and testing phases of the proposed approaches, as well as time 
measurements (when reported) were performed on the same computer, running Windows 10 on an 
Intel Core i7-7820HQ, 3 GHz processor and equipped with an NVIDIA Quadro M1200 GPU. All the 
parts concerning neural networks were developed in python 3.8.16, by using the Keras 2.8.0 library 
on a TensorFlow 2.8.0 backend. 

7.2 Features extracted by CNN 
        Grad-CAM technique was used to visualize what CNN was actually looking at. In other words, 
Gradient weighted class Activation Map produces a heat map that highlights the significant regions 
of an image by using the gradients of the target of the last convolutional layer.  
       The class activation map for a specific class is the activation map of the ReLU layer that follows 
the final convolutional layer, weighted by how much each activation contributes to the final score of 
that class. Those weights are in fact equal to the weights of the final fully connected layer of the 
network for that class. 

 

Fig. 7.1: Grad-CAM class activation output 
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     As we can see in figure 7.1, by using the feature map of the final convolutional layer in our 
model, the places where knots' shape were located as a ground truth on the three different pine no 
bark gray scale images, were identified. Consequently, affecting positively the classification made by 
the fully connected layers. Moreover, the places where the gradient is large represent the places 
where the final score for each class depends on. 

7.3 Model Evaluation 

7.3.1 Accuracy  

                                                Table 7.1: Accuracy values for the applied approaches 

Accuracy Training Validation Test Set 
First Approach 0.88 0.87 0.857 

Second Approach 0.94 0.93 0.925 

Third Approach 0.9634 0.9541 0.9460 

    Table 7.1 presents the accuracy values scored by each approach over training, validation and test 
sets. The approach with highest accuracy among all was the third approach with overall accuracy 
96.34%, 95.41%, 94.6 % on training, validation and test sets respectively.  

Table 7.2: Confusion Matrix for accuracy over the test set using the applied approaches 
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     A closer inspection to these results reveals that the decrease in performance of the first approach 
with respect to the second and third approaches is due to the lower accuracy brought due to several 
reasons. First possibility is due to the presence of some pieces of bark, which in some instances are 
closer to the shape of some knots. That was main reason why some crops from class zero were 
misclassified as class one. Second possibility that may cause confusion to the neural network was the 
blurring that was clear in some images, which made it difficult for even a human brain to classify 
properly. Third reason could be the presence of only one butterfly shape, which represents the 
presence of a knot and the neural network classifies it as class zero because all the region around this 
knot seems to be clean, but as a ground truth this crop belongs to class 1 due to large radius of the 
detected knot even it was only one. 

   As we can see in table 7.2-a, b, c, which illustrates the predictions made by the model on the test set 
for each approach. The test set in the first approach contains 317 patches 274 crops were correctly 
classified from both classes. While for the second approach, 194 were categorized properly out of 
209 patches in the test set. Finally, for the last approach the correctly classified samples were 110 
over the 116 crops in this test set. 

   The significant improvement in the performance of the model in the second and the third approach 
is due to several reasons. For the second approach, we applied the classification threshold along with 
margins. To explain, the crops between the classification threshold and the margins were discarded. 
This may be at some instances made the difference between crops from both classes easier for the 
model. In addition to that, in the final approach (third) manual validation using a GUI interface was 
applied to the patches that were generated as the result of applying the second approach. To 
demonstrate, in this approach some images with low contrast, blurring issues, which may lead to 
misclassification, were removed. For example, images that contain pieces of bark, which were 
classified wrongly as class 1, but in fact, they were without knots. 

7.3.2 Examples for the detected errors 

 

         Fig. 7.2: Class 1 image misclassified as class 0 

    As we can see figure 7.2 is an example of the misclassified samples (ground truth class 1, 
classified as class 0). In this case, it seems that it is not easy to classify this wood log by eye as full 
of knots “class 1“ as maybe we can see only one or maximum two butterflies shape which represent 
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knot’s shape and all the area around seems to be clean “without knots”. Regions that are inside the 
white rectangle represent almost clean area “without knots “while regions inside the black circles 
are the suspected areas “knot shape (butterfly)”. 

 

Fig. 7.3: Class 0 image misclassified as class 1 

     Figure 7.3 is an instance of class 0 image (ground truth) which was classified as class 1 due to two 
main reasons. The first is due to the presence of a piece of bark (black circle) and the other is due to 
blurring (white circle). 

 
                      Fig. 7.4: Correctly and misclassified samples in the test set of the third approach 

    Figure 7.4 explains the difference between the correctly classified and the misclassified samples. 
The blue colour represents the correctly classified samples from class 0 and the gray colour is for 
the correctly classified samples from class 1. The blue colour in the gray region is for the 
misclassified samples as class 0 where they are class 1 as a ground truth and vice versa. 

7.3.3 Precision and Recall  

       The model was evaluated using other metrics such as precision and recall in addition to the 
aforementioned accuracy: 
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Table 7.3: Precision and Recall 

 First Approach Second Approach Third Approach 

Precision 

Overall: 0.80 

Class 1 Class 0 

0.80 0.83 

Overall: 0.891 

Class 1 Class 0 

0.905 0.897 

Overall: 0.9218 

Class 1 Class 0 

0.909 0.956 

Recall 

Overall: 0.863 

Class 1 Class 0 

87.2 85.4 

Overall: 0.928 

Class 1 Class 0 

0.950 0.904 

Overall: 0.959 

Class 1 Class 0 

0.9424 0.9792 

 

7.4 Modifications to the model 

     Some modifications were added to the model for the purpose of improving its performance and 
reducing the risk of overfitting. 
    We added zero padding after each convolutional block in order to keep features that exist at the 
edges of the matrix and control the size of the output feature map. Adding padding to an image 
processed by a CNN allows for a more accurate analysis of images. Moreover, L2 regularization was 
added to the model as a regularization technique. 
 

Note: Batch Normalization layers were removed. 
 
Comparing results before and after modifications: 
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Fig. 7.5-a: training accuracy curve after modifications       Fig. 7.5-b: training accuracy before modifications                      
 

Note: Training accuracy curves before and after modification in figure 7.5-a, b are for the third approach 
 
    As it is clear from the training accuracy curve, using zero padding and L2 regularization increases 
the training accuracy value by 2% higher than the original model. However, the accuracy on the test 
set in case of the three applied approaches slightly changed. 
 
        Table 7.4: Accuracy values for the three approaches after adding zero padding and L2 Regularization 

Accuracy Training Validation Test Set 
First Approach 0.89 0.88 0.87 

Second Approach 0.96 0.95 0.93 

Third Approach 0.9835 0.96 0.955 

 

7.5 Classification Results  

    In this section, classification results for patches from class one and class zero using the original 
(explained in section 6.3) and modified model (section 7.4) will be presented in table 7.5. 
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Table 7.5: Classification results for all patches with the original model and the modified one 
 Original Model Modified Model 

 
 
 

First Approach 

 

 Class 0 Class 1 
Total number 

of patches 
1871 1300 

Correctly 
Classified 

1559 1155 

Errors 312 145 

 

 Class 0 Class 1 
Total number 

of patches 
1871 1300 

Correctly 
Classified 

1608 1161 

Errors 263 138 
 
 
 

Second 
Approach 

 

 Class 0 Class 1 
Total number 

of patches 
835 1256 

Correctly 
Classified 

762 1169 

Errors 73 87 

 

 Class 0 Class 1 
Total number 

of patches 
835 1256 

Correctly 
Classified 

770 1180 

Errors 65 76 
 
 
 

Third Approach 

 

 Class 0 Class 1 
Total number 

of patches 
531 625 

Correctly 
Classified 

520 589 

Errors 11 36 

 

 Class 0 Class 1 
Total number 

of patches 
531 625 

Correctly 
Classified 

520 611 

Errors 11 14 

 

Table 7.6: Comparison between the proposed model and some reported algorithms 

Algorithm Target Results 

SOM (Self Organizing 
Map) 
Neural network 
Lampinen et al. [72] 

 
The method was based 
on clustering of the high 
dimensional 
measurements into a 
small number of features 
with self-organizing 
maps. 

A method for constructing 
classication features with 
unsupervised learning. 
 
Colour image recognition for 
selection of optimal 
reproduction parameters in 
printing press, and defect 
classication in wood surfaces. 

1- Performance of the wood defect 
classication system was evaluated with 
a set of 400-knot images from 
Pinewood dataset with 7 classes from 
spruce boards. The recognition rate was 
about 85% with only gray level images, 
giving about 90% accuracy for the final 
board grading, to be compared to 75 - 
80% accuracy that can be maintained 
by a human inspector [72]. 
2-Computationally, the self-organizing 
feature mapping was rather heavy [72].  

PCA for feature fusion 
with compressed sensing 
Li et al. [32] (Section 2.2.1) 

Detect wood defects from 
wood plate images. 
 

1- Twenty-five features were extracted, 
including geometry and regional 
features, gray-scale texture features, 
and invariant moment features, from 



 

 

79 

7-Results 

PCA was applied to 
reduce data redundancy 
and feature dimensions. 
Compressed sensing was 
used as a classifier. 

Improve identification 
accuracy. 

wood board images. 
2- One hundred and fifty Xylosma 
samples of live knots, dead knots, and 
cracks were tested. The average 
detection time with PCA feature fusion 
and without were 0.2015 and 
0.7125 ms respectively [32]. 
3- Classification Accuracy over 
Xylosma wood boards: 92% [32]. 

Linear Discriminant 
analysis with 
compressed sensing 
Zhang et al. [11]   
 (Section 2.2.2) 
 
LDA algorithm was used 
to integrate features of 
defects and reduce their 
dimensions. 

Detection of three types of 
defects in wood, which were 
live knots, dead knots and 
cracks. 
 
Reduce processing time. 

1-Fifty images for each defect type 
were used to test the effects of this 
method. The average time for feature 
fusion and classification was 0.446 ms 
with the classification accuracy of 94% 
[11]. 
2-Classification Accuracy values over 
species of wood including Fraxinus 
mandshurica, Xylosma racemosum, 
Korean Pine, and Oak were 90% for 
Live knots, 95% Dead knots and 100% 
for crack [11].  

Our Proposed model 
Using Deep CNN 
Three approaches were 
applied: 
1-using classification 
threshold 
2-using classification 
threshold and margins 
3-Dataset manual 
validation 
(Section 6.3) 
 

Detect knots with respect to 
certain depth threshold. 
 
Classify wood log crops into 
two classes (Class 1 and Class 
0) based on the number and 
dimensions of knots detected in 
each crop. 

1-The model was tested using test set 
of 209 and 116 patches for second and 
first approaches respectively. 
2- Accuracy values over the pine no 
bark wood log crops test sets of the 
applied approaches were 92.5% and 
95% for second and third approaches 
respectively. 
3- Only 1.20s needed for both detection 
(image pre-processing and 
identification) and wood log crops 
classification. 

 
     
 Looking at the aforementioned evaluation metrics along with some of the reported algorithms and 
approaches, it could be reiterated that deep networks such as variants of DCNN could extract 
features of defects in wood and automatically classify wood log images that were collected using a 
CT Log scanner more accurately and efficiently than conventional methods.  
    Furthermore, the second and third approaches that were applied with our dataset proved their 
efficiency using metrics as accuracy, precision and recall.
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Chapter 8 

Conclusion 

  The aim of this thesis was to detect knots and classify wood log crops based on 
the number and the dimensions of knots that were found in each wood log crop. After 
reviewing some previous solutions in the literature, the research was expanded outside 
the context of extracting features of defects in wood like knots by classifying wood 
log crops into two categories “many knots“ and “almost no knots”. Thanks to the 
flexibility of deep learning algorithms, the DCNN model was easily adapted to the 
task of the project. 
 The deep CNN was trained on pine no bark wood log crops to extract common 
features in wood log crops that have many knots and others with almost no knots. The 
number of wood logs were 962 that were cropped into smaller crops for both 
categories. After that, labels were saved for wood log crops with knots below the 
depth threshold (close to the surface). While those knots above the depth threshold 
(deep knots) were discarded and not considered in computations.  
Before the training, each wood log crop was given a score based on the number and 
dimensions of knots. Then, the crops were classified into Class 1 and Class 0 based on 
classification threshold. In other words, Wood logs with large score were categorized 
as class 1 “many knots”; while others were classified as class zero “almost no knots”. 
Three approaches were applied. In the first one, we used only classification threshold 
to distinguish between the two classes. For the second one, a classification threshold 
along with margins were used where those crops that were detected with scores in 
between the threshold and the margins were removed from the dataset. In the third 
approach, we used a GUI interface to manually validate crops from both classes. 
The Performance of the model was evaluated by the accuracy on training, test and 
validation sets. The accuracy values for the model were 0.96, 0.94, 0.95 on training, 
test and validation sets respectively. The experimental results showed that our method 
achieved a precision of 0.96 and 0.90, and a recall of 0.98 and 0.94 for crops from 
both classes (zero and one respectively). 
The results obtained from evaluating the model using accuracy, precision and recall 
assured that DCNN model could recognize wood defects more accurately and 
effectively than conventional methods when dealing with CT Log images. 
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