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Preface

The aim of this thesis is the study of an ultracold gas of Rabi coupled atoms interacting
via a two body contact potential. Apart from Rabi interaction, such is the model describing
the familiar BCS-BEC crossover, in which the gas goes from being superconductive when
the coupling constant is small in modulus to being superfluid as the attraction gets more
intense. The BCS-BEC crossover enriched with Rabi coupling has almost no counterpart in
the literature, so that many of the results presented are a first.

This work is divided in three main parts. Chapter 1 introduces a key quantity to our
treatment: the scattering length arz, through which we will express the contact potential
thereby renormalizing our theory; chapters 2 and 3 are review sections, in which some of the
main techniques used for the study of the BCS-BEC crossover are studied and the behaviour
of various physical quantities will be displayed along the whole crossover in absence of Rabi
coupling. In particular, in chapter 2 we review the mean field treatment of the model both
at the critical temperature and at zero temperature, while in chapter 3 we try to go beyond
mean field, studying specifically the critical temperature of the system along the crossover
with different approaches. In chapters 4 and 5 we introduce Rabi coupling in the model
and try to replicate the results obtained in the Rabiless case both at the mean field level in
chapter 4 and beyond mean field in chapter 5.

To appreciate the work fully and not get lost in the calculations, it is strongly suggested
not to read this thesis section by section in the order given. The work was developed by
writing a section about the Rabiless BCS-BEC crossover and then by producing the Rabi
coupled counterpart. This is why chapter 2 should be read together with 4, while chapter 3
should be studied parallely to chapter 5.

In all the thesis, much attention was payed to making calculations accessible, at the cost
of sometimes being heavy. The idea is that if one reads this work, he or she should be able
to replicate all the results without filling pages and pages of cumbersome calculations on his
or her own. It is not always beautiful, but I hope it will at least be clear and helpful to the
ones who will work in the vast and dense world of the BCS-BEC crossover. Moreover, many
calculations were performed but not fully exploited: for example, in the Gaussian fluctuations
sections, the explicit expressions for the propagators were derived for any temperatures, even
though I only used them at the critical temperature. I hope that these calculations will be
used in the future to explore the zero temperature regime, too.

Finally, before getting into the realms of this work, I would like to thank Prof. L. Salasnich
for his useful suggestions, often asked for and provided promptly way after midnight; I would
like to thank my parents, who supported me and inspired me for all these years; my closest
friend Roberta deserves all my gratefulness for keeping me strong and in touch with the real
world even during the toughest times; and finally Lisa, who made me realise what really is
important in life.

And now, enough with the jibber jabber. In the words of N. David Mermin:

shut up and calculate!
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1 Scattering Theory

The objective of this section is to investigate the behaviour of a very dilute ultracold gas
of atoms which is interacting via a two body potential. In particular, since we want to
write the action functional of the gas in terms of a contact potential, we investigate how
the interaction constant g is derived and in what regimes such approximation is valid. The
treatment will be taken mainly from [1] and [2], but also from [3].

1.1 Two Body Scattering

The Schrodinger equation for two particles interacting via a potential V(q, — q,) is

- OV (qy, gy, 1) h h
P T [ v 21 (g, - )| Wl o ). 1.1
i o o oV V(@ @) [Pl 4y, t) (1.1)
In order to solve it, one may get in the center of mass frame of reference by introducing the
canonical change of variables

q =4 — 9
1.2)
_ miq tmag (
{Q = im0
meaning that
v(h = vq + %VQ

{V = —Vq+ 22V (13)

a2 a vV Q

By substituting (1.3) in (1.1) we find that

L 0¥(q,Q,t) h? 2 n? 2

P - v - V2 4 V()| W(a, Q). 1.4
which means that the wave function may factorize in a part dependent on the center of mass
coordinate, which behaves like a free particle, and one depending on the relative coordinate.
We then write ¥U(q, Q,t) = ¢(Q,t)¥(q,t) and consider the equation for ¢(q,t)

k) - [ v via)vla) (15)

We have reduced the problem to a single particle one.
Now, we want to find the solution of the stationary Schrodinger equation

[ 5.7+ Via)]vla) = Bua) (1.6



1.1.1 Solution of the Equation

In the case of an incoming stream of particles scattering via the potential V(q), we show
that the wave function solving (1.6) is a superposition of an incoming plane wave and an
outgoing spherical wave at long distance [3]. To do so, we solve the equation by using the
Green’s function method. In particular, by defining the Green’s function as G (q — q')
satisfying the equation

2
[Viﬁr h—/;E} GM(q—-q)=-8(q—q), (1.7)
we find that 5
vla) = e = 28 [ 6 a—a)Via)ola) (18)

is the exact solution of (1.6), given that k* = %—‘;E . To solve (1.7) one goes in Fourier space
to find the algebraic equation

Gk) = @, (1.9)
and goes back to coordinate space to find that
oika
Gla) = . (1.10)

with k = \/2uE /h2.
At this point one may substitute (1.10) into (1.8) and compute its asymptotic value for

large distances by imposing that |q — | =~ ¢ — % -, which is true for ¢ > ¢, to obtain the

result we wanted,

ikq

2,&6 _ik2.q°
- == Bge TV (o N. 1.11
i | e V) (111)

In particular, by calling k% -q = K/, which is a wavevector of modulus & and the direction
of q, one realizes that the integral is a Fourier transform, so that the overall result may be
written as

¥(q) = ™

ikq

_ ,ikq __ 2_” ¢
w((D =€ hg 4ﬂ_q
In particular the solution of the stationary Schrodinger equation (1.6) is a superposition of
an incoming plane wave and an outgoing spherical wave in the large distance limit.
Conventionally, the scattering amplitude f(k’, k) is then introduced to write such wavefunction
in a more meaningful way:

K|V |y). (1.12)

equ

Y(a) = ™9+ f(K k) .

Notice that the scattering amplitude only depends on the modulus of the incoming plane
wave k = \/2uFE /h? and the angle that k makes with q, as its explicit expression is

(1.13)

FO ) = =2 V). (1.14)



1.1.2 The Scattering Amplitude

The scattering amplitude contains a lot of physical information [2]. For example, one may
want to calculate the scattering cross section of the system following equation (1.5), i.e. the
ratio between the number of particles scattered on a given solid angle per unit time and the
number of incident particles. The probability per unit time that a scattered particle will go
through the surface element dS = ¢2dS), where d) is the solid angle, can be calculated using
the continuity equation

d\w(ccllt, O _ g ), (1.15)
with 1
i) = 5= [V (@ V(e 1) — vl ) Ve (a.)]. (1.16)

By calculating V - j explicitly with ¥ (q) = f(K/, k)#, one finds that the flux over dS of
equation (1.15) is
k
m
The number of incident particles, instead, can be calculated simply as j - dS substituting

¥(q) = ™9 in (1.16), and reads (£). The cross section at large distances, then, depends
only on the scattering amplitude:

(517 K Pae. (1.17)

do = | f(K', k)|?dS2. (1.18)

Another interesting relation can be found by taking (1.8) in momentum space [3], where

it reads
1

(9 36@) (1 _ 1) 2H &’pf

The inverse of the Green’s function (1.9) has come out of the integral naturally this time,
without the need for any large distance approximation. One may call the modified scattering
amplitude

V() —-p). (1.19)

f(p,k) = —% (;ip)/?,V(p’)w(p -p), (1.20)

where the dependence on k is hidden in ¢. At this point one may multiply both sides of
(1.19) by V(p’ — p) and integrate over p to obtain an integral equation for f in terms of V:

F(p k) =V —k) +/ (;ljf;g f(p;)l;)x_/(i:’; p) (1.21)

1.1.3 Partial Wave Expansion

We start the analysis by solving the Schrodinger equation (1.6) in polar coordinates, exploiting
the fact that the system is invariant under rotations, so that the angular part and the radial
part of the wave function factorize, leaving the radial equation

[liqzi _ A Q_qu) 1 Z_NE} Ri(g) = 0, (122)



which has as an asymptotic solution for ¢ — 400

in(kq — /2
Ri(q) ~ 25tk ql”/ +o). (1.23)

The wave function (1.13) only depends on the modulus of k and the angle between k and
q, which in polar coordinates is § € (0,7). This means that ¥ (q) does not depend on the
azimuthal angle ¢, so that its angular part can be written as an expansion over Legendre
polynomials P(cos 6):

U(a) = S (20 + 1) A4, Fi(cos ) 220 k{;r/2 +h)

=0

(1.24)

The unknowns in such expression are the coefficients A; and the phases ¢;. To write A;(¢;),
we first write

+oo :
ek — ;(QZ + 1)i' Py(cos 9)%, (1.25)
and then calculate
U(q) — ™ =
_ Z Pl coS 0) [Az <€i(kqu7r/2+5,) B efi(kqflw/2+6l)> _ <6i(kq4w/2) _ e%(kq#w/?)))]
(1.26)

Such is the spherical wave going out of the scattering center, meaning that it cannot have
any term proportional to e~*4. For this condition to be satisfied

Ay =ile, (1.27)
so that .
= Py(cost i is i
P(q) = Z(Zl + 1)Z;Tq)((—l)le o g2idigika), (1.28)

=0

Moreover, plugging (1.27) into (1.26) it becomes clear that

FK k) =20+ 1)%(62@ —1). (1.29)

The scattering amplitude is completely determined based on the form of §;, and the total
cross section, meaning the integration over df2 of (1.18) takes the form

/da = 27r/sin(9)|f(9)| j‘; 2(21 + 1) sin®(8,), (1.30)

=0
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knowing that the integral of P?(cos) over dfsinf is Til? that Legendre polynomials are
orthogonal and that for the derivation of ¢; it is clear that it only depends on the modulus
of k. Each term in the sum is a partial effective cross section, as it regards particles with
angular momentum /.

Given these expressions, the scattering amplitude is often written with a different notation

1],
FK k) = (20 + 1) fi(k) Pi(cos ), (1.31)
with ) )
filk) = ﬂ(eW’“ —1). (1.32)

1.1.4 Born’s Formula

Suppose the potential in equation (1.6) is a small contribution, so that one may use perturbation
theory up to first order to get a reasonable solution to the problem. In order to do so, we write
the wave function 1(q) = > (™ (q), with [y"!| < [¢»™)|. The biggest contribution, by
adiabatic continuity, will come from the plane wave, so that (¥ (q) = e Up to first
order, then, the Schrodinger equation is

h?
5+ Ble(@) = V@ (a), (1.33)

2m

whose solution can be calculated using the Green’s function method, so that

W (q) = - / P¢Ga— )V () (), (1.34)
with "
m e

Gla) = 5 om0 (1.35)

Let a be the characteristic range of interaction of the potential and let the energy of the
particle be small, so that ka is of the order of unity. In this case the oscillating term of the
Green’s function in the integral can be neglected and we see that

m
vW(a) = 0 (q)[V]a* 5. (1.36)
Such expression satisfies (1) < (@ iff
7:L2
V| < a2 (1.37)

which is of the order of the kinetic energy of a particle enclosed in a volume of linear dimension
a.

11



At this point, considering the wave function to be the sum of the plane wave and of
¢(1)(q), one may deduce the approximate shape of the scattering amplitude by calculating
explicitly

ikq
(1) _ m e dBd —ik%q’ ik-q’v / 1.38
W) = gz [ et ey (q), (1.35)
so that the scattering amplitude is actually the Fourier transform of the potential:
m ’
K k By (o) = — V(K — k). 1.39
I i [ () = — 5o VK k) (1.39)

1.1.5 Analytical Properties of the Scattering Amplitude

One may consider the scattering amplitude as a function of the energy E' of the system in the
center of mass reference frame [2]. We consider V'(¢) vanishing rapidly at infinity as usual
and we suppose that the angular momentum of the particle is [ = 0. Then, the solution to
(1.22) is asymptotically

\/7 \/W

u(q) = rRo(q) = A(E)e” 7 "+ B(E)e ‘1, (1.40)
which we can analytically continue by thinking of E as a complex variable z. If E < 0, the

exponentials are real, and so have to be A(E) and B(FE). This means that
A(z") = A%(2), B(z*) = B*(z). (1.41)

The function y/—z is not single valued, but the function u(q) has to be. To solve the
problem we introduce a branch cut on the energy complex plane, starting at the origin and
running through the positive real axis up to infinity, making 1/—z single valued. This way
on the upper half of the plane

u(q) = A(2)e™ 4 B(2)e ™, (1.42)
meaning that we impose v/—z = —i4/z, while on the lower half
u(q) = A*(2)e”* 4+ B*(z)e™*, (1.43)

so that v/—z = iy/z. In this way we have that everywhere in the Riemann sheet Re{y/—z} >
0 and that the square root of —z is indeed single valued. For u(q) to be single valued, though,
we also need the condition

A(z) = B*(2), (1.44)

making u(q) real, too, as it should be. The complex plane cut in this way is referred as
the physical Riemann sheet. The functions A(z) and B(z) are regular everywhere on the
physical sheet except on the branch point z = 0, since u(q) is a solution of an equation with
finite coefficients. Since everywhere on the physical sheet Re{\/—z} > 0, the first term in
(1.40) decreases expronentially for Re{z} < 0, while the second term increases exponentially,

12



meaning that the two terms have different orders of magnitude and such expression would
not be legitimate as the asymptotic form of the wave function, as the small term is clearly
neglegible with respect to the second one. The ratio of the small and large terms must not
be less than the relative order of magnitude of the potential energy V/E, which is actually

neglected in the asymptotic region. In other words the potential must descease faster than
e PR aRAV=2) g q — +o00. In such situation (1.40) is valid everywhere on the physical

sheet, otherwise it is only for Re{z} > 0.

An important point is that the bound states of a particle in the field V' (q) are wavefunctions
that vanish at ¢ — 400, so that B(E) = 0 in those cases. This means that B(z) has zeroes
on the discrete energy levels of the system, and that all the zeros of B(z) are for real z.

Now, if £ > 0, recalling (1.23),

u(q) = constant (6“’“”‘50) - e_i(kq+5°)), (1.45)

which compared to (1.43) yields the relation

A(Z) 2id9
I 2% 1.4
B (1.46)
so that according to (1.32)
h A
=—F—=+1). 1.47
fo 2#—2;@(3 - > (1.47)

Now, by analytically continuing f, to the physical sheet, one realizes that its poles correspond
to the discrete energy levels of the system, which correrspond to bound states, and that it
has no other singular points.

1.1.6 Scattering of Slow Particles

We consider particles with small velocities, so that their wavelength is large compared to the
range of interaction a of the potential, meaning that ka < 1, and that the kinetic energy
of the particle is small compared to the field within the radius a, as in the case of ultracold
atomic gases.

It can be shown that the phases d; of the solution for such a problem are proportional to
k21, so that the partial amplitudes with [ # 0 can be neglected in the sum (1.31), leading to
the so called s-wave scattering. By using equation (1.32) one finds that

1

f k)~ fo = o) — ik

(1.48)

which is spherically symmetric, meaning that scattering at low energies is isotropic. By

defining
. Go(k) 1
oy 25 = o (149

13



one may expand the cotangent at the denominator of (1.40) and obtain

/ agr
k' k)~ — 1.
f(k'. k) g R ik (1.50)

which can be written in terms of small energies by recalling that k? = %%E By analytical
continuation, letting the energy E be a complex number z, one may see that

asee ar , (1.51)

B ; 2p
1—apqeffﬁ—22+mp 5—22

meaning that the scattering amplitude has a pole at the energy

h2

ma3’

B, —— (1.52)

Such pole signals the presence of a two body bound state with a small binding energy FE,,
according to the last point of the discussion made in section 1.1.5.

1.1.7 Scattering from a Square Well Potential

Consider low energy particles, so that the s-wave scattering approximation can be used, in
a square well potential of the form

Vig) = {VO ifg<a (1.53)

0 otherwise

The potential is spherically symmetric and we only consider solutions of the Schrodinger
equation with [ = 0, so that the general solution of the problem for ¢ — +o00 is of the kind
(1.40). The equation of motion is

— — =V(g)+ 2—ME u(q) =0, (1.54)

[ 2u
dg®>  h? h?

where u(q) = qRoy(q) as usual. The general solution can be written as

Aekt - Be=*4 for ¢ > a
u(q) = { (1.55)

| Ceil 4+ DemiK for g < a

with k = —ﬂg‘E and K = @\/E — Vo. We impose the boundary condition that u(0) = 0, so
that C' = —D and use equation (1.46) to show that

2109 — _g

e > (1.56)

14



Finally, we impose boundary conditions, letting the two functions join smoothly at a,
meaning that they must have the same value and the same derivative at a. From these
conditions we find that

k
So(k) = —ka + tan™* [f tan(Ka)]. (1.57)
If one lets Vj — +o0, the scattering length just takes the form
ar = a, (1.58)

the range of interaction of the potential. For low energies and long wavelengths, the details
of a short ranged potential are not probed, and are unimportant to the treatment. One is
allowed to model any short ranged potential as a hard core potential of range ap.

15






2 Mean Field Analysis of the BCS-BEC Crossover

In this chapter we seek a mean field description of a gas of ultracold fermionic atoms whose
interaction is modeled with an attractive contact potential of value —g, with g > 0. Since the
gas is very dilute, the most relevant contributions come from two body interactions, so that
the second quantized Hamilton operator can be written in the form of the BCS Hamiltonian
A \V&
= /V Pqfat@)( - 5 )asla) - gal(@)al (@i(@)irla)]. (2.1)
where V' is the volume of the system, h = 1, q is the coordinate of the particles, o is the
spin index; the operators d,(q) and af(q) are respectively the fermionic annihilation and
creation operators; the sum over repeated indeces is implicit.
The partition function at equilibrium, using the coherent state path integral formalism
[5], then, is of the form

Z = /D[@Eo.(q7 T)¢U(q’ 7—)]6_5[72'0(‘177')¢U(Qa7)]’ (22)

in which the action S[i,(q, 7)¢(q, 7)] reads
S[aths] =

p _ 2 _ _ 2.3
[ [ afisan (o - 3o wwntan) - si@ @@ @],
where 5 = ,CB%T, with kg the Boltzmann constant, T the absolute temperature, ¥,(q, 7) is
a time, position and spin dependent Grassmann field and p is the chemical potential of the
system. Our objective is to study this system while varying the value of the potential g,
which can be tuned by changing the scattering length ar of the two body scattering events.
Such quantity can be controlled continuously and arbitrarily thanks to the use of Feshback
resonances [1].

2.1 Gap and Number Equations

The aim of this section is to derive the mean field gap and number equations in order to
relate the macroscopic quantities of the system. Such equations contain most of the Physics
of interest, and already at the mean field level allow a glimpse of the superconducting and
superfluid nature of our gas in the different regimes of the crossover.

2.1.1 Hubbard-Stratonovich Transformation

The treatment of the partition function (2.2) will not differ much from the standard BCS
one, as what we want to investigate is the behaviour of the Cooper pairs formed below
the critical temperature T, which, as the interaction gets stronger, will have a shorter and
shorter correlation length, until the formation of actual bosonic molecules occurs [4]. We

17



know, then, that to investigate the behaviour of Cooper pairs, we may introduce the spinless
bosonic field A(q, 7) in the partition function via a Hubbard-Stratonovich transformation.
We then separate the interaction using the Cooper channel and obtain the new action

S[AAYy) =

8 )2 . . X
= [V [ @[S0 - A nia e - Alania i@t (g

+15(q, 7) (& - ;—m - u) Vo (a, 7)]

Now that the quartic term in the fermionic fields is decoupled one can introduce the
Nambu spinors

T, (T _ Q/)T(q7 7_)
\II(Q7 T) - (¢T(q7 7—) ¢~L<q7 T)) ) \I/(qu T) - (&i((b 7_) ) (25)
and rewrite the action as
o B Aq,7)]* - x
savel = [ar [ @ 2w et a awan] 56 20
0 1%
P
with &, = 2"71 — i being the free particle energy, while the inverse fermionic propagator is
e 0+ T 4u Alg,T)
GLUA N) = T 2, 1 . 2.7
ar(4) ( Ala,7) =0 =5, — 27

The last term comes from the fact that the fermionic fields anticommute. Such term yields
a constant, and can then be taken out of the path integral. Its role will come into play in
the calculation of the number equation.

The path integral over the fermionic variables can then be solved, yielding the determinant
of GL(A, A). We then managed to write a new effective theory for the field A(q, 7), whose
action reads

errian 7 s |A(g, 7)) 1
SHAA] = /0 dr /V g ST Tr[ln(GqVT(A,A))]qLﬁggp (28

2.1.2 Derivation of the Gap and Number Equations

In the spirit of mean field, to treat the path integral we use the saddle point approximation
imposing A(q, 7) = Ag to be a homogeneous field in space and time. To find the value that
minimizes (2.8) one may compute Sy, the effective action calculated at Ay, and derive it
with respect to Ay, imposing the condition

8S,
9a. =0 (2.9)

18



First of all, then, we consider the action (2.8) calculated at A(q,7) = Ao,

|Ao?

=BV — Tr[ln Go(Ag, Ag)], (2.10)

where G;P(AO, Ay) is the inverse fermionic propagator written in Matzubara representation,

. iQF — &)%) Aoy p
Ci(Boy ) = (T~ §popac - Qolicp (2.11)
A05K,_p (i€, + fp)éP,K
where by P we mean the four vector P = (fo , p), with
2 1
OF = % nez, (2.12)

the fermionic Matzubara frequencies, and &, = p—2 — 1 is the free particle energy.

The isolated zeros of the inverse propagator Correspond to the discrete energy levels of
the fermions of the theory. In particular, by imposing that the determinant of (2.11) is null
when the field is homogeneous and by performing a Wick rotation to real time ¢t = —i7
corresponding to w = il we find that the excitation energies of the fermions are

— e+ a0, (2.13)

which is the spectrum of a free particle plus an energy gap |Ay|, interpreted as the energy
necessary to break a Cooper pair.
By deriving (2.10), then,

950

= W? — Tr[Grep(Bo, o) (8 (1)) I (2.14)

where in Matzubara representation

) ) OF W A s
Grp(Do, Ag) = — <(an_+ S )orx Bl (2.15)

PG AP\ -Badl) (9 - )6k
Given these considerations, equation (2.9), which is the familiar gap equation, reads

1 kT 1
== . (2.16)
g TV D& T IAP

Such relation depends on both |Ag| and p, which are unknowns for the interacting system,

2
since for g # 0 the chemical potential 1 # wp, the Fermi energy wr = (3”22—72)3

Despite the fact that we are working in the grand canonical ensamble for convenience,
we want to provide a model for an experiment in which the number of particles N is fixed.
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Since we will be working in the thermodynamic limit, though, the number of particles and
the volume V' will take infinite values, while the density of particles n = % will be kept fixed,
yielding results analogous to the ones obtained in the canonical ensemble. Given the mean

field partition function that we found in our treatment,
Zur = e, (2.17)

the average number of particles can be calculated as

. kBT ’AO kBT 1 a#Ag
n—78 In ZMF Zl— +7T [GKP (a,qu 1 :|, (218)

which recalling (2.15) reads

0 \Ao| k;BT 28p — 0| Ao
p— 1 pr—
" Z V2 QD)2+ 1 AP
—21 ) kBT %, (2.19)
= ()2 + & + A0

in which the last equality holds thanks to the gap equation (2.16). It is indeed very lucky
that the terms proportional to the derivative of the energy gap cancel out at equilibrium.

By solving (2.16) and (2.19) in a consistent way, one may get the mean field values of the
gap Ag and of the chemical potential of the system u. Actually, the gap equation written in
such a way diverges in the ultraviolet and needs regularization. The divergence comes from
the contact potential approximation, and can be fixed by improving it with the introduction
of its definition in terms of the scattering length ar, as will be shown. Indeed, by performing
the sum over Matzubara frequencies of the gap equation and the number equation one gets
the system

1 1 tanh( 3/fp+|A0| )
g Z VE+Ao?
. (2.20)

n= b T, L= gt tanh (5/6 + 18P

In appendix A one can find the calculation of the mean field grand canonical potential, from
which one may derive the number and gap equations directly from its minimization and its
derivative with respect to u. We now investigate the behaviour of the system at T — 0%
and T = T,, the critical temperature.

2.2 Critical Temperature

The critical temperature of the system 7T, is the lowest temperature at which the energy
gap becomes |Ay(T.)| = 0. In fact, [Ag| = 0 is always a solution of (2.9), meaning that it
always extremizes the grand canonical potential, but it corresponds to a maximum only for
temperatures below 7,.. Below the critical temperature the spontaneous symmetry breaking
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of the U(1) gauge symmetry of the theory occurs, and the field Ag that minimizes the grand
potential becomes non zero, solving the gap equation. In this section we investigate the
behaviour of the critical temperature of the system in the different regimes that depend on
the strength of g.

2.2.1 Analytical Results

To find an expression for the critical temperature one may simply impose the condition
|Ag| = 0 in the system of equations (2.20). First, though, one would like to get rid of the
ultraviolet divergence present in the gap equation. The divergence comes from the contact
potential approximation, and may be cured by regularizing it, defining it in terms of the
scattering length ap of the system:

1 m 1 m
- = — — 2.21
g Arap + 1% ; p?’ (221)

where the second term is indeed divergent and happens to cancel exactly the divergence of
the gap equation.
The system of equations then becomes

m__ %Zp [tanh (%fp) B %}

" 4rap 2¢p o)

(2.22)

n=t dop [1 — tanh (%ﬁp)]

From these equations one may obtain analytical results with respect to the expressions of
the critical temperature and of the chemical potential in the BCS and deep BEC limit.

First, we turn the sums into integrals in polar coordinates with the usual prescription

% dop ﬁ OZW dp f_ll dcos&f(;roo dpp?, then introduce a unit integral fj;o de&(% —¢)

and integrate over the momentum p, with the overall effect of a change of variables yielding

mo_ omb e ﬁ[tanh(‘*;(e—m) 1

T imar Vo2 Jo 2(e—p) T 2

, v ; (2.23)
n=7J ds\/E[l — tanh (5 (e — ,u))}

The first integral has an analytical solution when g > 0, and in fact by substituting e/u = =z
one gets the equation

L @/Om dzﬁ[tanh(ﬁéﬂ(z_ b) 1 | (2.24)

ap 2(z—1) 22
so that
1 Smpu 8
BRI 1 ( ) 2.25
ap s . 7'1'62.[(37_'c ( )

21



with 7 the Euler-Mascheroni constant and e the Euler constant [4]. The critical temperature
can then be extracted and reads

8 -_r
kpT. = —L e Voser | (2.26)
me

We have a relation between the critical temperature and the chemical potential in all the
cases in which p > 0.

In particular we have that in the BCS regime, in which a— — —oo and the interaction
is very weak, the critical temperature is much smaller than the chemical potential, meaning
that we can approximate p with the Fermi energy wg, as predicted in the plot in figure 4.

In the BEC regime, instead, we expect a bound state to develop and the chemical
potential to change sign, with the realization of a bosonic system. Considering the critical
temperature to be T, < |u| the hyperbolic tangent can be set to unity, so that one may

exploit the fact that
+oo
d _ == 2.2
/O Z\/_[ 20z — 1) z} 2’ (2.27)

to rewrite the gap equation as

3
_omo_ e (2.28)
drap 2\/§7T
yielding
1
R 2.29
M= St (2.29)

which corresponds to half of the predicted energy of the new molecular bound state, as stated
in equation (1.52). By substituting (2.29) in the number equation in (2.23) while expanding
the hyperbolic tangent around 7, — 0" one gets

3

m?2 +oo e—p
ﬁ/ dé‘\/ge_kBiTc, (230)

so that the critical temperature should be

1
T, ~ -1 (2.31)

2 1 2
4may In ( SmaTor )

This result is not consistent with the previous approximations we made, as the critical
temperature turns out to be divergent in the strong coupling limit, but can still be interpreted
physically as the dissociation temperature of the molecules. To fix this inconsistency one
should go beyond the mean field analysis and consider quantum fluctuations around the
saddle point of the theory [10].

22



2.2.2 Numerical Treatment

The unknowns in the system of equations (2.22) are the critical temperature and the chemical
potential. We are interested in studying the behaviour of the critical temperature with
respect to the variation of the scattering length ar along the whole crossover. In order to
do so, we procede in a similar fashion as done in [9] for the T"— 07 case by introducing the
dimensionless variables )

22 = Bep

o 0= Bet, (2.32)
m
and getting rid of the divergences by integrating by parts, thereby obtaining the expressions

%) z z2 tanh ( 1 (22—z
L= o, [, da : - e

2(x2—zp) cosh? [%(m2720)}

2.33
n = (QMkBTC)% +o0 184 ’ ( )
6 0 cosh? [%(z2fzo)]
which we recast by writing
é = 74—r\/ kaBTc[?,(ZQ) (2 34)
3 .
n= —(Qm’giz,TC)Q I4(20)
Both integrals depend on only one parameter. In particular, from the number equation
2
we can recover the expression for the Fermi energy wp = (3”22—72)3, from which one gets that
kT, 2 \3 m u kg, 2 \3 1 425 I3(z)
Wr I4(20) wp  kgT. wp I4(20) krar T I4(z)3

The plot we obtain is shown below, and shows how the crcitical temperature increases as
the scattering length goes to i — +oo as predicted by (2.31).
kg Tc
wE
1.4}
1.2}
1.0}
0.8

0.6

faf

0.2t
1

-1.5

-1.0

-0.5 0.0 0.5 1.0 ap kp

Figure 1: Mean field critical temperature vs. inverse scattering length over the whole
CTOSSOVer.
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2.3 T — 0" Limit

In this section we show the behaviour of some of the most significant physical quantities of
the system at zero temperature, among which the variation of the energy gap, the chemical
potential and the condensed fraction of Cooper pairs along the whole crossover. Most of the
results will be achieved numerically, even though some analytical results can be extracted.

2.3.1 Numerical Solutions for the Gap and Number Equations

At zero temperature the system of equations (2.20) can be reduced to two one dimensional
integrals that can be written as linear combinations of elliptic integrals as shown in [9],
thanks to the fact that the hyperbolic tangent at the numerator becomes unity. In order to
reproduce such result, though, we have to eliminate the ultraviolet divergence present in the
gap equation, which using (2.21) will read

47TCLF v Z [2\/m — %} (2.36)

One may start the treatment of the equation by transforming the sum over p into an
integral in polar coordinates with the usual prescription. Then, it is useful to make the
integral dimensionless by introducing the new variables

2
2 p- 1 M
_ ’ To= —0o, 2.37
2m | Ao VY (2:37)
so that one may get the expression for the scattering length

1 2 Foo 1 1
—— = —(2m|A0\)é/ dxx2[ T — —2] =
o 7 o Tl et s

In the meantime, using the same substitutions, the number equation can be written as

_ (2m]A])? /+°° 2 a? — g (2m]Ay))?
= i drx [1 et 1]é] =33 I (o). (2.39)

wh (z0).  (2.38)

One may explicitly eliminate the divergences by integrating by parts I1(xy) and Iy(zo).
As far as the first integral is concerned, indeed, the term emerging from parts integration is

z1—1>Too [[(51:2 _ ;))2 + 1] B w} =0, (240)

NI

while for the latter

lim |- 3[(22(f x;)f‘ﬁ 1]} — 0, (2.41)
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Figure 2: Energy gap vs. inverse scattering length along the whole crossover

leaving the system of equations as

S 4(2m|A0|)% +o00 dxxoxz(xzfxo)fxz
ap ;r 0 [(12,x0)2+1]% (2 42)
n = GmlBoh? oo g, 2t ’ .
3m2Jo [(a2—z0)2+1]3

which is explicitly convergent and treatable numerically. These calculations are shown
explicitly, since for the treatment of the Rabi coupled diluted fermion gas the steps will
be very similar.

From (2.42) one can write the physical quantities of interest in terms of the integrals
I(xg) and I5(zo) as

Dol 1 Y O TV 1L _ 44 (2.43)
Wrg [2(1-0)%7 Wr |A0| Wr [2(1'0)%, kfFaF WIQ(.’I}O)%’
2
with wp = (3”22—7;1)3 the Fermi energy of the system and kp = (37T2n)% its Fermi momentum.

Using these expressions one may plot how the energy gap and the chemical potential vary
with the scattering length, keeping the density of particles n fixed. In choosing a given
ratio xp one may deduce how the energy gap or the chemical potential depend on the free
parameter ap. In other words, by fixing a value of the scatttering length ar and xy, both
values of |Ag| and p are automatically fixed by (2.43). The plots describing the behaviour
of |Ag| and g at thermodynamic equilibrium with respect to the change of the scattering
length are shown in figures 2 and 3 respectively. It is also interesting to see how the energy
gap changes together with the chemical potential, which is shown in figure 4.
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Figure 3: Chemical potential vs. inverse scattering length along the whole crossover
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Figure 4: The energy gap as a function of the chemical potential. Notice how as the critical
temperature approaches zero the chemical potential converges to the Fermi energy.

2.3.2 Reduced Density Matrices and BEC

The fact that below a critical temperature 7T, the value of |Ag| takes non vanishing values
signifies the spontaneous symmetry breaking of the U(1) gauge symmetry of the model.
The solution |Ag| = 0 indeed always satisfies (2.9), minimizing the grand potential above
T, and locally maximizing it below it. Such phenomenon translates to a phase transition
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with the formation of Cooper pairs, which behave like spinless bosonic particles. Such pairs
may undergo Bose-Einstein condensation, and an accessible quantity one may calculate is
their condensate fraction. Before tackling the problem of the calculation of the condensate
fraction for an interacting Fermi gas, we briefly review the arguments made by Penrose and
Onsager in [12] and by Yang in [13]. In particular we will see the connection between BEC
and off diagonal long range order (OLDRO).

Let p be the density matrix of an N particle fermionic system, meaning

ﬁ: Z Pjr,ecin |j17' 7]N> <]17' 7]N| (244)

J1essdN

where the index ji stands for the quantum numbers identifying the k& — th particle and
Piji....jn 1S the probability for the system to be in the pure state |ji, ..., jv). In particular, for
a system in thermal equilibrium like the one we are studying,

p— Losi (2.45)

7 . :
In this work, we are always working in thermal equilibrium and in the thermodynamic limit,
meaning that the particle density n = % will be kept fixed, while the number of particles N
and the volume V' will be considered to be infinite.
We may define the elements of the reduced density matrices p; and py as

(o |k) = Trlagpal),  (jk|pe|lm) = Trlajagpal,aj, (2.46)

where a; and &; are respectively the annihilation and creation operators for a single particle
with quantum numbers j and by T'r[-] we mean the trace operator. Both the reduced density
matrices are positive semidefinite, since they are products of positive semidefinite operators.
Moreover, since Tr[p] = 1, Tr[p1] = N and Tr[ps] = N(N — 1), the eigenvalues of p; must
be smaller than N, while the ones of py have to be smaller than N(N — 1). The physical
meaning of the elements of such operators can be understood by noticing that

(lo1|k) = (afa,), (jk|pallm) = (al,aja;an), (2.47)

so that they are strictly related to the single and two particle thermal Green’s functions of
the system.
Both p; and ps are hermitian, and can thus be diagonalized as

pr=2_m i) Gl pr = mielik) Gkl (2.48)
J gk

where |7) and |lm) are the eigenstates of p; and p, respectively, not necessarily corresponding
to quantities related to the eigenstates of H. It is natural, knowing the trace of such
operators, to interpret n;, the eigenvalues of p;, as the numbers of particles in the single
particle state |j) and the eigenvalues of ps, ni, as the numbers of pairs in the two particle
state |jk). The criterion to have Bose Einstein condensation in the case of a fermionic gas
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as the one we are studying is that there must be at least an eigenvalue of po, which we will
call Ao, of order NV, so that the condensate fraction

=7 |
is finite in the thermodynamic limit, meaning that there is a macroscopic occupation of a
state |jk) by Cooper pairs [14]. It is clear that the eigenvalues of p; will all be smaller than
one because of the Pauli exclusion principle in the case of a Fermi gas, while for a Bose
system one may calculate the condensate fraction directly as the largest eigenvalue of p;. In
particular, it is possible to show that for a fermionic system the maximum eigenvalue of p,
can be at most of order N, and not N? [13]. The physical interpretation of the formation of
bosonic particles made of fermionic pairs, in this picture, holds.

(2.49)

no

2.3.3 OLDRO

A different way of facing the question of whether BEC may occur in a Fermi gas is to look at
the behaviour of the elements of the reduced density matrix ps in coordinate representation

(dydblpelayay) = Trlay (o) )ar(ah)pal(ay)al (ay)). (2.50)

What Yang shows [13] is that if such elements do not vanish at infinite interparticle distances,

ld} — q;| = +oo

, (2.51)
|y — qy| — +o0

(d143] 2| q,q,) # 0 for {

the reduced density matrix py will certainly have an eigenvalue of order /N in the fermionic
case.
The element of py in coordinate representation, using its diagonal form (2.48), reads

(i lpalans) = > ng (qiahlik) (Gklaids) = > morte(d), o) (ar, a,),  (2.52)
Jk gk
where 1;(q;q,) is the eigenvector of p, relative to the eigenvalue nj; written in coordinate
representation.

We now show explicitly that equation (2.51) holds at the mean field level for the theory
of action (2.6), taking into account that |Ag| is kept fixed at its saddle point value. The
path integration formalism comes in handy in this task, since we are dealing now with a
Gaussian theory for the fermionic degrees of freedom. In particular, then, when calculating
the elements of ps in coordinate representation, one may exploit Wick’s theorem as

(i qdlolar a) = (r(an)vy (@) (o (a)vr(a))) — (r(ay)vr(a)) (Wia)vy(ar)),  (2.53)

where the single terms can be calculated using the explicit expression of the fermionic
propagator in (2.15), which is

A _(Wrdr) ()
6(au 00 = ({0 1), 25
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By working in Matzubara representation, then, after the sum over Matzubara frequencies,
one gets that

ePr(a1—ds) gk (a1 —az) |

[|A0|2 tanh(§ §2 + [Aol?) tanh(§v & +1A0[2)

\/ €2+ [Ao2 /&R + A2
Epéictanh(Z /€2 4+ Ag[2) tanh(51/€2 + [Ag[2

+
( V& T 1B V&R + Ao

where the first term corresponds to (¢4(q;)¥(qy)) (¥, (d) )1+ (qh)), while the second to the
other term in (2.53). What is interesting about this formula is that it makes it explicit that
the second term in the sum in the thermodynamic limit, in which the sum over momenta
4y — i = +o0
|5 — Qo = +00
the Riemann-Lebesgue lemma. In the meantime, the other term will survive only below the

critical temperature, since it is proportional to |Ag|%. Then, OLDRO will hold below T, and
the two particle reduced density matrix will factorize as

A 1
(01%02a1%2) = 77 >
p.k

- 1) eip-(Q’rqz)eik-(Q’rql)] :

(2.55)

can be transformed into an integral, will vanish in the limit due to

4} —q;| = +oo

(2.56)
|y — | — +00

(didh|palay o) = (Vy(ay)y (aa)) (0 (d) s (dh)) for {

Since OLDRO is present, we can be certain that there will be a non-vanishing condensate
fraction below the critical temperature T,. For completeness, we write (2.56) explicitly, as

iy — L5 Y 10 b VB0
q:95(P2|9192) = 3
W oe JE 4 A2 /E T AP

P (d) —a3) p—ik- (a1 —az)

(2.57)

2.3.4 Condensate Fraction in the T'— 01 Limit

In this section we want to calculate the fraction of condensed Cooper pairs along the whole
crossover, giving particular attention to the T — 0" case. In particular we can recover an
analytical result depending on the chemical potential and the energy gap [15], whose values
along the whole crossover are reported in figure 4. We will then be able to construct the
plot for the condensed fraction vs the scattering length ap.

As stated in the previous sections, we want to calculate the highest eigenvalue of (2.57)
below the critical temperature. Such quantity can be calculated as

= [ ¢o [ Enltaie@r] (2:53)
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By working in Matzubara representation and recalling (2.57), thanks to the orthonormality
of plane waves, we see that such expression corresponds to

B |A0|2 Ztanh2(§~/§§,+ |A0‘2). (2.59)

ng =
w2 2 +1A0]

In particular, we want to focus on the 7" — 0T limit, where ng will take the highest
values. In such regime (2.59) reads

|AO|2 1 |A0|2 /+OO p2
_ _ ap—2r 2.60
W LG mE e Sy PG A (260

By making the change of variables

2
2 P71 H

o 2o = 2.61

Al A 200

one gets that [

(2m|Ao]?) /*“’ a’

=" dr————— 2.62

1o 82 0 x(:c2 —z0)2+ 1’ (262)

which is solvable analytically, and yields

Aol)2
"°:<m|8—7rOD zo + /7 + 1. (2.63)

Written in a more convenient way, using the number equation in (2.42), we see that

No 3 2
= zo+ /22 + 1], 2.64
n/2  4v/8Ly(zo) V" 0 (2.64)

meaning that we can use the data obtained in figure 4 to plot such normalized condensed
fraction wvs the scattering length, as shown in figure 5.

Notice that in the BEC regime the fraction approaches unity, meaning that all fermions
will be involved in Cooper pairing. In the BCS regime, instead, the fraction will be lower,
but still non vanishing for finite falues of ﬁ
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Figure 5: Condensate fraction vs inverse scattering length over the whole crossover at 1" —
0t.
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3 Gaussian Fluctuations in the BCS-BEC Crossover

We now want to improve our approximation with the introuction of Gaussian fluctuations
in the partition function. The results we found so far, in fact, may describe well the BCS
regime, in which the attraction is very weak, but fail to reproduce the wanted results in the
BEC regime, as we saw for example in the calculation of the critical temperature in equation
(2.31). Our objective is the calculation of a more refined grand canonical potential in order
to establish a more meaningful relation between the chemical potential u and the number of
particles n, by obtaining a new number equation n = —d, ) as done in [10]. Such relation
will enable us to calculate again the physical values of interest.

3.1 General Form of the Grand Canonical Potential

We start this section with the derivation of the grand canonical potential with the inclusion
of Gaussian fluctuations. From the effective action

A ’ |Ag, ) 1A
eff _ . 3 _ 1
SUTAA] —/0 d /Vd q J Triin(Gy (A, A)] + 8 Ep €ps (3.1)
with o
1% B 7 e A(q, )
GQ,‘r(A:A) — ( A(qQ’ 7_) —87— _ 2V7Z . ) ) (32)

one may introduce fluctuations by separating the bosonic field into the homogeneous classical
part Ay satisfying the gap equation

1 1 tanh (g 52 + |A0|2)
P

and its fluctuations around it, which will behave as a complex field that we will call n(q, 7),

Alq,7) = Do +1(q, 7). (3.4)

Then, the task at hand is to expand Tr[In(Gy )] about 1(q,7) = 0. To do so, one may
write the inverse fermionic propagator in Matzubara representation as

Gl = <<z‘95—£p>6§??p Aodp ) +< 0 nm) _

Aobl p Q4+ &0k ) \pe 0 (3.5)
= é;(lp + Nk p,
and express the trace of the logarithm of G as
N - 1 N -
TT[h’l G;(lp] ~ TT[hl G];pl] -+ TT[GKPT]pK] — §TT[GKP7]PLGLM7]MK]~ (36)
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The first term in the expansion contributes to the action at the saddle point, yielding
Ag|? -
Sy = 5v% — Tr[n Gh(Bo, Do) + 8D &, (3.7)
P
which goes outside the path integral, since it depends only on Ag and corresponds to the
mean field theory. The second term ends up cancelling the linear terms in 7(q, 7), leaving
us with a purely Gaussian theory. The quadratic term, instead, reads

1 . _
iTT[GKPnPLGLMnMK] =

kgT ZAgﬁK—PﬁK—P + Adng—pnp-x + 2(iQF + fp)(iQnF — & )P+ ENPLE (3.8)
2V o3 ((2F)? + &5 + Do) (e + && + | Ao]?) ’
with both ) . ) .
Qf:—( nt )F, QmF:—< m+ >7T, n,m € 7, (3.9)
g g
being fermionic Matzubara frequencies. Denoting by K the four vector (iQ25 k), with
2
Qﬁ:%, meZ (3.10)
bosonic Matzubara frequencies, the new effective action can be written as
Sl ) = So+ Y (1 1-x) Mx (”K ) : (3.11)
K -K
with the inverse propagator of the bosonic fluctuations being
1
Mg = —Id 3.12
where Id is the 2 x 2 identity matrix in Nambu space and
(192 —€p) (R +O) +Ekp) Af
_ kT ()2 +E+120 D) (B +Q)2 4L, J+1A02) ()2 +E2+HA0[P) (5 +Q7)2+67, ,+Ao0[?)
XK = 5y AZ (10 —£p) (((~0B +OF )+€ 11 p)
P\ Q)2+ 420 (5 +Q5)2 467, ,+HA0?) ()2 +&2+A02)(—QF+QE)2+62 | [ +]A0]?)
(3.13)

More explicitly, one may perform the sums over Matzubara frequencies for the elements
of xx. The calculations are reported in appendix B, and the results are presented below,
noticing that (xx)11 = (X_k )20 and that (xx )12 is the complex conjugate of (xr)a1,

1 (B 80P = &8 4 [+ A + o) tamh (51/53 + 40P

V4 | 20/6 + AP ((Q8)? + i — 6 — 2008, /& + [ Mof?)

(/& T 180 + €11 (/€21 + 1802 — & — 028) tanh (£, /2 + |Ao|2)]
2/6 + 1Mol ((Q8)° + s~ G + 2000 /63 + |A0P) |
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while

tanh (2,/€2 + A2
(xx)h 2VZ <2 i > . (3.15)
VE T 1AP((Q0)? + i — & — 2000, /& + | Ao]?)

The partition function of the system, since our new theory is Gaussian, reads

Ze = / Diin)e5¢ i — e*So[det <M>]1 . (3.16)

and the corresponding grand canonical potential is

T = s+ i () = S + S (u)

(3.17)

where by M we mean the infinite dimensional matrix whose blocks are My and %SO = QJ‘V}F
corresponds to the mean field grand canonical potential. Since M is a block matrix, its

determinant may be computed as the product of the determinants of all the M.

3.2 Critical Temperature

Now that we have an expression for the effective action with the inclusion of Gaussian
fluctuations and a general expression for the partition function and the grand canonical
potential, we can restrict ourselves to the critical temperature regime. Our objective is to
improve the results obtained in the mean field case, and in particular to understand the
behaviour of T, along the crossover.

3.2.1 My at the Critical Temperature

We want to investigate the properties of My before deriving a feasible expression for the
number equation at the critical temperature. First, we start by noticing that by imposing
Ay = 0 the off-diagonal terms vanish since they are proportional to A2, so that it is no
longer useful to consider M in Nambu space. Then, one may write

(3.18)

First, we want to eliminate the dependence on mixed p and k terms from the denominator,
since we want to transform the sum over p into an integral in polar coordinates. To do so,
we substitute p — p — 15‘ and k — —k, so that

t h
- Z anh (58p i) _, (3.19)
9 Eptk/2 + Epxj2 — 1020
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meaning that the dependence on the angle is present only in the argument of the hyperbolic
tangent: explicitly, by using the usual regularization for the potential,

JFOO t h _|_k_2_|_M_ 1
My = -2~ mz/ dcose/ b (5 + 5+ 5 “>)——2}, (3.20)
drap (2m) 2+I—2mu—zm9ffl P

where we mean k = |k|.
The integration over d cos 6 is straight forward, since only the hyperbolic tangent will be
affected by it, and

1 2
/dcowtanh[ﬁc( +k_+pkcose_ﬂ)}

1 2 '2m 8m 2m (3.21)

AT i (ot ([P R2E 0 )) < (cosh (22225 )

kp 2m 2m

We may make the integral adimensional by performing the changes of variables

2

k
B =w, z= 5c%7 20 = Pep. (3.22)

so that finally, calling

A(z,z) =1n [cosh <% [(1’ + %)2 — zo} )}, (3.23)

one gets that the inverse propagator Mg has the form

My = —

mL 2By, /+°o Ae.2) — A =5)] )

g (3.24)

ZB2+——ZO—Z§

It is straight forward to check that the integrand vanishes at infinity, since

s [ e [ e 37 2)]) (o 3 3 )])] = o 029

We make the remark that for k = 0 and Qf = 0 the matrix element My vanishes, as it
takes exactly the form of the gap equation (3.3) calculated at the critical temperature. This
means that the theory is actually divergent and that the grand potential will experience
a divergence at the critical temperature, as expected. This problem can be avoided by
considering 19 = 0 as a classical field, so that it can be taken out of the path integral,
making the theory convergent. Such procedure is physically significant, similar to the one
carried out in the treatment of a non interacting Bose gas experiencing BEC [4]. Notice also
that if Q2 = 0, the imaginary part of My vanishes exactly for any value of k.

Moreover, one can see that Mg = M* ;. from (3.24), ensuring that the partition function
and the grand potential will be real.
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3.2.2 Number and Gap Equations at the Critical Temperature

At the critical temperature, given the above considerations, the grand canonical potential
(3.17) reduces to

kgT.
K#0
with Mg being the one defined in (3.24). The sum over Matzubara frequencies can be carried
out in a similar fashion as the one used for the calculation of the grand potential in appendix
A. First, we write the sum over frequencies as

Q¢ — Qur = _ZV Z/ dionp () In(Mg ), (3.27)

with C' being a contour containing the imaginary axis of the complex @ plane and ng(©) =
(e#* —1)~! being the Bose-Einstein distribution; with the notation M) we mean that the
dependence on the four vector K = (iQ% k) of My changes to the one on (@, k), with the
overall result of a change of variables

iNZ - oeC (3.28)

n (3.24), yielding

2\/2 kgT. +°o Alx, —
M, = —— { SV e / Alz,2) = Alz, —2) ~z], (3.29)
dn 382 +E5 -2 -5
with
k2
Lo =w, z=Pe——, 20= Pt (3.30)
2m

Given such form for Mgy one realizes that In(M k) has a branch cut over the whole real
axis in the complex @ plane and has no isolated poles, so that the integration contour C' can
be modified to one containing the real axis. The result, then, is that

+oo
QG - Q]\/[F = _Q_MV Z/ dwnB lIl(Mw_HE k) hl(Mw ic k)j| (331)

with € — 0. Now, as done in [11], we may write Mz in the Euler representation as
Mo siex = | Maiep| e, (3.32)

where for convenience we exploited the fact that by changing the sign of ic the phases of the
two quantities have to be opposite in sign. The phase can be written as

d(@w, k) = arctan (‘ZZ[—M> (3.33)
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where Re[Mg x| and Im[M; k] can be calculated using (3.29).
Notice in fact that the integrand in (3.29) has two poles at

22

w
+po(w, 20) = £4/ = + 20 —

— 34
2 ba- 2 (3:34)

so that if po(w, z9) € R, one has to use residue calculus to get a finite result, since po(w, 2o)
will lie on the integration domain. In such case, then,

m ZW +°° [A(z, 2) — Az, —2)]
MM:__[_ / SR e _Z)+ (3.35)

Alpo(w, 2), 2) = Alpo(w, 2),—2) )|,

1 vV 2kaTC (
2—
z

where by P- we mean the principal value, showing that for pi(w,z) > 0, M; , actually has
a non vanishing imaginary part.
Then one may split the logarithms and get the identity

+oo
Q¢ — Qup = ——— Z/ dionp(2)8(0, k). (3.36)

The number equation n = —0,(¢ at the critical temperature, recalling the form of the
number equation at the mean field level in (2.20) can then be written as

VZ [1—tanh( 5p VZ/ domp(@ %, (3.37)

where the first contribution comes from the mean field grand potential, so that the system
of equations to be solved is

tanh (ﬁg )
47raF_2VZ [ gpzp -
n= 50, (1 tanh (56p)| + 2 Yo [ domn (@) 25,

"i;l 3
—_

(3.38)

We make the remark that the gap equation does not distinguish itself from the one
derived in the mean field case. Once fixed the scattering length ar one can establish the
relation between p and the critical temperature 7., which will be the same as in the mean
field case and does not depend on n. The difference from the mean field analysis lies in the
relation between the chemical potential g and the number of particles n which, once fixed
the scattering length, can be extracted from the number equation. Another big difference is
the dependence of the number equation from the scattering length, which is implicit in the
definition of §(w, k) due to the form of Mgy in (3.35).

As in the mean field analysis, from such relations we will be able to construct the plot
kBTc

L dimensionless
wp krap
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via the changes of variables in equation (3.30), since we are going to transform the sum over
k into an integral in polar coordinates. The number equation, recalling the expression for
the particle density at the mean field level given in (2.34), will become

2 k T % 1 +o0 4 +oo +oo 1
n= @mkpTe)> 32 ) [ / dx > 1:1: 5 i/ dzzQ/ dw— 85(w,z)} =
(2mkpT,)? 1 3
R [214“0)*%15%)]
(3.39)
Such can be recast in the form
kgT. 1 3
e ( )| (3.40)
Wr 5]4(220) + §I5<Zo)

Working on the gap equation, which can be rewritten as a one dimensional integral as in
(2.34), instead, one gets that

1 3

L ) Ii(z0) (3.41)

]
kFaF N ™ %]4(20) + %15(2’0)

with

4

Y x 22 tanh (3(2? — 2))
Is(z0) _/0 dm[Q(x 2 — z) cosh? [$(22 — 2)] — (22 — 20)2 ]

(3.42)

In the meantime, to express #, present in the definition of Mgy (3.35), we can use directly
the expression in equation (2.34),

4
= %\/ kaBTcIS(ZO)- (343)

We were not able to implement such equations to retrieve the plot of the critical temperature
vs. the scattering length, due to the computational difficulty of the problem and the absence
of time. Despite that, results with this method (NSR), are reported in [11].

3.3 Beyond Mean Field Critical Temperature from the Phase
Stiffness

In this section we follow [18] in a computationally simpler approach to the calculation of the
critical temperature in the BCS-BEC crossover, exploiting only mean field quantities. This
approach is certainly effective in two dimensions, but we try to generalize it to three, in a
somewhat heuristic way. We will start with the calculation of the superfluid density of the
system, which we will use to perform our calculation of the critical temperature.
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3.3.1 Mean Field Superfluid Fraction

As explained by Tisza and Landau in [6] and [7], the condensate formed below T, is formed
by a mixture of two interpenetrating components: the superfluid one and the normal one.
The superfluid part has no viscosity, while the normal part is viscous.

The number density of the fluid, then, can be written as

n=ng(T) + n,(T), (3.44)

where ns(7T) is the superfluid density and n,(7") is the density of the viscous fluid. As proven
below, an explicit expression for n,(7") can be derived.

Following [8], we consider the liquid at a finite temperature close to " = 0. In this
situation the fluid is not in its ground state and contains excitations. We think of the
excitations as a gas of quasi particles moving with respect to the liquid at velocity v. Let us
take a coordinate system in which the gas is at rest as a whole, so that the liquid is moving
at velocity —v. The total energy E of the liquid in such reference frame is given by

1
E=FEy—Py-v+ §MU2, (3.45)

where M is the mass of the gas while Ejy and F, are the energy and momentum of the liquid
in its rest frame. If we consider an excitation of energy w(p) arising, the additional energy
of the liquid will be w — p - v in such frame. Then, the distribution of the gas moving as a
whole is n(w —p-v), where p is the momentum of the particle and n(w) is the Bose-Einstein
distribution n(w) = (e7# — 1)1,

The total momentum per unit volume of the quasi particle gas, then, is

P= /d3qpn(w —p-Vv). (3.46)

If the velocity is small and the system is homogeneous and isotropic, as in our case, one can

rewrite such equation as
1 d
P= —v/d3q< — M)1192, (3.47)

3 dw
so that one can express the density of the normal fluid as
1 dn(w)p® 1 / d’p p? dn(w(p))
A7) =—= | & — == = . 3.48
mn(T) 3 / Tdw m 3) @2r)3m  dw (3.48)

Finally, one can express the superfluid density of the system as

ns(T) 4 B too b Bul)

n 6m2n Jo P (eBwlp) —1)2

(3.49)

with

2

w(p) = J (Z —u) + 1 (3.50)
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Figure 6: Superfluid fraction "SfLT) vs. temperature. Blue line: (ﬁ =0y = (—2.78,1.71);
red line: (£, 200) = (—0.26,1.16); orange line: (£, 221 = (0.83,0.44).
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the fermionic excitation energies. In this treatment we are only considering fermionic
excitation energies, neglecting the fluctuations of the Hubbard Stratonovich bosonic field
|Aa, 7).

To study the behaviour of ny(T') one can perform the change of variables z = ;- in the
1

integral (3.49), with kr = (37n)3 the Fermi momentum, thereby obtaining

wE (22— )2+ 1Ag]2

s T “+o00 kT w%
ns(T) =1- /:)_FT/ - — . (3.51)
n B 0 (ekBFT (xQ,ﬁ)QJrﬁ B 1>2

Since the equation is valid for small temperatures, it makes sense to consider the pairs
(ﬁ, %) we calculated at the mean field level from the solution of the number and gap
equations at zero temperature, shown in figure 4.

In figure 6 we show the behaviour of the superfluid density varying with temperature for
fixed (£, lf—ﬁl) From the plot we can see the behaviour of the temperature at which the
superfluid fraction becomes null: the more negative the chemical potential, the higher the
temperature.

Notice also how the superfluid fraction is unity at 7' — 0" in all regimes, contrary to the
condensate fraction, whose behaviour is reported in figure 5. The superfluid density and the

condensate density indeed differ, as pointed out at the beginning of the section.
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3.3.2 Beyond Mean Field Critical Temperature with the Kleinert method

As reported in [19], the effective action we derived in 2.1.1

SIAAGY) :/fﬁ/ﬂ%[%-xp(qm)a LA, AT }ngp, (3.52)

with &, = —2 — 1 being the free particle energy and the inverse fermionic propagator being
v2
can be mapped to an XY model one, recalling that
ba.r) = (Gila) wl@n).  wan=(FS0) (3.54)
Uy(q, 7)
This is achieved by imposing that A(q, 7) — A(q, 7)e?(@™), so that also 1, (q, 7) —

FLICH)

¥,(q,7)e’" 2 and by assuming that the phase gradients are small.
The effective XY model obtained has the Hamiltian

J
=5 [ Eqveap (3.55)
with stiffness parameter
g = "el) (3.56)
- dm '

where in our approximation ns(7") will be the superfluid density calculated in equation (3.49).
The critical temperature of the model can be heuristically calculated with the equation

kT, —SJ( ) _ 37T (z)é, (3.57)

4dm \n

Such formula is a generalization of the exact one obtained in the 2 dimensional XY model,
and is numerically consistent with Monte Carlo simulations of the 3D XY model [20]. By
dividing both sides of the equation by the Fermi energy wr we manage to get an expression
independent of n: explicitly

kgT. ( 3 )énS(TC)

Wk 4t n

(3.58)

Once again, to solve the equation, we plug in the values of the pairs (ﬁ,%) taken
from figure 4 in (3.58). To calculate the inverse scattering length corresponding to such
temperature, instead, we use the gap equation at the critical temperature derived in the

mean field treatment in section 2.2.2

1 42%_[3(20)

keap T [4(z)3

: (3.59)
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with

4

[T T 2? tanh (3(2? — 2))
I3(20) = /0 dx[2(x2 " 20) cosh® [L(22 — z)] — 20 ],

l’4

+oo
I - d )
4(20) /() xCOShQ [%(.7}2 _ ZO)]
K.

where 2y = T the critical temperatures are the ones derived from solving (3.58), and the
chemical potentials are the corresponding values used to solve the same equation.

The so obtained beyond mean field critical temperature is is shown in figure 7 along
the whole crossover, for varying inverse scattering length. Despite our approximations, this
heuristic approach yields a critical temperature whose behaviour resembles the one obtained
with the introduction of Gaussian fluctuations, derived in [10], with the difference that in
this case kgT,. does not have a maximum in the intermediate regime. The curve we obtained
is more similar to the one displayed in fig. 3 of [21] through the application of the Thouless
criterion.

kg Tg

1

-2.0

-1.5

-1.0

-0.5 0.0 0.5 1.0aF kg

Figure 7: Critical temperature calculated with the implicit equation (3.58) wvs. inverse
scattering length along the whole crossover.

3.3.3 A Small Step Further

In the deep BEC limit, as the chemical potential  approaches negative infinity, the superfluid
fraction (3.51) clearly approaches unity, meaning that the critical temperature stabilizes at

kT, 3\
- m<m> ~ 0.197, (3.61)

as also clear from figure 7. If we consider a gas of free bosons of mass 2m and density %
+oo 1

undergoing Bose Einstein condensation, given ((z) = > '~ —, we find the familiar formula
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[4] for the critical temperature

kgT.

2 no\3 kgT., 2

- 2—< . > Ble _ 0 0.218. (3.62)

mA2((3) we - (6v7((3))5

The values of (3.61) and (3.62) are actually similar, meaning that our system in the BEC

limit has a similar behaviour as a bosonic gas of free particles with mass 2m and density 3.
The main difference of our result and the one in [21] is in the BEC limit, where we would

like the critical temperature to stabilize at the value given by (3.62). To get to such a result

one may improve equation (3.57) by promoting the factor 3 to an arbitrary «

Cons(Th) (25  ng(T)) (2\3
kaTc = SW (E) — kBTc = &W (E) y (363)
that will yield
kgT. 2
b ; (3.64)

wp oo (6y/((5))5
In order for the limit (3.64) to be achieved, we have that

o= ﬁ % ~ kBTC _ 2 nS(Tc)
2(4(@) 155 — =2 O (3.65)

The results obtained with the same approach as the one used in the previous section are
displayed in figure 8.
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Figure 8: Critical temperature vs. inverse scattering length along the whole crossover. Red
dashed line: mean field result; thick blue line: data obtained from (3.65); red points: results
from diagrammatic Monte Carlo approach [22]; green points: results from Monte Carlo
simulations [23].
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One may be tempted to look for a more accurate approach to the solution of the implicit
equation (3.65), in which we use values of - and % consistent with the mean field number
and gap equations calculated at a generic temperature 7', which were derived in (2.20).
In fact, by taking (2.20), transforming the sums over momenta in integrals with the usual
prescription % Zp — ﬁ f d®p, working in polar coordinates and performing the changes

. 2 : .
of variables & = 22, one obtains the system of equations
F

Nk
tanh <2k T ($2*#)2+ﬁ)

—— =2 [ dra? [ i}
krap 0 [Ag|2 z?
AT . (3.66)
_ 3 (oo or Aol
L=3 )y~ dwa? [ \/(IZ u)2F+4Lt anh <2k T\/(:E2 “’F) + (; )}

‘AO‘ kJBT

’ wp ! wp

which can be coupled to equation (3.65) to get the triplets (£ *E2) for different values

The pairs made of the chemical potential and the temperature will be used to
calculate the inverse scattering length with equation (3.59), since the temperatures we found
will be considered to be the critical ones.

This approach improves only a little the results we obtained in figure 8, as one can
see from figure 9, although being computationally more expensive. The deep BEC limit is
reached thanks to our improvement of the Kleinert equation and the BCS regime resembles
the mean field one, as expected.

kg T¢

i

/o 0.30F
¥
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Figure 9: Critical temperature vs. inverse scattering length along the whole crossover. Red
dashed line: mean field result; thick blue line: plot obtained from solving the system of
equations made of (3.66) and (3.65); red points: results from diagrammatic Monte Carlo
approach [22]; green points: results from Monte Carlo simulations [23].
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4 Mean Field Treatment of the BCS-BEC Crossover
with Rabi Coupling

In this chapter the ultra cold Fermi gas model treated previously will be enriched with the
addition of Rabi coupling, which enables the spin of the particles involved to flip. The action,
omitting the explicit dependence of the fields on space and time, then, reads

S[y, 9] = /06 dT/d3q [iﬁa <3T - % - M) Vo — gt byt + wr(Pyy + %%)]' (4.1)

To recover the physical degrees of freedom of interest, we may perform the same Hubbard
Stratonovich transformation made in section 2.1.1, so that the model can be rewritten in
terms of a new action depending also on a new spinless complex field A(q, 7):

sidadil= [ar [ @q[BEDELaqnauias SR I

where the modified Nambu spinors have to be four dimensional and take the form

Yr(a, 7)
\Ij . — - \Ij . wi(qa T) 4 3
(qa T) - (wT(qJ T) 1/&(‘317 7_) 1/)¢<q7 7—) wT(qJ T)) 5 (q7 7-) - 77Z)J,(q 7_) ( . )
QZT(qa T)
while the inverse fermionic propagator in coordinate representation is
O3 tn AlaT) —wr 0
—1/A A(q T) _87' - H 0 WR
G LA A) = ’ 2m 4.4
ar(8:4) —WR 0 —0, + 3+ —A(q, 7) 44
0 WR —A(q, T) -0, — = — U

The new theory is Gaussian in the fermionic degrees of freedom, meaning that their
integration in the path integral can be performed to obtain an effective theory for the complex
field A(q, 7), whose action reads

B
SIIA,A] = /O dr /V d%%—%mlw;(&m +B8Y & (4.5)

With such theory in mind, we may procede in its mean field analysis and in the study of its
Gaussian fluctuations as we did for the Rabiless case.

4.1 Gap and Number Equations

The mean field analysis of this model will be carried out on a similar ground with respect
to the standard one, but some differences will arise in the BCS regime, both at T — 01 and
at the critical temperature T' = T,. In particular, the calculation of the grand potential will
be of great importance in the understaing of how the gap and number equations differ from
the ones in the Rabiless case at low temperatures.
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4.1.1 Derivation of the Gap and Number Equations

Given the action (4.5), we want to calculate its saddle point value by imposing the complex
field A(q, 7) to be space and time homogeneous. The mean field action, then, reads

S — g 12oL

- %mn Grb(Bo, Ao)] + 8 &, (4.6)

P

where again to calculate the trace of the logarithm of the mean field fermionic inverse
propagator we will work in the Matzubara representation. The four momenta will be denoted
by a capital letter such as K = (i, p), with the fermionic Matzubara frequencies

2 1
gr ~ntbm g (4.7)
g
To minimize (4.6) we derive the mean field action with respect to Ay, getting the equation
B 010 O
Ay 1 ~ 000 O
000 O

Since it has not yet been written explicitly and it will be useful both in this mean field
treatment and in the calculation of Gaussian fluctuations, the explicit expression for G (A, A)
for an arbitrary field Ag is reported below

(08 - &)or  Axar —wndyip 0
—1 (A Agip (i, + 5p)51(r?)13 0 WROK, —p
Grp(AA) = (k,—p) C L OF (4)
—wRé ’ 0 (ZQn - gp)5K7P _AK—',-P
0 C“’R(S%,)—P —Axip (92, + §P)6§§,)P;

(4.9)
By imposing that the complex field is homogeneous in space and time in (4.9) we may
calculate its determinant

det(Gyp(A, A)) = ((2,)* + wi (P, wr)) ()" + w2 (p,wr)), (4.10)

with

wi(P,wr) = /&5 + [Aof* +wr,  w_(P,wr) =1/ + [Ao|* —wr|. (4.11)

These two energies correspond to the poles of the fermionic propagator in real time, meaning
that they are the single particle excitation energies of the theory, and they differ from the
expression (2.13) from the Rabiless case only by a constant shift of wg. The presence of
Rabi coupling splits the excitation energies calculated in (2.13) into two different energy
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levels separated by a shift of 2wg. It is immediately clear that w_(p,wg) may take negative
values, which is somewhat unexpected. This may happen for |Ay| < wg, a regime which will
be proven to be unphysical, unless |Aq| = 0.

In order to write (4.8) in a compact form, firstly one has to compute the elements of the
propagator Ggp(A, A), which read

(ZQE + €p>2(i95 — gp) _ W?%(Z'ij — gp) — |AK+P‘2(Z'QE + gp)
()2 + wi(p,wr))((Q)? + w2 (P, wr)) ’
(195 — gp)Q(iQE + ép) — WJZ%(iQrIf + gp) — ‘AK+P’2(iQrIj — fp)
((QF)? = wi(p,wr))((Q)? + w? (P, wr)) ’
Bierr ()2 +& = wh+ |Akcerl]
()2 + wi(p,wr))((2)? + w2 (P, wr))’
|AxyplPwr — wd + wr(IQL + &,)?
(@) + wi(p,wr)) () + w (P, wr))’
210  wpAk . p
((QF)? + wi(p,wr))((2F)? + w2 (p,wr))

Given these results, the gap equation in the presence of Rabi interaction can be written as

Gll = G33 =

G22 = G44 =

G21 - - G34 = élz == —643 = (412)

G13 :G31 = _624 = _642 =

G14 = - G32 = 641 = _G23 =

1 kgT ()2 + & + Ao —wh (4.13)

gV Z Q)2+ wi(p,wr)(QF) +w(p,wr))’ '
which after the Matzubara frequency sum yields

11 tanh (2w, (p,wr))  tanh (Sw_(p,wr))

P > + I (4.14)

P & 1 1A0f? & 1 1A0)?
As expected, for wp = 0 one recovers exactly the result obtained in equation (2.16). Once

again the gap equation (4.14) is divergent in the ultraviolet and requires the same regularization
as the one used for the case of the previous section:

1 m 1 m
= _ — _ 4.15
g 47TaF+V;p2’ (4.15)

with ap being the scattering length of the system.
As far as the number equation is concerned, instead, one has that

1 9.0 0 0
kT o |Ao?  kpT 0,00 —1 0 0
n = 7(% In ZMF = —8u g +WTT |:GKP 0 0 1 —G#Ag :|, (416)

0 0 -84 -1
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which expanded reads

A kT
|8, ks

-0,
g 2V

[GH+G33—GQQ—GM(Gm—GM)aNAOHGm—G43)aMA0}. (4.17)

Recalling the relations (4.12) one may rewrite such equation as

|Aol? N kgT

n =0 g 2V

Z [QGH — 2G22 + 2R6{G12}(8#A0 + 8#A0):| s (418)
P

where by Re{-} we mean the real part. Explicitly, substituting the results gotten in (4.12),
one gets that

n=—

+) 14
p

Lz F(QS)Q + &5 + 180" — wh)9ulAol* — 26 ((2)* + & + [Aof* — wi@)}
vV 45 ()7 + wi(p, wr))(2)* + w2 (P, wr)) '

(4.19)

The sum over Matzubara frequencies has the same form as the one of the gap equation, so
that the result is analogous apart from factors, meaning

| Ao

9

n=—a, tanh (Sw, (p,wr)) N tanh (gw(p,wR))} |

&+ 1A &+ Ao
(4.20)
The expression for wr = 0 goes back to the original one (2.19). Moreover, exploiting (4.14)
one can see once again that the terms proportional to 0,|A¢| exactly cancel out.
Including the regularization of the contact potential, then, the system of equations with
Rabi coupling reads

v Z (Outo 25"){

|2

&

m :lz [tanh(’gwg) I tanh( _) _
drap \%4 p 4\/§2+|A0|2 4\/§2+\A ‘2 p

]

(4.21)

Z |: tanh wp gp tanh
v \/E2+|Ao|2 \/£§+\A0\2

The difference with respect to the Rabiless case is a shift of £wp in the arguments of the
hyperbolic tangents, which makes the derivation of analytic results more demanding.

4.1.2 Calculation of the Gran Potential

The procedure we will follow to calculate the grand potential is analogous to the one carried
out in appendix A, with the complication that the determinant of Gx%(Ag, Ag) is now
quartic in the Matzubara frequencies instead of quadratic, meaning that there will be two
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integrals of the kind (A.5) instead of one, because of the splitting of the excitation energies
due to the presence of Rabi coupling.

The determinant of the inverse fermionic propagator (4.9) calculated at a homogeneous
value Ay is given by (4.10), and can be recast conviniently as

det(Gip(A, A)) = (=(2,)" = i (p.wr)) (= ()" — w? (P, wr)). (4.22)

in such a way that when taking its logarithm all the frequencies i2f may be written with a
positive sign. The grand potential, given the mean field action (4.6), is given by

‘Ago : ot (TT©@0) ~  (pwom)) (~ (O 2 (poom) ) (423)

p

QMF == k’BTSMF - V

By looking at the shape of the argument of the logarithm it is clear that the reasoning made
in appendix A follows step by step, so that we can safely say that the grand potential for
the Rabi coupled fermi gas at the mean field level has the form

QMF _ ’A0|2 _ k’BT
V g 2V -

[ln (2(1 + cosh[ﬁw+(p7w3)])> +In (2(1 + cosh|[fw_ (p,wzzﬂ))}

(4.24
From this expression one could derive the number and gap equations again. The real practical
use of this expression, though, will be manifest in the following, where we investigate the
behaviour of the system at T — 0.

4.2 Critical Temperature

We now investigate the behaviour of the system at the critical temperature 7., at which the
energy gap |Ag(T:)| = 0. In particular, following a similar procedure to the one used for the
Rabiless case, we can obtain the plot for the critical temperature varying with the scattering
length.

4.2.1 Numerical Results

To obtain such result, we start from the gap and number equations at the critical temperature,
which read

m 1 tanh (g—c(prrwR) tanh (%(fpwa)) m
P 7]
v p

" 4rap 4¢p 4ép T p?

, (4.25)

=43, |1 - tanh (% (6 +wr)) — tanh ($(& — wn))|
and can be manipulated as usual, turning the sums into integrals over momenta and by
making the substitution

2
%:1 = 22, (4.26)
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making the integrals adimensional. In the following we use parts integration on the number
equation in order to have an expression quickly converging at infinity, which was found to
be computed faster numerically: namely, we rewrite the system of equations as

L= 2(2mhyT))} Jg( e, 22

, (4.27)
n = 55> (2mkpT,)? J4(£,wpﬁc, E)
with
I3 — wpBe, — ) =
3( or r3 F)
(A a) o (s en) 1 O
d e .
/0 o [ 2(z* — Be) 2(2% — Bep) xQ}
and
w
J4<£7wFﬁca_R> =
WF (,UF
4 4 (4.29)

/+°0 dx[ ° + - }
0 cosh? [%(wQ — Bept + BcwR)} cosh? [%(xz — Bept — BcwR)} '

The complication with respect to the case with no Rabi interaction is that one cannot
let the integrals J3 and J4 depend only on one parameter zo = [.u, since the dependence on
the Rabi frequency wg does not allow it. To solve the problem, then, one has to first find
the level curves for kg7, in function of p. This can be done numerically by exploiting the
number equation in (4.27), which can be recast in the form

kpT. 4 3
— . 4.30
Wr <J4(ﬁ7wF5mZ—§)) (4:50)

Such equation depends only on the two variables £ and wrfB. and the plot obtained is shown
below:
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Figure 10: Level curves of (4.30). Red dashed line: Rabiless case, i.e. o2 = 0. Blue line:
fixed value of Z—ﬁ = (0.6. Orange Line: fixed value of Z—? =1.

It is interesting to notice that the value of the chemical potential at very low temperatures
is suppressed by the Rabi coupling, as will also be shown analytically in the discussion made
in the zero temperature section. As already seen in section 2.2, in the Rabiless case the
chemical potential at low critical temperature approaches the Fermi energy; in the presence
of Rabi interaction, instead, such value decreases and, as will be discussed, using equation
(4.42) its value can be predicted. Such solution to the equation, though, has proven to be
unphysical, as is clear also from the plot in figure 11. In the BEC regime, instead, as the
critical temperature increases, the effect of Rabi coupling tends to vanish, as clear from the
raw expressions of (4.28) and (4.29), which depend on S.wg.

Working with the gap equation in (4.27), then, one may obtain the expression for the
scattering length

12 4

- w
krap <J4(ﬁ>wF/3c> o

)>3J3(:_F,wpﬁc, %f) , (4.31)

so that using the data in figure 10 one can produce a plot of the critical temperature varying
with the scattering length as the one in figure 11.

53



1

—I'?.EI o0 0.5 1.0 apkr [H]

Figure 11: Red dashed line: critical temperature vs scattering length with no Rabi
interaction; thick blue line: critical temperature vs scattering length over the whole crossover
with fixed =% = 0.5; thick orange line: critical temperature vs scattering length over the
whole crossover with fixed Z_i =

The net effect of the Rabi coupling manifests itself in the BCS regime, in which there is no
critical temperature. Rabi coupling inhibits the formation of Cooper pairs. The stronger the
Rabi coupling, the higher the lowest possible critical temperature and the higher the lowest
scattering length at which the existence of a critical temperature is possible at the mean
field level. From the plot in figure 11 it would seem like there exists a region of scattering
lengths for which two different critical temperatures exist. Actually, we will prove in the
zero temperature section that the solution for 7. = 0 is unphysical, and so will be all the
ones in the lower part of the curve.

4.3 T — 0" Limit

In this section we investigate the behaviour of the energy gap, chemical potential and of the
condensate fraction with respect to the variation of the scattering length of the system ag
along the whole crossover at zero temperature.

4.3.1 Gap and Number Equations

As we did in the Rabiless case, we may reduce (4.21) to a system of two expressions written
in terms of one dimensional integrals exploiting the fact that the hyperbolic tangent becomes
unity at T — 0T thereby obtaining relations similar to the ones in (2.43). In doing so, one
has to be careful in the study of the sign of w_(p, wg), which affects the form of the equations.
In fact, if w_(p,wr) > 0 for any value of the momentum p, the number and gap equations
(4.21) will take the same form as the ones with no Rabi interaction (2.20), while if for some
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values of p the energy w_(p,wgr) < 0, the equations will take a different form, as we will
show below.
To start, we see from the form of the excitation energies in equation (4.11) that
w_(p,wr) > 0 +— p* — dmpup® + 4m*(u® + |Ag|* — w3) > 0. (4.32)

It is clear that for |Ag| > wg such inequality is satisfied for any value of the momentum
p, since p* — 4dmup? + 4m?p? = (p? — 2mp)? > 0. Actually, one finds that the minimum
value of w_(p,wr) with respect to p is taken for |p| = +/2mpu. Then, by imposing that
w_(v/2mu) > 0 one obtains the inequality

w_(p,wr) >0V p+— |Ag| > wkg. (4.33)

In the case wg > |Ag|, the solutions for (4.32) are

2 2
— < p—yJwh — A or2p—m>,u+\/w12%—]A0]2, (4.34)

in which the first inequality may be satisfied if

> wh — | A (4.35)
We then conclude that
2
Y ‘Aol < WpR

The terms in (4.21) that satisfy (4.36) cancel out, since

lim tanh(zr) =1and lim tanh(z) = —1, (4.37)

r—+00 T——00

meaning that the effect of Rabi interaction on the gap and number equations is null if
|Ag| > wg and to change the momenta domain of integration in the complementary case.
To be more precise, one may rewrite the gap equation as

1 (|1A| — wr)
g 2V Z [ \/m ’
(& — m) +O(—&p — \/m)@(wR - |A0|)] |

where O(-) is the Heaviside step function. This expression is valid for any value of the
chemical potential, energy gap and Rabi frequency. The number equation suffers the same

(4.38)
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fate as (4.38) and may be rearranged similarly as

=g 3 [1 - =] et
P 5;2)+|A0|2
4.39
&plOl = Vo = IAP) + O = VR Z AP g ). o
&+ 1A/?

Both the number and gap equations are obtained as derivatives of the mean field grand
potential Q2 written in (4.24). One can in fact obtain them in the same form by deriving
the grand potential calculated at zero temperature, which reads

Lo _’AOP 1 2 2 2 2
A e = S = gy D[V A bt |8 fao ] (40

From the shape of the grand potential one can conclude that for |A¢| > wg the Physics of
the system will not at all be affected by Rabi coupling. It is also interesting to notice that
the right hand sides of both (4.38) and (4.39) are continuous at |Ag| = wg, even though the
grand potential is not smooth.

The objective is now to find the solutions for the system made of equations (4.38) and
(4.39). By considering the case in which (4.33) holds, we know that the solutions will be
the same as the ones reported in the plots in figures 2, 3 and 4 of the Rabiless case, since
we know from the previous discussion that Rabi coupling will not have any effect on the
system. The presence of Rabi coupling, though, will affect the physics of the system, since
for |Ag| < wgr the solutions obtained in the system with no Rabi coupling will no longer be
solutions of (4.21). We then want to understand the nature of the new kind of solutions,
obtained in the regime |Ag| < wg.

We want to show through an analytical example that the solutions for |A¢| < wg are
unphysical. The case in which |Ag| = 0, corresponding to 7. = 0, is particularly easy
to study, and it contains useful information about the validity of the solutions of the gap
equation. In that case the number equation takes the form

—12[1 @(p2 ) — O P’ ) (4.41)
"Ty S om [T YR om TR '
which can easily be solved and yields the equation
3 3
—+ 2 — 2
town)t (= wrl g, upy=1. (4.42)

2w} 2w}
From this we may extract an explicit expression for the case in which p < wg, which reads

Bz YR (4.43)
Wr Wr
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By imposing again that wr > u we get the relation
1
YR L~ 0.7937. (4.44)
Wp 23
With this solution of the chemical potential and energy gap in mind, we calculate the second
derivative of the grand potential, which in this case for wr > p and wgr > 0.7937 reads

3
1 8ZQMF |A0’2 [ oo d p2 (2m)2\/u+ w%%_ |AO|2]
—_ — p _
4 8‘A0’2 22 \/2m(u+\/w%—\A0\2) 2[£§ + ‘A[)P]% 4(.UR\/CU12% — |A0|2
(4.45)
In the |Ag] = 0 case we see that such expression is identically zero, giving no useful

information. We can explore the region for which |Ag| & 07, from which we may understand
if it corresponds to a maximum or a minimum of the grand potential. To do this, we expand
(4.45) up to second order in |Ag|, get rid of the constant factors and impose equation (4.43).
Then one has that (4.45), after the change of variables

p2 2

2mwp
and after getting rid of unimportant global positive factors becomes

Flon) = — (”_F)z_/;w dz - (4.46)

23 \wg s 2[z2 — 23 4 w3’
WF

Such function can be plotted with varying wg, showing that it is actually always negative
for wr > 0.7937:

Figure 12: Second derivative of the grand potential near vanishing critical temperature (apart
from positive factors) vs Rabi frequency.

The solution of the system of equations (4.38) and (4.39) that we found in this regime
is then proven to be unphysical, since it corresponds to a maximum of the grand potential.
With this result, we may go on assuming that all the solutions of (4.21) in the regime not
satisfying (4.33) are maxima of Q/p.
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4.3.2 Numerical Results

To solve the system of equations made of (4.38) and (4.39) in the general case, the procedure
is analogous to the one followed in the Rabiless case, with the obvious complication that the
expressions are more convoluted. For instance, here it is not possible to reduce such equations
to one dimensional integrals depending only on one parameter because of the presence of
the Rabi frequency in the Heaviside step functions, so that for a fixed Rabi frequency one
will first have to find the level curves of the energy gap vs the chemical potential. We start
from the number equation by turning the sum into an integral in spherical coordinates and
by performing the change of variables

2
p 2 K WR
=a°, Tp=——, N=-——0:. (4.47)
2m|Ay| | Aol | Aol
Then we may use the Heaviside step functions to change the domains of integration of the
integrals and by integrating by parts we can eliminate the ultraviolet divergences. Finally,
the number equation translates to

_ @m|Age g [t L2008 —wr) | (1 2 1)3 /2 —
T [/o d[<w2—xo>+u%+( VIS

32 2n
+/+OO o §/”I°_\/"2__1dx T )6(wn 2o,
i (@ —wr+E 2 (2 — o + 1)
(4.48)
which can be recast in the form
3
n = —(zm;iO’)Q Jg(ﬁ, %, g) (4.49)

from which one obtains the relation

A 1 3

[Bo] _ ( )3. (4.50)
W Jy ( u A ﬂ)

UJF7 wWg ’wp

The plot for the solutions of such equation is reported in figure 13, and it shows both the
physical and unphysical solutions.

To carry on the treatment we take the gap equation (4.38), substitute the contact
potential with its regularized counterpart and follow the same procedure carried out for
the number equation, obtaining the equation

1 4 i [T wea?(2? — xy) — 22 zo+ /2 —1)2
maa} [ eI =L g ) 4 (- VDR
0 2

agp T (2% = 20)* + 1] &
+o0 20,2 _ 2 xo—\/ﬁ 2
X ALY A )0 — o))
o @ -+ 2y (22 = a0 + 13
(4.51)
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Figure 13: Values of the energy gap vs the chemical potential solving equation (4.50) over
the whole crossover. Red dashed line: null Rabi frequency :—ﬁ = 0. Thick blue line: fixed
value of i—? = 0.5. Orange dotted line: dixed value of 5—? =1.
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Figure 14: Energy gap vs inverse scattering length solving the system of equations (4.21) in
the T"— 0% limit in the presence of Rabi Coupling. Red dashed line: null Rabi frequency
‘ﬁj = 0. Thick blue line: fixed value of Zf = 0.5. Orange dotted line: fixed value of Zf =1.
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The corresponding plots for the energy gap and chemical potential varying with the scattering
length are then analogous to the ones in the case with no Rabi coupling for |Ag| > wg, but
exhibit a different behaviour below such threshold. These results are reported in figure 14,
in which it is clear that for some given scattering lengths ar, the system of equations (4.21)
may have two solutions. As we showed, only the ones above |Ag| > wg are physical, though.

&

-1.5 -1.0 -0.5 0.5 1.0 1.58fF kf
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Figure 15: Chemical potential vs inverse scattering length solving the system of equations
(4.21) in the T'— 0" limit in the presence of Rabi Coupling. Red dashed line: null Rabi
frequency u“j—? = 0. Thick blue line: fixed value of #£ = (0.5. Orange dotted line: fixed value

w wF
of ¥& — 1.
[

4.3.3 Condensate Fraction

We now investigate how the Rabi coupling affects the condensate fraction of the system at
all temperatures, focusing in particular in the 7" — 07 case as we did in the Rabiless case.
First, we want to investigate when OLDRO is present, as we did in section 2.3.3 and then
find an explicit expression for the condensate fraction ng.

The fermionic propagator of the theory at the mean field level, whose elements are listed
in equation (4.12), contains the necessary information for the calculation of the two particle
reduced density matrices

(dias|pala;d,) = TT[di(qi)dT(qg)ﬁ&HQJ&UQQ” (4.52)
and
(a1l polay ) = Trlar(d))as(ah)pal(a, )il (qy))- (4.53)
In particular, - -
e (0 (e (oo
A _ V¥ Wy s 11
(B0, Bo) = (Ypbr)  (Ppby) (g (Dy) | (4.54)
(Urr) () (oridy)  (rady)



so that by using Wick’s theorem we may rewrite the elements of the reduced density matrix
po, for example, as

(e dal p2lara) = (r(cn) ¥y (aa)) (V1 (@) ¥ () + (4(eh) ¥y (aa)) (W) (@) +

() () (o () () (4.55)

| —qy| =& 40

By working in Matzubara representation and taking the limit ’qll q| we see
a5 — qy| = +00

again that the second and third terms vanish due to the Riemann-Lebesgue lemma, so that

the matrix factorizes again as

(i ahlpolan a) = (e vy (a)) (Vo (a) () (4.56)

In the same way, - -
(a19:lpalaraz) = (Vr(ay)vr(as)) (v (ay) v (). (4.57)

The condensate fraction may split into two contributions, then: the singlet one coming
from (4.56) and the triplet one from (4.57),

ny = Ns + Ny, (4.58)

with
n= | P [ Pelwia@r (4.59)

and
MZ%AfmAfMWMMMMW. (4.60)

It is straightforward to prove that after the Matzubara frequency summation

) B A, tamh[g(1 [€2 + | A0]? + wr))] tanh[g(, €2+ |Ao]? — wr)] o)
r(a)in(a) = 2 3 ( + Jermae,
€2 4 A2 V& T 1Al

4V
P
so that one may write the singlet contribution of the condensate fraction as

A2 (tanh[g( §2 + |Aof* + wr)] tanh[g(,/fg%— |Ag|? —wR)]>2 (462)
ng = + . .
oV < &+ A2 £+ |22

(4.61)

;

The calculation of ()1(q;)¥1(q,)), instead, yields exactly zero after the sum over Matzubara
frequencies, since that element of the propagator is odd in iw. Rabi coupling, then, does not
enable the formation of spinful Cooper pairs, contrary to what happens in the similar case
of spin-orbit coupling [16], meaning that
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Once again we proved that OLDRO may occur only below the critical temperature T,, when
|Ao| # 0, since our formula for ng is proportional to |Ag|?.

As it happened for the gap and number equations at zero temperature, in the 7' — 0"
limit, the expression for the condensate fraction reduces to the one of the Rabiless case.
The only difference that we have to keep in mind is the behaviour of the energy gap, which
cannot take values below the Rabi frequency wg and instead has to abruptly go to zero at
that point, meaning that

(mlA D /

0 for |Ag| < wg.

The plot in figure 16 shows the values of the condensate fraction corresponding to the values
of the chemical potential and energy gap solving (4.21) reported in figure 13. The parts of
the curves getting away from the one of the w? = ( case, then, are unphysical.
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Figure 16: Condensate fraction vs inverse scattering length over the whole crossover in the
T — 07 limit for different values of “’R. Red dashed line: curve in the absence of Rabi
coupling, <& ot = = 0. Thick blue line: ﬁxed value of 22 = 0.5. Orange dotted line: fixed value
of £& =1.
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5 Gaussian Fluctuations in the Rabi Coupled BCS-BEC
Crossover

We now introduce Gaussian fluctuations in the partition function of the system. The
objective is analogous to the one of the Rabiless case: derive a more precise form for the
number equation in order to understand the role of quantum fluctuations on the relation
between the chemical potential ;1 and the density of particles n.

Moreover, in this section we are going to show also another approach to go beyond mean
field at the critical temperature over the whole crossover.

5.1 General Form of the Grand Canonical Potential

In this section we derive the expression for the grand canonical potential at a generic inverse
temperature 3. This will be the starting point of the treatment at the critical temperature.
5.1.1 Expansion of the Action

We start from the effective action that we obtained from performing the Hubbard-Stratonovich
transformation and by integrating out the fermionic degrees of freedom

_ B Alq. )2 _
SeHA, A :/0 dT/Vd?’q% — %Tr[lan’lT(A,A)} +ﬁ2€p, (5.1)

P

where in Matzubara representation

(i€, — gp)dg)P Akip _WR(SE?LP 0
—1 (A Agip (1 + §p)5§?)P 0 WROk,—p
GKP<A7 A) = (k,~p) ’ - VF (4)
—WRO'™ 0 (160, — &)k p —Akip
0 WR(S%LP _AK—',-P (ZQE + gp)ég?}j’

(5.2)
In order to introduce fluctuations we separate the field A(q, 7) in its homogeneous part Ag
minimizing the grand potential at the mean field level and its fluctuations n(q, 7) around it
so that

A<q7 7—) = A0 + 77<q7 7—)' (53)
Recall that |Ag| has to solve the gap equation

m an gw+ ,WR an éw_ , WR m
— _%Z[t h(2 (p >)+t h(2 (p ))__}’ (54)

tmar VAL afg sl afgriap P
wi(P,wr) = /& + [Aof* t wr,  w-(P,wr) = /& +[Ao|* — wr, (5.5)
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below the critical temperature. This way one may write

Gip(A,A) = Gy + nice, (5.6)
with
(i) — )0 Db p —wrdY) 0
-1 Aoég)fp (17 + £p>5§?)P 0 WROK,—p
Gygp= . ’ F (4) (4) (5.7)
—wpdk=P) 0 (iQF — &,)05 A
0 wRéfé)fp —A05(4) (1 + fp)(sg,)P;
and
0 nNrgp 0 0
_ | 7k+p O 0 0
NPk = 0 0 0 —NK4P . (58)

0 0 —7k+p 0

Then, the expansion of the trace of the logarithm of G is

~ ~ 1 ~ ~
Tr[ln G;(lp] ~ Tr[ln Gl;pl] + TT[GKpT]pK] - §TT’[GKP’I7PLGLMT]MK], (59)

as in the Rabiless case, yielding the mean field action

2 ~
Aol _ 1Tr[ln Gl (5.10)

Swr = BV =0 - 2

from the first term, the cancellation of linear terms in 7 from the second one and a Gaussian
term from the last one. For the calculation of the last term, we start by stating that

1 kgT _
§TT[GKP77PLGLM77MK A 277 K[ G12 G12>P+K + (G14) (G14)P+K] NK+
k: T
— ZU k| (Gia)p(Cra)pixc + (Cra)p(Gra)porc] et (5.11)
k: T
USihl Z??K[ (G11)p(Go)k—p + (Gi3)p (G13)K—P]77K,

so that such term in the action may be written in Nambu space as

eff _ Nk
Sq’ = Sur+ 3 ZUK UK)MK(??K)

(5.12)

with

1
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where y g is the contribution coming from the trace of the logarithm and I denotes the 2 x 2
identity matrix in Nambu space. The components of xx read

kT ~— (19, — &)(GQ))? — & — [Ao?) — w (i + &)
V5 ()% + wi(p,wr))((2f)? + w2 (P, wr))
NG90 4107 + i) (10 +I97)° = G — [Mol?) — RO, +107 — )] |
(08 + Q)2 + w2 (k+ p,wr)) (28 + QF)2 + w? (k + p,wr)

oo T AP —wh+ (O &)

Vo ()2 + wi(p,wr))((QF)? + w2 (P, wr))

y (A0 — wh + (125 + i + Epra)’]

(5 + Q)2+ wi(p +k,wr)) (25 + Qf)* + w?(p + k,wr))

(Xx)11 = (X-K)22 =

(5.14)

and

kT () + ) = wh + 18P
V2 T + o oo (L + 2 (prr)

(28 + 0, )2+ ) = + 120
O+ A+ R)(OF + AP+ rK) | (519)
kT ar
V2 T T (o) (O + 2 )
(O + )
(O + Q)7+ w2 (P + K, wr)) (% + U + &2 (p + ko))

(XK>12 = (XK)Ql = |A0’2 X

—4w?%|A0|2

X

1

5.1.2 The Grand Canonical Potential

Our objective is to find an expression for the grand canonical potential from which we can
recover a treatable expression for the contribution of the Gaussian fluctuations to the number
equation as the one in [17]. The theory we obtained is Gaussian, meaning that it can be
integrated explicitly, giving

! 1

Zo = e [ [det(MK)]_ , (5.16)

where by [[ we mean the product of all K except for the ones such that det(Mg) = 0.
For example, as in the Rabiless case at the critical temperature, in fact, for K = 0 the
determinant of M, yields zero, since it takes the form of the gap equation. To avoid the
divergence of the grand potential and the degeneration of the theory, then, we may consider
the fluctuation field 7y to be classical, meaning that it will not be involved in the path
integration.
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The grand potential will simply be

Q¢ kgT kpT

= Sur = ; In[det(Mg)], (5.17)

with the prime in > taking the same meaning as the one in the product in (5.16). To
compute the sum over Matzubara frequencies in (5.16) one may analytically continue the
argument of the sum by promoting

08 = (5.18)

as we did in the Rabiless case and transform the sum in an integral so that

Qe kpT 1 L
2 = Sur =~ ; /C dom (@) In [deuM@,k)}, (5.19)
with ]
np(@) = (" — 1) (5.20)

the Bose-Einstein distribution and C' is a closed integration contour containing the whole
imaginary axis of the complex @ plane.
Supposing that In [det(M@k)} has no poles in the complex @ plane and a branch cut on

the real axis, as will be shown, we can modify the integration contour C' to one containing
the real axis, so that one gets

Q¢ kT 1 too (1 |
7 - TSMF = _V27Ti zk: /_Oo dwng(w)( n [det(M@+i57k)} — 1n |:det(M&7187k):|)-
(5.21)
In doing so, one has to be careful not to take into account the contribution coming from
w = 0, which is a pole of the Bose Einstein distribution. By using the Euler representation
for the determinant of Mgy, x one may write

det(M,;ﬂE,k) = ‘ det(M@ii&k)’6ii§(d+is’k), (522)

with the phase

Iml[det(Ms.] ) |

0(w, k) = arctan <Re[det(M J

(5.23)

Finally, then, one can write the grand potential in terms of an integral of the phase §(w, k)
as

% - gsw - % ; / :O donp (@) [5(@, k) — §(0, k)} . (5.24)

The issue for future calculations, then, will be to identify the real and imaginary parts
of the determinant of Mk in order to compute the phase §(@, k).
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5.1.3 Number and Gap Equations
Now that we have an explicit form of the grand canonical potential, we may write the number
equation for the system as

n=-0,—. (5.25)
Such will consist of two contributions, then, one coming from the mean field action, which

will be identical to the one found in (4.21) and one coming from Gaussian fluctuations.
Namely,

1 ¢p tanh (Swi(p,wr)) & tanh (Sw_(p,wr)) 1 oo 08(@,k)
== 1- - = + = d —_—.
PR T e T e Y @)=

(5.26)

To determine the physical quantities of the system we still have to take the gap equation

into consideration. Such is the one that determines the value of the energy gap |Aq| around

which the bosonic field n(q,7) fluctuates, meaning that it will not change its form with
respect to the one in the mean field treatment. In particular the equation will read

Z[tanh sw+ (P, wr)) tanh(w— (P, wr)) m} (5.27)

4 /§2—|—|A0|2 4 /€2+|A0|2 p2

always taking into account the same renormalization of the contact potential

1
P —4MF — Z (5.28)

47Ta Ve V

Solving the system made of (5.27) and (5.26) one can retrieve information about the
main physical quantities of the system, as in the mean field case. The main difference is
provided by the modified form of the number equation, which leads to a different dependence
of the chemical potential 1 on the fixed number of particles n = % The difficult part in the
solution of such equations is to find a treatable expression for the phase §(w, k) that appears
in the number equation. Our main efforts in the following will be dedicated to this task.

5.1.4 Sum over Matzubara Frequencies for y;

The sum over Matzubara frequencies of the elements of xx (5.14) and (5.15) can be performed
explicitly. The procedure is all in all the same one used in appendix B for the Rabiless case,
with the difference that more terms will be involved. In particular we have completely new
contributions which come from the Rabi coupling, proportional to wg, both in the diagonal
and offdiagonal terms.

In the following we will separate the contributions proportional to wgr from the other
ones in order to have clearly in mind the effects coming purely from the Rabi coupling.
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Moreover, in order to write such elements in a compact form, we will introduce some auxiliary
functions of the single particle energy w, (p,wr) defined in (5.5), of the bosonic four vector
K = (iQF k) and of the Rabi frequency wg. All the information regarding (xx)11 can be
put inside these three functions

(Wi (P, wr) — &) (Wi (P, wr) — & — [A0]?) "

filws(pywn), K) =
1w (P, wr) 8wR\/mw+(p’wR)

(w-‘r(p? WR) + ZQS + fp-l—k)((w—i-(pa WR) + ZQE)Q - ép—‘rk - |AO| )tanh |: W+(p, WR)] .
% (B2 + w2 (p+k) — w2 (p,wr) — 2iQ8w, (p,wr)) (252 + w? (p+k) — wi(p,wr) — 2iQ8w, (p,wr))’
[(wy (P, wr) + &p) (Wi (P, wr) + 18 4 Epi) (Wi (P, wr) +1Q7)? — Eppae — [Ao]*)+

fa(ws(p,wr), K) =
2(wi (P wr 8\/mw+<p’w3)

+(wi (P, wr) + 108 — Epnd (Wi (P, wr) — &) (Wi (P, wr) — £2 — |Agl*)] tanh [ w4 (p, WR)}
QP + 2 (p+k) — W2 (p,wn) — 2008w, (p,wr)) (V02 + & (p4Kk) — o2 (p, wr) — 2005w (p, wn))

fs(w+(p,w3), K) = (wi(p,wr) + fp) %

81/6p + [Ao|?wy (P, wr)
2w+ b, Wr ]

X Y
(277 + wi(p+k) — wi(p, wr) — 27w (p,wr)) (A + w2 (p+k) — wi(p,wr) — 2127w, (P, wr))
(Wi (pwr) — &) + |Aol” —wh)

fa(wi(p,wr), K) =
1(wy(p,wr 8\/512,+T0’2w+(p,w1%)

(@4 (P, wr) + 198 + & o) + Aol — ) tanh | S, (b, wp)|
(O + w2 (p+k) — W2 (p,wn) — 208w, (p,wn)) (02 + o (p+K) — w2 (p, wr) — 2625w, (p, wr))

(wy (p,wr) +iQF — &,1x) tanh

r—|

(5.29)
keeping in mind that
w4 (P, —wr) = w-(P, W) (5.30)
The diagonal element (xk)11, then, has the form
(Xk)n =
1
v > [(—fl + wrfo — whfs — wrfs)(we(p, wr), K)+
p
(5.31)

+(=fi + wrfo — whfz — wrfi)(—wi (P, wr), K)+
+(fi — wrfo + Wi f3 + wrfi) (W (P, —wr), K)+

+(fi — wrfo + whfs — Wrf1)(—wi (P, —Wr), K)} ;
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where we placed the arguments of the functions at the end to make the equation more
compact. It is useful to have this expression written in such a way to highlight the symmetry
in the sum, since it will make further calculations more straight forward.

To express the off-diagonal elements of xx, instead, we define the three functions

(W2 (p,wr) + &2+ A0]?) y

g1 (wi(p;wr), K) =
8wry /&2 + [Ao|?w. (P, wr)

(@ (9, wn) + ) + €+ A0 tanh | S, (p, i)
(QF + Q)2 +wi(p +k wr) (28 + Qf)? +w? (p +k,wr))’
(w3 (P wr) + & + Ao+

(Wi (P, wr), K) =
R 81/63 + [Ao|?wy (P, wr)

(w1 (P wr) + QF)? + 4+ [Aof?] tanh | S (p,wi)]

B

% .
(OF + O+ A+ ken) (O + 0L F + 2T kwm) (5.9
. .
g3(wy (p,wr), K) = X
81/6p + [Ao|*wy (P, wr)
tanh [§W+(P7WR)}
X
((QF + Q) +wi(p+ k)((QF + Q)2 +w?(p + k)
wi(p,w
o (prson), J) = — PR
8y/&p + 1B0*w (P, wr)
(w+ (D, wr) + QF) tanh |3, (p,wp)|
X .
(5 + Q)2 + Wi (p + k,wr)) (25 + Q) + w?(p + k,wr))
Then, one can express (xx )12 in a similar way with respect to (xx)11, as
|A|? 3
XK)12 = —g1 T WRY2 — WRY3 WRYL )\ W+(P, WR),
(e = 527 (=1 + + wrga) (s (P, wr). )+
1Y

+(—g1 + wrgs — wigs + 4wrga) (—wy (P, wr), K)+ (5.33)

+(g1 — WrYs + Whgs — dwrgs) (Wi (P, —wr), K)+

+(91 — wrg2 + whgs — dwrgs) (—w+ (P, —wR), K)] .

With these expressions in mind, we can procede with the treatment of the system at the
critical temperature.
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5.2 Critical Temperature

We now procede with the treatment of the system at the critical temperature with the
inclusion of Gaussian fluctuations. The aim is to find a reasonable expression for xx in
order to rewrite the number equation in a treatable way numerically. In doing so, one may
obtain the plot of the behaviour of the critical temperature with respect to the varying of
the scattering length along the whole crossover.

5.2.1 Mg at the Critical Temperature

The off-diagonal terms of My vanish at the critical temperature, as they are proportional to
|Ag|?%. As a result, one can consider My as a scalar instead of a matrix in Nambu space. The
technical point is the calculation of x, which is twice (5.31) in this case. The situation will
be quite different from the Rabiless case, as some completely new contributions will appear
due to Rabi coupling. Anyway, we will be able to write it in a quite compact form.

The first thing to notice is that by imposing that the energy gap |Ag| = 0 the first three
terms in the first row of (5.31) cancel each other, implying that the same happens to the
first three in the third row. Equivalently, the fourth term on the first row of (5.31) vanishes,
and consequently the last term in the third row will, too. Then, we are left with eight
contributions, six of which come purely from Rabi coupling, since they are proportional to
wgr, and two that correspond to the one in the Rabiless case, meaning that they reduce to
the Rabiless inverse propagator of the fluctuations in the case in which wr = 0. All in all the
eight terms coming from Rabi coupling can be put together to obtain an even more compact
form of xyx with some simple algebraic calculations, so that calling

Di(p,wr, K) = (§p1i — &p — 2wr + Q7)) (§pic + &p + 2wr — i€2,), (5.34)

one gets that

XK = QVZ [ 5p+k §p +i ]tanh [%(gp‘f‘wl%)} +wR<<£p+k+3§p+2wR 3% n;+

Di(p, K) Di(p, K)(&prx + &p — QB
! e
 (Eprk + Ep + 2wp — 1Q8) (Epic + Ep — Z’QE)) tanh [§<§p + WR)} } +
+<wR — _CL)R)7
(5.35)

where with the notation (wg — —wg) we mean the sum of all of the same terms with the
substitution wgp — —wpg. Notice that only the first term is ultraviolet divergent, while the
purely Rabi contributions are all convergent.

To further simplify the expression, we add to the first term and subtract it to the

D(K)
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second one. This way the expression will become much more feasible:

1 tanh [%(fp + wR)]
XK:Zéi;%;I}_(&Hk—+§p%—2wR——iQﬁ)

_|_

2o (5.36)

Pe
" (Epri + Ep + 2w — 108 (Epp + &p — IQB) tanh [?(gp + wR>”+

-+ (CUR — —wR).

The great simplification lies in the fact that now there are no more terms of the kind &4k —&p,
but only of the kind &k +&p, meaning that by shifting the argument of the sum p — p — 15‘
we can move the dependence on the angle between p and k to the argument of the hyperbolic
tangent alone. Thanks to this fact one can transform the sum over p into an integral in polar
coordinates ) — fo% dyp fjl dcosf f0+°° dpp? and solve analytically the integral over d cos 6,
leaving a one dimensional integral that can be solved numerically.

All in all, recalling the definition (5.13), the inverse propagator of the fluctuations can
be written as

o m 1 [ tanh [%(frﬁg + wR)] m} N
K™ " Yrap 2V (€pyrr + &, x +2wr —iQF)  p?
p ? : (5.37)
wn tanh [%(§p+% + WR)]

+— - -
Vet (Epyx + 6y 4 20p — iQ7) (Ep e + 6k —i027)

+ (LUR — —wR).

5.2.2 Real and Imaginary parts of Mg

To treat the number equation, one has to continue analytically My in (5.37) by promoting
N8 s oecC (5.38)

and calculate the real and imaginary parts of

m 1 [ tanh [%(§p+% —l—wR)] m
47Tap 2V o <€p+% + §p_% + 2&)3 — (Z)) p2

Mgy = —

(5.39)
WE tanh [%(§p+% + wR)}

Y > (£p+g —I—fp_% + 2wp —d))(ﬁer% +§p_% — W)

+ (wR — —wR).

In order to do so we transform the sum over p into an integral in polar coordinates and
define the quantities

2 2

k -
372 = 60 b 5 22 = ﬁc , W= ﬁcwy 20 = ﬁc,uv f = ﬁcva (540)
2m 2m
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so that one can render the integral dimensionless, getting

my1
sz:__|:_
’ 47 arp
\/W/ ; 9/ ood 2<tanh<%[x2_|_%-1—1:20089—20%—]0}) 1)+
cos xx - —
e Y PR 27 )

f\/W/ dcose/+oodxx tanh( [ac + = +xzcos€—zo+f])+

P E+ - D@+ 5 —n-3)
+(f ==/
The integral over d cos 6 is readily performed since

! 1 22
/ d cos 0 tanh (§[x2+ T +aczcos€—zg+f]) =
-1

(1ot (5[(+53) -0+ A])] - taeosd (5[(+ - 5) ==+ 7])]),

so that calling

(5.42)

Az, 2z, f) =In [Cosh (% [(m + 2)2 — 20+ f])} , (5.43)

one gets that

M, — [ \/kaBT /+°° (x z,f) Az, -z, f) B E>_|_
2T 4r x2 +Z 4 f—m—Y T
| IVIRT, /+°° o_TlA <x,z,f> “Aw=zf) G
?+5+f-20-5)@"+5—20—%)
+(f = =)
We now define the poles of the integrands as
p§=\/zO+§¢f—%2, p= Zo+§—zz2a (545)

since we will need to use residue calculus to get finite results from the integrals in the regimes
in which such quantities are real.
In the end, then, we are able to separate the real and imaginary parts of M, ., as

VQWmBT o ﬂf%f) A, =2, f) 2
4ﬂ[ / x%+ 2+ f—z— % x>+
J_VQW@TCP/WM A2, ) — Az, 2 ) (5.46)

+
FE L f—z— )22+ 2 — 25— %)

Re[M,, ] =

+(f ==/,
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where by P- we mean the principal part of the integral, while the imaginary part will read

Ik T Al ) = A2 Do L2 gy

2 4
(5.47)
since all the other contributions cancel and where by O(:) we denote the Heavyside step
function. Notice that there is a lower threshold for w, namely

Im[M,,.] =
miMos) = = 2

wi(z) = % — 22, (5.48)

below which the imaginary part of M, , vanishes exactly. Such is the same as in the Rabiless
case, contrary to the similar spin orbit coupling studied, for example, in [17], for which w;(z)
changes.

5.2.3 Numerical Treatment

As already pointed out in section 5.1.3, the gap equation remains unchanged in the treatment

including Gaussian fluctuations, meaning that it will read
1 2
— = ZmkpT) by (L, wr e, ), (5.49)
Wr Wr

arp ™

with

W
J3 (_,u WrBe, —R> =
Wr w

+ —_
2@ — Bon) 2 — ford) 2

By fixing the inverse scattering length, then, one may find the relation between the critical

temperature 7, and the chemical potential p, which can then be used in the number equation.

The number equation (5.26), instead, can be written in terms of the changes of variables
(5.40) as

_ 2mkgT)2 [l p 3 /+°° ) /+°° (w, k)]
n = [4J4( ,wpﬁc>+ i dzz i dwnB(w)—a ]7

32

[ - (3% = o+ fwm)) tanhy (3 = fope = Buom)) | (5:50)
0

o’ 2r (2) =0 (5.51)
TR (L () 4 (),

with w;(2) given in (5.48) and

J4 <£7 wFﬂCJ@> =
Wr Wr

4 4 (5.52)

/+Oo dx[ - + - }
0 cosh? [%(wQ — Bept + BcwR)} cosh? [%(1’2 — Bept — ﬁcwR)} ’
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meaning that one can recover the usual relation

2
3

kgT. < 1 >
wr %h(ﬁ, wrBe, ij) + %J5<;J%,WF607 Zf)

(5.53)

Then, by dividing both members of (5.49) by the Fermi momentum kg and using (5.53) one
gets that

1 2 1 1
krap _< )dJs(i,wF/Bc, ”—R) (5.54)
rar T %J‘l <£7 wFﬁCa W_R> + %Ji")(ﬁ?wFﬂcu W_R> el wr

WF wWF

5.3 Beyond Mean Field Critical Temperature From The Phase
Stiffness

We now take a little step back from the cumbersome calculations of the past section and
briefly go back to the use of mean field quantities. The objective of this section is the
generalization of the calculations made in section 3.3 in the case of the presence of Rabi
interaction. First, then, the superfluid density of the system will be calculated, using the
arguments of [8], and the beyond mean field critical temperature will be obtained with the
method proposed in [18].

5.3.1 Mean Field Superfluid Density

For the calculation of the mean field superfluid density we proceed as in section 3.3.1 in the
Rabiless case. Generalizing formula (3.48) taken from [8] to the Rabi case, we get that

no(T) = n + %/ él;;?)%% {d%‘f) + d"ﬁ‘)], (5.55)

w-l-(pawR) = \/ 512) + ‘A0|2 + Wk, w—(pva) =/ 5}2) + |A0‘2 — WR, (556)

are the single particle fermionic excitation energies derived in equation (4.11), n(w) = (e®* —
1)~! is the Bose-Einstein distribution and n is the total number density. Once again, it is
due to point out that this is an approximation, since we are only considering the fermionic
excitation energies, and neglecting all the corrections coming from the fluctuations of the
bosonic field A(q, 7).

Calculating explicitly the derivatives, integrating over the angles and dividing both sides
by % one gets the equation

where

(T +o0 4 Bw+(p) Bw—(p)
n() _y_ 8 p[ ‘ ‘ } (5.57)

n 12nn 0 P (eBw+ () — 1)2 T (eBw+() — 1)2
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Once again, since this equation is valid for small temperatures, we will use the pairs (ﬁ, %)

that satisfy the gap and number equations at T'— 07, reported in figure 13.

To work with dimensionless quantities, we perform the change of variables x = ﬁ, where
kp = (372n)3 is the Fermi momentum, obtaining the expression
wp  [p2_ 1 y2y 1892 m)
n(T) wp +o0 A ekBT< (@ —op s Top
=1- / dxx [ +
n QkBT 0 wfp( /(wQ—L)2+‘AO‘2+W7R> 9
<€ kT wp w% wp _ 1)
(5.58)

bal £ 1agl? _
BT( e )

« I i) y:

|

In figure 17 we show the behaviour of the superfluid density in the BEC regime at different
values of 2. The effect of Rabi coupling is to lower the temperature 7™ at which ns(T*) = 0.
At very low temperatures, as expected, the behaviour is the same as the one taken by the
Rabi less system.

0.4

0.2+

T
0.0 M TSRS RS S I RS E T R 1 -
0. ﬂ 0.5 1.0 1.5 20 2.5 wf

Figure 17: Superfluid fraction vs. temperature at different values of the Rabi frequency wgr
at fixed (L, |f£|) (—2.42,1.65). Red dashed line: Rabiless case, i.e. £& = 0; blue line:

=i = ().5; orange dotted line: 2% = 1. Here we have set kp = 1
F wWF

Instead, in figure 18, we show the superfluid fraction changing with the temperature in
different regimes of the crossover at fixed wi = 1. In particular this plot shows, compared
to the one in the Rabiless case in figure 6, that the temperature T* decreases much more
drammatically with the change of ﬁ in the presence of Rabi coupling. In particular, it gives
more evidence of the fact that in the deep BEC regime the system resembles the Rabi less
one, while in the BCS regime, after a threshold, the values different from zero solving the

75



0.4F

0.2F

T

[y 1+ | I N T R T SR, PR
o.0 0.5 1.0 1.5 2.0 2.5 wF

Figure 18: Superfluid fraction wvs. temperature for “’ﬁ;l at fixed (ﬁ,%) Blue line:
i =1 at fixed (£, 20)) = (—2.43,1.66); orange line: (£, '2%)) = (0.035,1.04); red line:

wrp’ wg wp? w

(L [2oly — (0.30,0.82). Here we have set kg = 1.

wr’' wp

gap equation are unphysical, i.e. they maximize, not minimize, the grand potential. This is
evident, since there is no superfluid fraction for 7 > 0 in such regime, meaning that no phase
transition occurs. In particular, equation (5.58) develops a pole when |Ag| < wg, making
the expression unphysical.

5.3.2 Calculation of the Beyond Mean Field Critical Temperature

As already reported in section 3.3.2 for the Rabiless case, by following the calculations of
[19] we can map the effective action

sidavi= [(ar [ @[O0 Shq noer HiTe  6)

where the modified Nambu spinors are

Yr(a, 7)
Uar) = (Grlar) dilar) dilan) dilan), van= AT 6o
Ur(q,7)
and
—0r + % +p A(q, Z’) —Wwg 0
e G TR e e | 69
0 WR ~A(q,7) —0; — 2%21 —p
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to the one of a three dimensional XY model by making the changes of variables 1, (q, 7) —
U, (q, T)eiw and A(q,7) — A(q,7)e?@7) and making a gradient expansion, considering
long wavelength contributions of the phase as the most significant.

The Hamiltonian of the effective XY model obtained has the form

o= / Fq[Vo(Q), (5.62)

where the stiff parameter J is related to the superfluid density as

ns(T)

4m

J = , (5.63)
with ng(7T) given by equation (5.58) in our approximation. The critical temperature of
such model, as derived through Montecarlo simulations in [20], can be approximated by the
implicit equation
ns(T.) 12\ 3
kT =37 (27, 5.64
B im \n ( )
which we will improve to

i, =2(05) B 2 oo

with ¢(x) = Y. L as already done in the Rabiless case in section 3.3.3 in order to get a

n=1 n=>
critical temperature analogue to the one of a gas of free bosons of mass 2m and density

in the deep BEC regime. Since the expression for ng(7) is valid at small temperatures, such

expression will be solved by using the pairs (ﬁ, %) solving the number and gap equations
at zero temperature, reported in figure 13, as done in the previous section.
_ (37‘{'21’1)%

By dividing both sides of (5.65) by the Fermi energy wpg 5 we finally get the
expression that, coupled with (5.58), is used to obtain our numerical results:

bale 2 mlTo) (5.66)

wr o (6ym((3)5 7

To solve such problem along the whole crossover, given that the expression for n(T) is valid
only for small temperatures, we first find the temperatures 7, that satisfy (5.66) coupled with
the pairs (ﬁ, %) that solve the mean field number equation at zero temperature found in
section 4.3.2, whose values are reported in figure 13. Then, to calculate the inverse scattering

length, we use the equation

1 2

4 Lo o
krap N 7T <J4(ﬁ,wF/Bca ﬁ)) J3(wF?wF6m WF> ) (567)

from the mean field treatment at the critical temperature derived in section 4.2, in which
the integrals Jg(ﬁ,wpﬁc, Z—?) and J4(wl wrBe, ﬂ) are given in equations (4.28) and (4.29).

7’ wp
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Figure 19: Critical temperature vs. inverse scattering length along the whole crossover for
different values of the Rabi frequency :’—? Green dashed line: Rabiless case, i.e. wgr = 0 at
the mean field level; blue dashed line: *% = 0.5 at the mean field level; orange dashed line:
=i = (.3 at the mean field level; thick green line: Rabiless case beyond mean field; thick
blue line: £& = 0.5 beyond mean field; thick orange line: £% = 0.3 beyond mean field.

The pairs (WL, kBT‘) plugged in such equation are the critical temperature calculated from

solving (5.66 and the corresponding value of the chemical potential used to solve the same
equation.

In figure 19 we show the results obtained along the whole crossover for different values of
the Rabi frequency. It is clear that Rabi interaction does not affect the deep BEC regime,
where the behaviour of the beyond mean field critical temperature resembles perfectly the
one of the Rabiless case.

5.3.3 A Small Step Further

We replicate the procedure followed in the treatment of the Kleinert equation (5.66) carried
out in the Rabiless case in the last part of section 3.3.3. In order to do so, we manipulate
the mean field gap and number equations for a generic temperature obtained in equation
(4.21), transforming them in one dimensional integrals. To do so, we transform the sums over
momenta in integrals in polar coordinates with the usual prescription % Zp — # f d*p

and perform the change of variables 5—22 =22
F
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The gap equation can then be rewritten as

SO LLIC VO ot )
0

= +
krap m 2\/@2 )2 |22
’ ? : (5.68)
A2 w
a2 )
2\/@2 )2 4 |A0|2 x?
while the number equation will read
3 [T
1= —/ dra? [H—
2 Jo
T2 B A2
N T ztanh(zlL:FT[ W—i)“@*@})]*
2\/(332 — )2 4 1Bl B Wp Wp  WF : (5.69)
wWg wF

2_% A
_zwmzx_ L)§+ ==t (507 [\/(:‘C2 ahi % -]

wp w%

The prescription is to solve the system of equations made of (5.68), (5.69) and (5.66) to get
triplets of (w-&, ‘fFO‘, ka) (L& kfFT) will then be used to
calculate the inverse scattering length obtamed Wlth the mean ﬁeld equation at the critical
temperature, (5.67), as such temperatures will be considered the critical ones. The results
we obtained are reported in figure 20.

As expected, the only values for (ﬁ, ‘f—;") that yield a non null critical temperature from
equation (5.64) are the ones that we labelled as physical, or in other words that minimize the
mean field grand potential at zero temperature. The unphysical values yield a null superfluid
density, since no phase transition occurs in that regime, as shown in ﬁgure 18. In fact, while
in the Rabiless case we see that the critical temperature decreases as k— decreases, but
never reaches the exact zero, in the Rabi case We have an actual point at which the critical
temperature becomes null, for a finite value of ——. The main takeaway is that in the BEC
regime Rabi interaction does not affect the physms of our system, which will behave as a
bosonic field of free Cooper pairs as discussed in section 3.3.2, while as the chemical potential
1 grows, it inhibits the bosonic nature of the system, until a point is reached at which the

second order phase transition becomes a first order one.
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Figure 20: Critical temperature along the whole crossover for different values of Rabi
frequency. Green dashed line: mean field critical temperature in absence of Rabi coupling;
red dashed line: beyond mean field critical temperature with no Rabi coupling; orange dotted
line: beyond mean field critical temperature at Z—i = 0.3; thick blue line: beyond mean field
critical temperature at f:—j: =0.5.
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6 Conclusions

The BCS-BEC crossover has been studied thoroughly both in the standard Rabiless case
and in the presence of Rabi coupling using the coherent state path integral formalism. The
behaviour of many physical quantities has been studied along the whole crossover, including
the mean field critical temperature, the beyond mean field critical temperature, the mean
field energy gap at zero temperature, the condensate fraction and the superfluid fraction.
The results we obtained were compared, enabling us to understand the effect of Rabi coupling
in the crossover.

In particular, we found that both at zero temperature and at the critical temperature the
system is not affected by Rabi interaction in the deep BEC regime (u — —o0) (figures 14, 16,
19 as a few examples). In the BCS regime, instead, the phase transition that characterizes
superconductivity and has a second order nature in the Rabiless case, is inhibited by Rabi
coupling, so much that at a given inverse scattering length depending on the strength of
Rabi interaction the transition becomes a first order one (figures 11 and 19 as examples);
below such scattering length, no phase transition is possible. Such scattering length does
not have to be smaller than zero necessarily, so that Rabi interaction, if strong enough, will
affect the BEC regime, too.

The beyond mean field treatment was carried out following two different and independent
procedures: the NSR [11] and the Kleinert [18] ones, the first being more formal and the
second being more heuristic, but much less computationally costly. In particular the Kleinert
approach was improved, getting the desired result in the deep BEC limit.

Explicit calculations for the NSR approach were given in section 5.2, even though we were
not able to obtain the plots of the critical temperature due to the computational difficulty
of the problem. Despite that, one can use the cumbersome calculations we performed to try
and implement them: no calculation is to be thrown away!
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A Calculation of the Gran Potential at the Mean Field
Level

The calculation of the grand potential in this case will be of no pratical use, but the procedure
to evaluate it will be the same in the case of the Rabi-coupled gas, where the form of the
mean field grand potential will play an important role in the interpretation of the gap and
number equations, in particular in the 7" — 0" limit.
The grand potential of the system at mean field level will be denoted by €,/ and is
defined as
QMF == —kBTlIl<ZMF) == k}BTSU. (Al)

The non obvious part of this calculation is the evaluation of the trace of the logarithm of the
inverse fermionic propagator Gx'»(Ag, Ag). To find its compact form, we use the identity

TriIn(Gih(Bo, A0))] = In ( det(Gih (B0, A)) ). (A.2)

which is easier to calculate thanks to the fact that in the mean field approximation G'»(Ag, Ag)
is diagonal in its Matzubara representation, as clear from (2.11), in which Ag;p — Ag. Then

one has that
(TIG0E + /& +120P)60% = \J& +140P),  (A3)
P

which can be simplified by taking the product out of the logarithm and by performing the
sum over Matzubara frequencies in the usual way.

The sum over the frequencies is delicate because of the presence of a branch cut in the
complex plane of frequencies due to the multivalued nature of the logarithm. The integration
contour will have to be modified with respect to the usual case in order to avoid the branch
cut [4]. To be more precise, the integral to calculate is

dz 1 dz 1
ad 1 ez 1 A2 had In (2 — /€2 4+ |A?), (A4
/pl27rieﬂ2+1n(2+ S+ 1Bol) + r22m'eﬁ2+1n(z & 10),  (A4)

where 'y is a circle covering the whole complex plane and curved in order to avoid the

Qurp =V

| Ao
g

branch cut on the real axis starting at 2 = —oo and ending at z = —, /§12, + |Ag|?, while
I'y is the same contour, but avoiding the branch cut starting at z = —oo and ending at
/&2 +|Ao[?. Since the integrands have no poles on the real axis, the two contours can be

modified by extending the deformation around the branch cuts up to z = +o0, so that the
grand potential can be written as

Ao| /
Qurp =V ‘ of Z/ZmeBZ+1 ln(z+\/§;2>+|Ao|2)+ln(Z— 512)+|A0|2)}’ (A.5)
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where " is the new contour. The integrals vanish at infinity over the whole complex plane,
so that what remains of them is

tody 1 ‘ ‘
/_Oo %emrl[1H(Z+m+\/§3+|A0|2)—ln(z—m+,/5g+|A0|2)+

FIn(z +in — /€ + [Bof?) — In(z — in — /&2 + AP,

(A.6)

where 7 — 07. Such expression can be calculated explicitly by noticing that (e%* + 1)~ =
—%82 In(1 + e7#%) and by integrating by parts. Explicitly,

T dz 1 1
kBTZ/ —,1n(1+e—52)[ — -
= Joo 2 zHin+ /2 Do) z—in+ /&2 4 [Agf A
) 1 (A7)
+ — .
z4in — &+ [Do]? 2 —in— /& + [Ao]?
Now, by using the fact that
. 1 , 1
lim — = —ind(z) + P [—] : (A.8)
n—0t zZ 4+ 1n Z

where by P[ . ] we denote the principal part, we get that

2
Qup =V |A;| ~kTY In ([1 4 e PVEHARL 4 eﬁv%*'ﬁﬁl]), (A.9)
P

which in a more familiar form reads

Onip = V’A;P - kBTXP:m [2(1 + cosh[B, /€2 + |A0|2])] (A.10)

From such equation one may rederive the gap equation and the number equation.

B Sum over Matzubara Frequencies For The Calculation
of MK

We compute the sums over Matzubara frequencies of yx for a generic temperature T', by
first noticing that (xx)11 = (X—k)22 and that (xx)i2 is the complex conjugate of (xr)a1,
meaning that yx only has two independent elements. For the diagonal element we obtain
four different contributions

kT (105 — gp)(i(Qﬁ + Qg) + fk-i—p)
2V 2 ()2 + & + [A0)((QF + Q)% + &y + Aol

(Xx ) = 7 = % > fitfotfstfl,

(B.1)
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with, given np(2) = (e#* +1)7! the Fermi distribution,

(/& + 120 = §)(05 + /€ + [ + Gouinr (1/2 + 1401

N RN TN R e e ey B

. (G AP+ i) (&t 10 — & =i (/s 180 P) |
2/ s+ 1B0P (08 = .+ €3 + 2000 /2 + Ao P) 5

(/&2 + 18012 + &) (/€8 + 1802 — parc — 98I ( =, [22 +1A0]2)

20 /€2 102 ((UB)? + €, — €2+ 2008, [ + A7)

(/& e+ 1802 = € (08 + \[€2 1+ 1A + &) = /€ + 120 )

202 i+ B0 (087 = s+ € — 2008 /21 + [Ao]) |

One may substitute the sum parameter p with 1 = p 4+ k in the terms involving f, and
f1, rename 1 — p and finally, in the action, change k — —k. This way the factor of the
Fermi distribution in f; and f; will become equal, and the same will happen for f; and f3.
After these manipulations, then, (x k)11 can be rewritten as

N Z[( €2+ [ Aof2 — &) (00 + /& + |82 + Eppac) tanh (£, /€2 + Ao
XK1 = 577
2V 20/ + 1802 ()2 + €2 o — 2 — 208, /€2 + |A2)
WS AP + &) (/G 1Al — & —i62) tanh (3/e+ |Ao|2)}

2/&% + 1802 ((A)* + & e — G + 2100\ /€& + | Ao ]?)

fs =

fa=

_|_

(B.3)

The calculation is the same for the off-diagonal term, with the difference that there is no
frequency dependent term at the numerator. The four terms emerging from the sum, then,
will give the same contribution and yield

tanh (g, /€2 + ]A0|2> (6.4

1
(XK>12 = —Z .
2V S 1M0P((B)? + 2y — €2 — 2008, /€2 + | Ao2)
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